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Visualization of reflected sound in enclosed space by sound intensity measurement
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1. Introduction

There are many physical parameters in examining the
quality of a large sound field such as a concert hall. Some
of them have already been adopted in the annex of ISO [1].
There are some discussions also on small enclosures such
as recording studios [2-6]. However, the widely used
‘common parameters,” such as Cgy and EDT, have not been
established yet. On the other hand, the several early
reflections have great importance in a small enclosure when
determining the special impression and the timbre, as reported
in references [3-5]. We believe, a detailed examination of
the structure of early reflections may reveal the effective
parameters. In reference [7], the use of the echo diagram of
instantaneous and envelope intensities was introduced for
such purposes. Our report can be categorized as a proposal
of a processing method of the measurement results shown in
[7]; that is the visualization of the dominant reflections using
sound intensity.

There are well-developed methods, proposed more than
ten-years ago, which indicate the structures of the reflections
[8,9]. However, the method of visualization is still a subject of
current discussion [10,11]. In our previous reports [12,13], the
arrival direction of large reflection sounds were projected onto
a wire-frame rectangular enclosure model of a real enclosure.
In this report, a more intelligible method of using photos of
the enclosure is introduced.

2. Sound intensity measurement system

As introduced in our previous report [12], the sound
intensity is calculated using the measured impulse responses
at four closely located points. Figure 1 shows the constructed
microphone holder in which the microphone is attached at the
position of origin. The particle velocities for each direction
needed for the calculation of intensities are obtained by taking
the differences in the sound pressures between the origin and
the other positions. Only one microphone (SONY ECM-77B)
is used in the practical process and four impulse responses are
obtained by sequential measurement.

The envelope intensities in each direction are then cal-
culated using the Hilbert transform of the instantaneous
intensity. The dominant peaks in the envelope intensities are
recognized as the important reflections. The arrival angles of
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Fig.1 The constructed microphone holder used in the
sound intensity measurement.

these reflections are then calculated. Detailed discussions on
the calculation of the instantaneous and envelope intensities
are given in [7,12].

3. Visualization of dominant reflections

One method that we previously proposed is the projection
of the arrival angle of reflections onto the surface of a
rectangular wire-frame box. In the example shown in Fig. 2,
the large reflections are shown as circles on each surface of
the enclosure. Since successively reflected sound can be seen
by animation, this method is useful for grasping the structure
of the early reflections, provided the measured enclosed space
can be modeled by a rectangular shape.

In the method proposed in this report, we use photographs
of the enclosure. The combination of images of the sound field
and the measurement results, which is often used in noise
source identification systems [14,15], is essentially an intui-
tive method. The procedures of our method are shown in
Fig. 3.

Firstly, two or three photos which cover all directions (47
steradian) are taken using a digital camera with a fish-eye lens
having a picture angle of 180 degrees. The position of the
camera was made to coincide with the measurement point of
the sound intensity. An exclusive rotator was used to generate
a reliable panorama photo. These photos were then stitched to
create a one-sheet panorama photo (Fig. 3(b)). This stitching
is performed using software available on the market. The
generated photo (in JPEG format) was then pasted onto the
surface of a transparent (imaginary) sphere. Although the
practical program for generating this sphere was coded in
C-language, a similar process can be expressed in MATLAB
code as
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Fig.2 Previously proposed method of displaying re-
flection sound in which the angles of the arriving
reflections are shown by the locations of the circles
with radii proportional to the levels of reflection [12].

(a) Three photos obtained using fish-eye lens
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(b) Stitch using software

(c) Paste on the surface of
imaginary sphere

Fig.3 Procedures for creating the imaginary sphere
having an image of the practical enclosure.
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Sound Source

(a) Example of recording studio

(b) Example of car cabin

Fig.4 Examples of the proposed visualization method
adopted in a recording studio and a car cabin.

>> sphere
>> photo=imread(’RoomPhoto.jpg’);
>> h = findobj(’Type’,’surface’);
>> set(h,’CData’,photo,’FaceColor’,’texturemap’);
>> axis equal;
where RoomPhoto. jpg is the stitched JPEG file.

The viewpoint was then set at the center of the sphere to
view the surface. The reflections are then projected onto the
surface of the sphere at corresponding directions. Examples
are shown in Fig. 4, in which the photos and the results of
measurements in a recording studio and a car cabin are shown.
The circles in these figures correspond to the directions of the
arriving reflection sound. The radii of the circles can be varied
to be proportional to the levels of the reflections. In the
PC program, the viewing angle can be easily changed by
manipulating the cursor keys, and the time histories of the
reflection can be expressed as animations.

We must beware that these marks indicate only the arrival
directions of the reflections. The walls behind the marks do
not necessarily contribute to the real reflections directly, e.g.,
the arriving reflection may be due to scattering by the edges of
the walls or may be bent by an inhomogeneous medium.
Although it is easy to imagine strong relationships between
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marks and the walls at corresponding directions in the small
enclosure, a detailed examination must be carried out to
clarify the strength of such relationships.

4. Concluding remarks

A visualization method of dominant reflections in an
enclosure is proposed. The envelope intensities in each
direction, which were calculated from the measured impulse
responses, were used to recognize the timings and the levels
of the dominant reflections. A panorama photo was pasted
onto the surface of an imaginary sphere and the reflections
were expressed as circular marks on the surface. This method
could improve the intelligibility of the direction of arrival of
the reflections.

There is no guarantee that the arriving reflections are
actually ‘reflected’ at the surface positions indicated by the
circles. Further examination is needed using a more simply
shaped enclosure, such as a rectangular parallelepiped, to
elucidate the relationships. Additionally, a method of decod-
ing further information from the generated figures is another
subject of our current research.
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