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Abstract: In previous studies, it was shown that the temporal control in equal-interval tapping is
governed by a memory mechanism, which preserves the information of the preceding 20 intervals to
determine the interval of the present tap. In the first stage of the present study, an equal-interval tap-
ping experiment was carried out. The results of the experiment confirmed that the 20-interval memory
mechanism governs the temporal control of single-finger equal-interval tapping for various tempi. In
the following stages of the present study, simple rhythmic patterns were constructed with long and short
time values with a 2 : 1 ratio. The temporal fluctuation in repetitive tapping of these rhythmic patterns
was analyzed using Fourier analysis and autoregressive models. The results showed that the 20-interval
memory mechanism also governs the temporal control of the tapping for the simple rhythmic patterns:
In the case of a rapid tempo, the 20-interval memory mechanism is active for the long time value,
whereas in the case of a slow tempo, it is active for the short time value. The point at which the memory
mechanism switches between the long and short time values is located around a tempo in which the
short time value corresponds to 350 ms.

Keywords: Rhythm perception, Time interval, Memory mechanism, Temporal control, Temporal
fluctuation
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1. INTRODUCTION

Musical rhythms consist of various kinds of time val-
ues. However, these rhythms are based on the sequence
of equal time intervals. Various kinds of rhythms are ob-
tained by subdivision of some parts of the equal interval
sequence, and more complex rhythms can be obtained by
combining some parts of the subdivided ones.

The musicologists Cooper and Mayer (1960) defined
a pulse as one of a series of regularly recurring, precisely
equivalent stimuli. Based on the pulses, they also de-
fined accents, meters and beats, and analyzed the com-
plex structure of musical works using these concepts.
Fraisse (1982) reviewed psychological experiments con-
cerned with rhythmic perception and behavior. In his ar-
ticle, he defined cadence as the rhythm produced by the
simple repetition of the same stimulus at a constant fre-
quency. He described the cadence as the most easily per-
ceived rhythm, and attributed the basis of all rhythms to
it.

As seen above, a series of regularly recurring stim-
uli is the most basic style of musical rhythms. Musha

et al. (1985) suggested a new paradigm to estimate the
perceptual process for the basic rhythms. They requested
non-musicians and an amateur pianist to tap castanets at
a sequence of equal time intervals under two sets of con-
ditions: Under one set of conditions, the subjects syn-
chronized their tapping to the ticking of a metronome
(metronome tapping), and under the other set of condi-
tions, they did not listen to the metronome during their
tapping (free tapping). Using Fourier analysis, Musha et
al. analyzed the temporal fluctuation in the tapping. The
results showed that in the case of free tapping, the power
spectrum of the fluctuation indicated that the power of the
fluctuation was small and constant in the high frequency
region above 0.1 Hz. Whereas in the low frequency re-
gion below 0.1 Hz, the power of the fluctuation increased
as the frequency decreased. The critical phenomenon at
0.1 Hz implied that the temporal controllability of the tap-
ping was excellent for periods less than 10 s, but for pe-
riods over 10 s the controllability decreased as the period
increased. Musha et al. suggested that temporal control in
free tapping is governed by a memory of approximately
10 s.
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Because the tempi used in the experiment of Musha
et al. were limited to 300–500 ms/tap, Yamada (1996)
pointed out the possibility that the memory capacity cor-
responds not to a real time of 10 s, but to a given number
of taps. Yamada carried out free tapping experiments with
various tempi ranging from 180 to 800 ms/tap. In his ex-
periments, using the right index finger, musicians tapped
an aluminum board at equal intervals. The results showed
the same critical phenomenon in the power spectra of
the temporal fluctuation, as with Musha et al. However,
the critical phenomenon was not generally observed at a
period of 10 s, but instead at a period of approximately
20 taps for all tempi and subjects. Moreover, Yamada ap-
plied auto-regressive (AR) models to the fluctuation. The
best AR model was defined as the model that minimized
the value of Akaike’s Information Criteria, AIC (Akaike,
1969). The order of the best AR model was distributed
around 20 for all tempi and subjects. Yamada concluded
that the memory capacity, which governs equal-interval
tapping, is not 10 s, but 20 taps, i.e., the preceding 20 in-
tervals of the tapping is preserved and used to determine
the interval of the present tap.

Both non-musicians and an amateur musician partic-
ipated in the experiment of Musha et al. (1985), while
only musicians participated in the experiments of Ya-
mada (1996). Yamada and Tsumura (1998) investigated
the temporal controllability in equal-interval tapping as a
function of musical training. In their experiment, skilled
pianists and novice pianists tapped at equal intervals un-
der two conditions; using only the right middle finger and
also with using multiple fingers. The results showed that
in the case of single-finger tapping, skilled and novice
pianists alike demonstrated the same temporal controlla-
bility and the critical phenomenon of 20 taps was found
in the spectra for both groups. However, in the case of
multiple-finger tapping, there were significant differences
between the two groups: The temporal controllability of
the skilled pianists did not change from single-finger tap-
ping, while that of the novice pianists significantly de-
creased. These results suggested that single-finger equal-
interval tapping is governed by the 20-interval mem-
ory mechanism, which is unaffected by musical training.
Years of piano lessons only improve the ability to coordi-
nate multiple finger motions.

Yamada (1996) and Yamada and Tsumura (1998) ob-
served the critical phenomenon at a period around 20 taps
in the spectrum of the temporal fluctuation. However,
results from such an observation have a degree of un-
certainty, because different observers may choose differ-
ent critical periods for the same spectrum. A more defi-
nite method for estimating the critical period in the spec-
trum is required. Therefore, in the first experiment of

the present study, we confirm that both the critical pe-
riod, which is estimated using the weighted least squares
method, and the order of the best AR model, consistently
illustrate the 20-interval memory mechanism that governs
single-finger equal-interval tapping. Then, in the subse-
quent two experiments, it is examined whether and how
this 20-interval memory mechanism is active for the tem-
poral control in repetitive tapping with non-equal-interval
simple rhythmic patterns.

2. EXPERIMENT 1

In the experiments of Yamada (1996) the subjects
tapped with the right index finger over a wide range
of tempi, whereas in the experiment of Yamada and
Tsumura (1998) the subjects used the right middle fin-
ger for a single tempo of 250 ms/tap. In order to con-
firm that single-finger equal-interval tapping is consis-
tently governed by the 20-interval memory mechanism,
we requested the subjects to tap at equal intervals in vari-
ous tempi using their right middle fingers.

2.1. Method
Five students from the Department of Musicology at

the Osaka University of Arts participated in the experi-
ment as subjects. All subjects had experience in playing
the piano and other instruments, but only at intermediate
levels. The subjects tapped an aluminum board placed on
a table with the right middle finger in tempi of 180, 370
and 800 ms/tap, and a spontaneous tempo; the tempo that
was the most comfortable for the subjects.

The subjects were instructed to make an effort to
maintain both constant intervals and intensity. They were
also instructed not to imagine specific rhythms, e.g., two-
beat or three-beat rhythms, or to count the number of
taps during the tapping. One trial of tapping consisted
of 721 taps. Before each trial, except for the sponta-
neous tempo, metronome ticking was presented for 20 s to
demonstrate the tempo. The metronome ticking was pro-
duced by a computer system with a 48 kHz D/A converter.
Each tick consisted of a 4,000 Hz tone with 6 ms trian-
gular envelope. The metronome ticking was presented
through headphones at 73 dB(A). One session consisted
of five trials at the same tempo. These five trials for the
same tempo were performed successively in one session,
but each subject performed the four sessions (tempi) in a
random order. A 3-min rest interval separated each trial
and a 20-min rest interval separated each session.

Small speakers attached to the aluminum board con-
verted the pressure of the finger to a voltage. The com-
puter system converted this voltage to numeric data with
a 12 kHz sampling A/D converter and measured the inter-
onset intervals (IOIs) of the tapping. The voltage was
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also used to produce clicking sounds that each subject
used to monitor his/her own tapping. The clicking sounds
were monitored at about 73 dB(A) through the same head-
phones as with the metronome ticking. The entire exper-
iment was carried out in a soundproof room.

2.2. Critical Period in the Power Spectrum of the
Fluctuation

The waveform of the temporal fluctuation was ob-
tained by plotting the IOI as a function of the tap order.
Because the IOI was not generally stable during the initial
100 taps, these 100 taps were removed and the IOI wave-
form of the following 600 taps was used for the analysis.
The IOI waveforms of the 600 taps were divided into three
parts of 200 taps, and the waveform for each segment was
decomposed into Fourier components by DFT with Han-
ning window. The power spectra of the temporal fluctua-
tion in the tapping were averaged out for each tempo by
subject.

The solid line in Fig. 1 shows an example of the aver-
aged power spectrum. The spectra for all tempi and sub-
jects showed that the power decreased as the frequency
increased in the low frequency region, whereas the power
was constant or increased slightly as the frequency in-
creased in the high frequency region. In the spectrum in
Fig. 1, the critical frequency, which indicates the bound-
ary between the high and low frequency regions, is ob-
served around ten cycles. The power of the frequency
component indicates the difficulty of temporal control for
the frequency, and the correlation between the frequency,
f [cycles] and period, p [taps] is p = 200/ f . Therefore
the spectral features imply that temporal control is excel-

lent for short periods of less than approximately 20 taps,
but for periods over 20 taps, the controllability decreases
as the period increases. This was true for all tempi and
subjects in the present experiment and consistent with Ya-
mada (1996) and Yamada and Tsumura (1998).

Fig. 1 An example of the power spectrum of the tempo-
ral fluctuation in equal-interval tapping.

Table 1 The critical period in the power spectrum for
equal-interval tapping is shown in taps.

Subject

Tempo SY MT HM SO AU Mean

180 ms/tap 22.2 23.1 21.5 21.5 17.4 21.1
370 ms/tap 25.6 20.9 17.5 14.9 17.7 19.3
800 ms/tap 25.2 19.3 18.1 24.0 15.0 20.3

Spontaneous tempo 23.3 18.7 16.2 17.1 24.7 20.0

Mean 24.1 20.5 18.3 19.4 18.7 20.2

In the present study, the critical frequency was deter-
mined by the following method: The spectrum was di-
vided into the high and low frequency regions at an arbi-
trary frequency. Then the regression line was estimated
for each of the two regions, using the weighted least
squares method. In this method, because more points
were included in the higher frequency areas than in the
lower frequency areas in the same bandwidth on the log-
arithmic scale, the squared residual of a frequency com-
ponent was weighted by the reciprocal value of the fre-
quency. Using this method, the pair of lines that showed
the minimum value in residual sum of the weighted
squares was defined as the regression lines for the given
dividing frequency. Then, the best regression lines for the
spectrum were defined as the regression lines that min-
imized the residual sum of the weighted squares for all
dividing frequencies. The critical frequency was defined
as the point where the best regression lines intersected.

Using the method described above, the critical fre-
quency f [cycles] was determined for each tempo by sub-
ject. Then, the critical period p [taps] was calculated us-
ing the correlation p = 200/ f . Table 1 shows that the
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critical period is distributed around 20 taps in a range of
15–27 taps, but the period does not systematically vary
with the tempi or subjects. Indeed, analysis of vari-
ance (ANOVA) indicated that both the effects of tempo
(F[3,12] = 0.26) and subject (F[4,12] = 2.00) were in-
significant for the significance level of p < 0.05.

2.3. Order of the Best Auto-Regressive Model
Yamada (1996) applied AR models and AIC to the

IOI fluctuation to determine the critical phenomenon ob-
served in the spectrum. AR models show that the present
data is determined by the weighted sum of several previ-
ous data samples along with some noise (1).



Acoust. Sci. & Tech. 22, 3 (2001)

Table 2 The order of the best AR model for equal-interval tapping.

Subject

Tempo SY MT HM SO AU Mean

180 ms/tap 25 20 20 16 19 20.0
370 ms/tap 22 15 17 13 18 17.0
800 ms/tap 19 17 24 17 15 18.4

Spontaneous tempo 17 13 20 18 22 18.0

Mean 20.8 16.3 20.3 16.0 18.5 18.4

x(i) =
N

∑
k=1

akx(i− k)+ ξi (1)

Generally, the data samples fit the AR model better as the
AR order, N, increases, i.e., the residual of the estimation
decreases. The model that minimizes the AIC value has
a small value in N and also a small value for the residual
of the estimation (Akaike, 1969). Yamada (1996) defined
the best AR model as the model that minimized the AIC
value, and showed that the order of the best AR model
was distributed around 20.

In the present study, the same method was applied to
the IOI fluctuation and the order of the best AR model
was obtained for each tempo by subject. Table 2 shows
that the order is distributed around approximately 20 and
does not vary with tempi or subjects, as with the results in
Table 1. ANOVA indicated that both the effects of tempo
(F[3,12] = 0.90) and subject (F[4,12] = 2.23) were in-
significant.

The results in Table 2 illustrate that the 20-interval
memory governs the temporal control in equal-interval
tapping with the middle finger for various tempi, as well
as in the tapping with the index finger, which was al-
ready shown in Yamada (1996). The fact that the order
of the best AR model in Table 2 agrees with the criti-
cal period in Table 1, implies that the critical period in
the power spectrum also indicates the memory capacity
which governs the temporal control in equal-interval tap-
ping. In conclusion, the present experiment showed that
single-finger equal-interval tapping is governed by the 20-
interval memory mechanism for various tempi.

3. EXPERIMENT 2

Now the question is whether the 20-interval mem-
ory mechanism also governs the tapping of more com-
plex musical rhythms. In order to determine this, we con-
structed two kinds of simple, three-beat rhythmic patterns
using two kinds of time values and examined whether and
how the memory mechanism governs the tapping of the
rhythmic patterns, in the present experiment.

Fig. 2 Construction of the rhythmic patterns in Experi-
ment 2. The long time value, L, corresponds to an inter-
val of 400 ms, and the short time value, K, corresponds
to 200 ms. These three-beat rhythmic patterns were re-
peated 240 times.

3.1. Method
Two simple, three-beat rhythmic patterns of /LKKL/

and /LKKKK/ were constructed with a long time value
L (lang in German), and a short time value K (kurz in
German), where L corresponded to 400 ms and K corre-
sponded to 200 ms (Fig. 2). Five students from the De-
partment of Musicology at the Osaka University of Arts
participated as subjects. Two of the subjects had partici-
pated in Experiment 1, and all had similar levels of musi-
cal training as the subjects in Experiment 1. In one trial,
the subjects repetitively tapped one of the rhythmic pat-
terns with the right middle finger for a period of 720 inter-
vals of L’s value. To demonstrate the designated rhythm
and tempo, the synthesized rhythmic pattern of /LKKL/
or /LKKKK/ was presented for 20 s before each trial, but
it was not presented during the tapping. Each subject car-
ried out five trials for each rhythmic pattern. The other
experimental conditions were identical to Experiment 1.

3.2. Summation Process for Subdivided Intervals
In the rhythmic patterns, two consecutive Ks can be

regarded as the two halved intervals of L. The two con-
secutive intervals that corresponded to Ks were combined
and the resulting interval was treated as it was for L. We
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define this process as the summation process for sub-
divided intervals (SPSI). The IOI fluctuation that corre-
sponded to L was obtained by SPSI. Then, the initial 100
intervals of L were removed and the following 600 inter-
vals were divided into three parts, and the IOI fluctuations
for the 200 intervals of L were analyzed in the same way
as in Experiment 1.

3.3. Results and Discussion
Figure 3 shows an example of the power spectrum of

the temporal fluctuation for the /LKKL/ rhythm. In this
spectrum, a spike component appears at a frequency of
approximately 67 cycles. This frequency corresponds to
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the period of three intervals of L.

Fig. 3 An example of the power spectrum for the
/LKKL/ rhythm. The frequency is shown in cycles for
200 intervals of L.

Yamada (1996) conducted an experiment, in which
accented tapping of an equal-interval three-beat rhythm
was used; using their left hands the subjects slapped their
left thighs once every three equal-interval taps of their
right index fingers. The results showed that the spectrum
for the three-beat accented tapping contained the same
spike component as Fig. 3. Thus, the spike component
observed in Fig. 3 implies that the first L in every cycle
of three taps is significantly longer than the following two
intervals of L. Yamada also showed that the spike compo-
nent does not correlate with the memory capacity: The or-
der of the best AR model was independent of the accents.
The effect of accents only appeared in the auto-regressive
coefficients, ak in Eq. (1). The coefficients of a multiple
of three, a3,a6,a9, . . ., were significantly larger than the
other coefficients. This means that the present interval is
more deeply dependent on the third, sixth, ninth etc. pre-
ceding intervals than the other intervals, but the memory
capacity of 20 intervals is unaffected by the accents.

In the present experiment, eliminating the compo-
nents in the 1/4-octave band centered on 67 cycles, the
weighted least square method was applied to the remain-
ing frequency components and the critical period was de-
termined for each spectrum. Table 3 shows that the crit-
ical period for each rhythmic pattern by subject is dis-
tributed around 20 intervals of L. ANOVA indicated that
both the effects of rhythmic pattern (F[1,4] = 0.04) and
subject (F[4,4] = 1.88) were insignificant.

Table 3 The critical periods in the power spectra for the
three-beat rhythmic patterns are shown in number of in-
tervals that correspond to the long time value, L.

Subject

Rhythm MO MY MT AU YA Mean

/LKKL/ 22.9 18.8 25.3 21.6 15.6 20.8
/LKKKK/ 20.7 18.2 23.4 21.4 22.0 21.1

Mean 21.8 18.5 24.4 21.5 18.8 21.0

Table 4 The orders of the best AR models for the three-
beat rhythmic pattens. The model was applied to the
temporal fluctuation that corresponded to the long time
value, L.

Subject

Rhythm MO MY MT AU YA Mean

/LKKL/ 24 18 25 18 22 21.4
/LKKKK/ 21 21 21 20 21 20.8

Mean 22.5 19.5 23.0 19.0 21.5 21.1

AR models and AIC were also applied to the IOI fluc-
tuation. Table 4 shows that the resulting order for each
rhythmic pattern by subject is again distributed around

20. Once again, ANOVA indicated that both the effects
of rhythmic pattern (F[1,4] = 0.19) and subject (F[4,4] =
1.36) were insignificant.

The results in Tables 3 and 4 demonstrate that the 20-
interval memory mechanism is active for L but not for K.

4. EXPERIMENT 3

In Experiment 2, the rhythmic patterns were tapped in
only one tempo (L/K = 400/200 ms). Moreover, both of
the rhythmic patterns were three-beat rhythms. In order to
determine if the 20-interval memory is consistently active
for the long time value, we construct a two-beat rhythmic
pattern with the long and short time values, which was
tapped in various tempi, in the present experiment.
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4.1. Method
A two-beat rhythmic pattern of /LKK/ was con-

structed, where the ratio of L to K was fixed at 2 : 1
(Fig. 4). Ten students from the Department of Musicol-
ogy at the Osaka University of Arts participated in the
experiment as subjects. Three of the subjects had partici-
pated in Experiment 1, and four of them in Experiment 2,
with one who had participated in both experiments. The

Fig. 4 Construction of the two-beat rhythmic pattern in
Experiment 3.
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subjects tapped the rhythmic pattern with the right middle
finger at tempi of L/K = 300/150, 400/200, 700/350 and
1,000/500 ms. SPSI was applied to the intervals observed
in the experiment and the resulting IOI fluctuation of L
was analyzed in the same way as in Experiment 2.

4.2. Results and Discussion
In the spectra, a spike component appeared at the

highest frequency of 100 cycles for 200 taps. This spike
component implied that the first L in every cycle of two
intervals of L was significantly longer than the following
one. Excluding the components in a 1/8-octave range of
92–100 cycles, the critical period was calculated using the
weighted least squares method. Table 5 shows the critical
period for each tempo by subject.

As can be seen, for the rapid tempi of L/K = 300/150
and 400/200 ms, the critical period is distributed around
20 intervals of L. ANOVA showed that both of the ef-
fect of tempo (F[1,9] = 2.47) and subject (F[9,9] = 0.40)
were insignificant for the two rapid tempi. However,
for the slow tempo of L/K = 1,000/500 ms, the criti-
cal period is distributed around 10 intervals of L. Table
5 also shows that, in the case of the intermediate tempo
of L/K = 700/350 ms, the critical period is distributed
around 10 intervals for five subjects (YA, SK, MO, AU
and NN), while the period is distributed around 20 inter-
vals for the other five subjects.

Table 6 shows the order of the best AR model, which
is applied to the IOI fluctuation of L for each tempo by
subject. The results are consistent with Table 5: For the

rapid tempi of L/K = 300/150 and 400/200 ms, the order
is distributed around 20, whereas the order is distributed
around 10 for the slow tempo of L/K = 1,000/500 ms.
For the tempo of L/K = 700/350 ms, the order for five of
the subjects is distributed around 20 and the order for the
other five is distributed around 10.

The results in Tables 5 and 6 suggest that, in the case
of a rapid tempo, the 20-interval memory mechanism is
active for L, whereas the mechanism is active for K in the
case of a slow tempo. The point at which the memory
mechanism switches between L and K is located around a
tempo of L/K = 700/350 ms. However, the results can be
interpreted in another way: In the case of a rapid tempo,
the 20-interval memory mechanism is active for L, but in
the case of a slow tempo, a 10-interval memory mecha-
nism is active for L. If this interpretation is true, the tem-
poral control for K should be worse than for L, because
the intervals for L are controlled by the memory mecha-
nisms for either fast or slow tempi. Thus, the temporal
controls for L and K were compared based upon the co-
efficients of variation.

Before applying SPSI, some of the intervals corre-
sponded to L and the others to K, whereas after applying
SPSI all of the intervals corresponded to L. The coeffi-
cient of variation for L was calculated using the intervals
after applying SPSI (Table 7). On the other hand, the co-
efficient of variation for K was calculated using the inter-
vals that corresponded to K before applying SPSI (Table
8).

As previously stated, the spike component that ap-
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Table 5 The critical period in the power spectrum for the two-beat rhythmic pattern is shown in number of intervals that
correspond to the long time value, L.

Subject

Tempo
L/K (ms) YA SK MO AU NN SY HM MY MN EK Mean

300/150 19.0 21.1 23.4 21.3 16.2 23.3 19.7 18.2 13.8 20.8 19.7
400/200 25.3 20.6 23.5 17.4 24.1 21.0 24.6 17.7 26.2 21.9 22.2
700/350 7.9 10.7 10.5 8.3 6.8 20.7 20.5 16.3 19.6 17.8 13.9

1,000/500 11.2 7.3 7.3 11.4 13.9 10.6 3.6 9.2 7.6 11.4 9.4

Table 6 The order of the best AR model for the two-beat rhythmic pattern. The model was applied to the temporal fluctua-
tion which corresponded to the long time value, L.

Subject

Tempo
L/K (ms) YA SK MO AU NN SY HM MY MN EK Mean

300/150 18 28 20 15 23 22 19 18 24 17 20.4
400/200 22 18 25 21 14 20 20 15 15 21 19.1
700/350 8 8 12 12 10 20 20 15 16 21 14.2

1,000/500 10 12 8 12 14 12 12 10 8 11 10.9
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variance for K, and consequently, the coefficient for L,

which is the result of combining the two controlled inter-
vals of K, also shows a similarly small value. This was
also true for the subject group of YA, SK, MO, AU and
NN at the tempo of L/K = 700/350 ms.

5. GENERAL DISCUSSION

The present study showed that the point at which the
memory mechanism switches between L and K is located
around a tempo of L/K = 700/350 ms. These results are
consistent with the results of Hibi (1983).

Hibi inserted a temporal distortion in a sequence of
equal intervals, and determined the threshold of the dis-
tortion for detection. The results showed that the thresh-
old was high in the rapid tempo region and low in the
slow tempo region. The threshold switched between the
high and low values at a tempo of 333 ms/interval. He il-
lustrated that, in the case of a rapid tempo, the perceptual
process grouped every several intervals, and thus the de-
tection of the distortion was difficult. On the other hand,
in the case of a slow tempo, the grouping process was
not active, and the detection of the distortion was easy.
The tempo of 333 ms/interval Hibi showed is very near
the tempo of 350 ms of K in the present study. For the
present study, this consistency suggests that when K is
shorter than 350 ms, two consecutive Ks are grouped into
one L.

These results are also consistent with knowledge re-
garding musical experiences. When a score is first read,
it is played at a slow tempo. At that time, the beats are
counted for a short time value in the score. After practice,
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Table 7 The coefficient of variation for the long time value, L. The coefficient was calculated using the intervals after
applying the summation process for subdivided intervals (SPSI).

Subject

Tempo
L/K (ms) YA SK MO AU NN SY HM MY MN EK Mean

300/150 3.9 3.0 3.7 3.7 4.2 3.7 4.7 4.7 3.2 4.5 3.93
400/200 3.9 2.5 3.2 3.3 4.0 3.6 3.9 3.5 3.1 3.9 3.49
700/350 3.3 2.6 2.6 3.0 3.6 3.7 3.2 3.1 2.9 3.5 3.15

1,000/500 2.7 2.7 2.1 2.4 2.4 2.5 2.7 2.3 2.1 2.6 2.45

Table 8 The coefficient of variation for the short time value, K. The coefficient was calculated using the intervals that
corresponds to K before applying SPSI.

Subject

Tempo
L/K (ms) YA SK MO AU NN SY HM MY MN EK Mean

300/150 6.7 6.7 9.9 7.2 6.4 6.5 11.1 6.8 8.4 6.9 7.66
400/200 6.5 7.4 8.8 8.1 6.9 10.8 10.3 7.0 7.6 6.3 7.97
700/350 4.7 3.5 3.7 4.2 4.5 6.4 5.2 5.6 6.2 5.3 4.93

1,000/500 3.6 3.1 2.7 3.7 3.3 3.7 3.4 3.3 3.4 2.8 3.30

pears in the power spectrum illustrates that the first L in
every cycle of two Ls is significantly longer than the fol-
lowing one. It is thought that this feature increases the
value of the coefficient of variance for L, while it does
not affect the coefficient for K. This is because all of the
intervals of K are subdivided intervals of the second L in
the cycles of two Ls.

In spite of this effect, Tables 7 and 8 show that the
coefficient for K tends to show a larger value than the
coefficient for L. However, between the rapid and slow
tempi, the significance of the difference between the co-
efficients for K and L is quite different: For the rapid
tempi of L/K = 300/150 ms and 400/200 ms, the coef-
ficient for K is almost double that of L. This means that,
in the two rapid tempi, the intervals for K are controlled
less accurately than for L. This illustrates that the subdi-
viding process for L into two Ks is not accurate, but L can
be accurately determined by the preceding 20 intervals of
L. This is also true for the subject group of SY, HM, MY,
MN and EK at the tempo of L/K = 700/350 ms.

On the other hand, for the slow tempo of L/K =
1,000/500 ms, the coefficient for K is slightly larger than
L. This means that, for the slow tempo, the intervals of
K can be controlled as accurately as L. If a 10-interval
memory mechanism controls the intervals for L and does
not for K, the coefficient for K should show significantly
larger values than for L. Therefore, these results illustrate
that the 20-interval memory mechanism is active for K.
This control results in a small value for the coefficient of
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the score is played at a fast tempo, and at this stage, the
beats are often counted for a longer time value.

In the case of rapid tempi, Hibi suggested that a
grouping mechanism took place for the quasi-equal in-
terval stimuli. On the other hand, in the present study, no
evidence for the grouping mechanism was shown in the
case of equal-interval tapping. This discrepancy should
be studied further.

Yamada and Tsumura (1998) showed that in the case
of multiple-finger equal-interval tapping, novice pianists
demonstrated significantly inferior controllability to the
skilled pianists. As well as the multiple-finger equal-
interval tapping, the non-equal-interval rhythmic tapping
may need more complex motion of muscles than the
single-finger equal-interval tapping. Therefore, in the
case of non-equal-interval tapping, there is a possibility
that some differences exist in the temporal control be-
tween musicians and non-musicians. As such temporal
control of non-equal-interval rhythmic tapping should be
studied as a function of musical skill.

In the present study, all rhythmic patterns were con-
structed with two time values with a 2 : 1 ratio. Further
studies, in which various kinds of rhythms are used, are
required to investigate whether and how the 20-interval
memory governs the tapping of rhythmic patterns.
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