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1.  INTRODUCTION

‘Rain follows the plow’ was a theory that encour-
aged agricultural settlement in dryland areas in both
the United States and Australia during the mid-
1800s. Supporters of the theory believed that humans
could master nature and alter the climate through
cultivation of the soil (Ferrill 1980). An opponent of
this theory was George W. Goyder, who used vegeta-
tion in South Australia (SA) as an indicator to mark
out the extent of the State’s severe 1865 drought, ef -
fectively establishing ‘nature’s limit’ to reliable agri-
culture in SA (Meinig 1961, Ferrill 1980, Whitelock
1985). This limit became known as Goyder’s Line,
and demarked the boundary between land suitable
for agricultural pursuits to the south and less suitable
land in the State’s arid north (Meinig 1961). How-
ever, when above-average rain fell in the 1870s, Goy-
der’s Line did not halt agricultural expansion north.
Indeed, supporters of the ‘rain follows the plow’ the-
ory were buoyed by the sight of crops growing in
areas that Goyder’s Line had indicated to be too arid

for agriculture and, hence, the agricultural frontier
pushed north (Ferrill 1980). By the early 1880s, how-
ever, those that ventured north were re minded of
‘nature’s limit’ when severe drought once again hit
the State. In response, Goyder’s Line was promptly
resurrected to guide agricultural activity in SA.

While there is only one documented location of Goy-
der’s Line, the history of the development, abandon-
ment and then resurrection of the line suggests that
the agricultural boundary of SA shifts on an interan-
nual basis. Current cropping areas extend beyond the
line (Nidumolu et al. 2012), which gives more weight
to this idea. This raises the question of whether the
apparent interannual variability in Goyder’s Line has
a coherent pattern and whether this pattern is related
to atmospheric- and oceanic-based climate drivers
(e.g. El Niño Southern Oscillation, ENSO). Therefore,
the aim of this paper was to determine if Goyder’s Line
(i.e. nature’s limit) shifts ac cording to phases of known
drivers of Australia’s climate (e.g. Gallant et al. 2012,
Murphy & Timbal 2008). Identification (and then fore-
casting) of climate phases in which the risk of not
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receiving adequate growing season rainfall (GSR) is
high (or low) may ultimately assist rainfall-dependent
sectors (e.g. farmers) in managing their risk.

2.  DATA AND METHODS

2.1.  Suitable proxy for Goyder’s Line

Goyder used vegetation to mark the original Goy-
der’s Line but in the absence of annual vegetation
data for SA, a proxy is required. Nidumolu et al.
(2012) considered pre-European vegetation, the cur-
rent extent of cropping, soil type, the 220 mm GSR
isohyet, the 300 mm annual rainfall isohyet, simu-
lated wheat yield and an isopleth of the 0.26 precipi-
tation to evaporation (P:E) ratio but could not identify
a consistent match with Goyder’s Line. However, the
isopleth of the 0.26 P:E ratio and the 220 mm GSR iso-
hyet were both found to reasonably approximate
Goyder’s Line for most of the State (Nidumolu et al.
2012). A key aspect of this research is the analysis of
long-term climate variability and patterns; given that
evaporation data in Australia prior to 1970 are unre-
liable (Nidumolu et al. 2012) and that Australia has a
relatively long record of rainfall data (~100 yr), the
220 mm GSR isohyet was selected in our study as a
proxy for Goyder’s Line.

As seen in Fig. 1, Goyder’s Line underestimates the
current cropping boundary in the eastern Eyre
Peninsula and Murray Mallee region. However, it is
still a remarkable approximation of the cropping
boundary, particularly given the limited data Goyder
had at his disposal in 1865 (Nidumolu et al. 2012).
The 220 mm GSR isohyet underestimates the current
cropping boundary in the Murray Mallee region. The
edge of cropping in this region is bounded by the
River Murray (Fig. 1). Despite this, the 220 mm GSR
isohyet provides a reasonable approximation of the
cropping boundary for a statewide analysis.

High-resolution gridded rainfall data (0.05 × 0.05°
grid cell size) from the Australian Water Availability
Project (AWAP) (Jones et al. 2009) were used to cal-
culate the average location of the 220 mm GSR iso-
hyet (Fig. 1). Given that gridded data were inher-
ently ‘smoothed’ and may not capture the temporal
and spatial variability of rainfall (Ensor & Robeson
2008, Tozer et al. 2012, King et al. 2013a) — a crucial
aspect to this study—rainfall data from 9 Australian
Bureau of Meteorology observation gauges were also
analysed (Fig. 1). Based on the availability of gauged
data, all analyses commence from 1918 and cease in
2011, providing 94 yr of continuous data.

2.2.  Climate drivers

Climate drivers selected for analysis were ENSO,
In dian Ocean sea surface temperatures (SSTs),
Southern Annular Mode (SAM) and subtropical
ridge intensity (STRI). These modes of variability
have previously been recognised as playing a signif-
icant role in driving Australia’s rainfall variability
(e.g. Kiem & Franks 2001, Verdon & Franks 2005,
Hendon et al. 2007, Risbey et al. 2009, Verdon-Kidd
& Kiem 2009a, Kiem & Verdon-Kidd 2010, Timbal &
Drosdowsky 2013). ENSO is represented here by
SST anomalies in the Niño3.4 region (5° S to 5° N,
170° to 120° W). SST anomalies in the Indonesian re -
gion (0° to 10° S, 120° to 130° E) were used to repre-
sent Indian Ocean variability. Verdon & Franks
(2005) referred to these Indonesian region SST
anomalies as the Indonesian Index (I.I.) and showed
that SST variability in this region alone, rather than
the Indian Ocean Dipole, influences winter/spring
climate in Australia. The monthly SST anomalies in
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the Nino3.4 and I.I. regions were calculated relative
to a 1971−2000 base period using the extended
reconstruction of global SST (ERSST) dataset (ver-
sion 3b) (Smith et al. 2008). A combined SAM index
was developed from ex isting datasets produced by
Marshall (2003) (1957− 2011) and Visbeck (2009)
(1918−1956) as per the recommendations of Ho et al.
(2012). The STRI is represented by the maxima in
mean sea level pressure anomalies along a longitude
band of 145° to 150° E and a latitude band of 10° to
44° S (Drosdowsky 2005, Timbal & Drosdowsky
2013). As per the SST anomalies, STRI anomalies
were calculated relative to a 1971−  2000 base period
to maintain consistency. An index of the position of
the subtropical ridge was also investigated, but in
line with results presented in Timbal & Drosdowsky
(2013), the intensity of the ridge was found to be a
more important driver of rainfall variability in Aus-
tralia and, hence, results of subtropical ridge position
are not shown here.

2.3.  Climate indices for the growing season

The monthly STRI and SAM indices were averaged
across the April to October period to produce a grow-
ing season index value for each year. The Niño3.4 and
I.I. indices were averaged over the period from June
to October to correspond to the peak period in the an-
nual cycle of these drivers (e.g. Murphy & Timbal
2008, Risbey et al. 2009). The indices were then classi-
fied into positive, neutral and negative events based
on a threshold of 0.5 multiplied by the standard devia-
tion of each index. A year was classified as negative if
the growing season index value was less than −0.5 SD
and positive if the index value was above 0.5 SD. All
other years were classified as neutral. This method is
similar to that used in Kiem & Franks (2001) and Ver-
don & Franks (2005). Table 1 indicates the years strati-
fied into each index phase. It is evident that the I.I.
records far fewer positive events relative to negative
events. This is a reflection of both the positive trend in
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Table 1. Years stratified into each index phase. The total number of years in each phase is shown in parentheses. I.I.: Indonesian 
Index, SAM: Southern Annular Mode, STRI: subtropical ridge intensity

Index Phase

Positive Neutral Negative

Nino3.4 1930, 1940, 1941, 1951, 1953,
1957, 1963, 1965, 1969, 1972,
1977, 1982, 1986, 1987, 1991,
1994, 1997, 2002−2006, 2009
(23 yr)

1918−1921, 1923, 1925,
1927−1929, 1931, 1932, 1934,
1935, 1937, 1939, 1943, 1944,
1952, 1958, 1960−1962,
1966−1968, 1976, 1979−1981,
1983, 1984, 1990, 1992, 1993,
1995, 1996, 2001, 2008, 2011
(39 yr)

1922, 1924, 1926, 1933, 1936,
1938, 1942, 1945−1950,
1954−1956, 1959, 1964, 1970,
1971, 1973−1975, 1978, 1985,
1988, 1989, 1998−2000, 2007,
2010 (32 yr)

I.I. 1973, 1978, 1981, 1986, 1988,
1989, 1992, 1995, 1996, 1998,
2000, 2001, 2003, 2005, 2007,
2009, 2010 (17 yr)

1938, 1942, 1945, 1950, 1955,
1956, 1958, 1960, 1962, 1964,
1968, 1970, 1971, 1974, 1975,
1980, 1983−1985, 1990, 1999,
2002, 2004, 2006, 2008, 2011
(26 yr)

1918−1941, 1943, 1944,
1946−1949, 1951−1954, 1957,
1959, 1961, 1963, 1965−1967,
1969, 1972, 1976, 1977, 1979,
1982, 1987, 1991, 1993, 1994,
1997 (51 yr)

SAM 1921, 1922, 1924, 1927, 1928,
1930−1934, 1936−1938, 1940,
1942, 1943, 1947, 1949, 1961,
1967, 1976, 1978, 1979, 1982,
1985, 1989, 1993, 1997−1999,
2001, 2003−2006, 2008, 2010
(37 yr)

1919, 1920, 1925, 1926, 1929,
1935, 1939, 1950−1955,
1958−1960, 1962, 1963, 1965,
1966, 1969, 1973, 1983, 1984,
1986, 1987, 1991, 1995, 1996,
2000, 2009, 2011 (32 yr)

1918, 1923, 1941, 1944, 1945,
1946, 1948, 1956, 1957, 1964,
1968, 1970−1972, 1974, 1975,
1977, 1980, 1981, 1988, 1990,
1992, 1994, 2002, 2007 (25 yr)

STRI 1919, 1940, 1941, 1944, 1949,
1950, 1954, 1959, 1965, 1967,
1969, 1972, 1982, 1987, 1993,
1994, 1997, 1999, 2006, 2008
(20 yr)

1918, 1921, 1927, 1930, 1933,
1934, 1936−1939, 1945−1948,
1957, 1961, 1963, 1966, 1973,
1976, 1977, 1979, 1980,
1983−1985, 1988, 1991, 1992,
1995, 1998, 2000−2005, 2007,
2010, 2011 (40 yr)

1920, 1922−1926, 1928, 1929,
1931, 1932, 1935, 1942, 1943,
1951−1953, 1955, 1956, 1958,
1960, 1962, 1964, 1968, 1970,
1971, 1974, 1975, 1978, 1981,
1986, 1989, 1990, 1996, 2009
(34 yr)
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SSTs in the Indian Ocean (e.g. Alory et al. 2007) and
the use of a recent anomaly period to calculate the in-
dices. Interestingly, there was a large gap (1920−1939)
between the first and second recorded positive phases
of the STRI, and this coincided with a period of consis-
tent I.I. negative events, i.e. pre-1940 a positive STRI
rarely occurred with a negative I.I. event. Further-
more, very few SAM negative phases are re corded
prior to 1940. There is reasonable overlap (10 yr) be-
tween the STRI positive and Niño3.4 positive (indica-
tive of an El Niño event) phases and the STRI negative
and Niño3.4 negative (La Niña) phases (13 yr). There
is also reasonable overlap (14 yr) between El Niño and
I.I. negative years. The overlap between La Niña and
I.I. positive years is not as pronounced; however, the
first I.I. positive phase (1973) coincides with a La Niña
year, as does the year 2010. Both of these years are as-
sociated with periods of extreme high rainfall across
Australia (King et al. 2013b).

3.  RESULTS

3.1.  Establishing the relationship between climate
drivers and GSR

The ratio of mean GSR occurring in the negative
phase of each index to mean GSR in the positive
phase is shown for each gauge in Table 2. The Stu-
dent’s t-test is used to determine the statistical signif-
icance of the difference between rainfall distributed
in the 2 extreme phases of each driver.

The results for the ENSO analysis reveal that when
SSTs in the Niño3.4 region are below average

(indicative of a La Niña event), GSR is higher relative
to when SSTs are above average (El Niño event). For
example, at gauge 16083, the GSR is nearly 2 times
higher in a La Niña relative to an El Niño event. The
results are significant at 5 of the 9 gauges. At all
gauges, the results reveal that when SSTs in the
Indonesian region are below average, GSR is lower
relative to when SSTs are above average. These dif-
ferences are significant at 8 out of the 9 stations. For
the majority of the stations, a positive April to Octo-
ber SAM, which corresponds to a poleward shift in
rain-bearing systems (Hendon et al. 2007, Gallant et
al. 2012), is associated with lower GSR relative to a
negative SAM. However, the differences between
average rainfall distributed into each SAM phase are
not as marked relative to the results shown for the
other drivers. In fact, the result is only significant at
gauge 26025, in the State’s far southeast, which may
be indicative of the impact zone of SAM. This is con-
sistent with Risbey et al. (2009), who found that daily
winter (June to August) rainfall in far southeastern
SA was reduced in a positive SAM relative to a neg-
ative SAM, a result that was also significant at the
95th percentile. The STRI results show that when the
subtropical ridge is more intense (i.e. pressure is
greater than average), GSR is significantly reduced
compared to when the STRI is below average. The
difference between the 2 phases of the STRI is signif-
icant at all stations.

We conclude that a positive Niño3.4 phase (El
Niño) and positive STRI (more intense subtropical
ridge) is associated with decreased GSR in SA rela-
tive to a negative Niño3.4 (La Niña) and negative
STRI (less intense subtropical ridge). A positive I.I.
(above-average SSTs in the Indonesian region) is
associated with above-average GSR in SA relative to
a negative I.I.. These results are consistent with the
findings of previous investigations into the relation-
ship between Australian rainfall variability and these
climate drivers (e.g. Verdon et al. 2004, Verdon &
Franks 2005, Larsen & Nicholls 2009, Risbey et al.
2009, Timbal & Drosdowsky 2013), which confirms
that the indices utilised are representative of the
physical processes likely to cause non-stationarity in
Goyder’s Line.

3.2.  Identifying variability in the location of
Goyder’s Line

Fig. 2 shows the difference between the percent of
time 220 mm GSR is recorded at each grid cell in a
particular climate state (e.g. El Niño) and the percent
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Gauge  Name                               Index
No.                                         Nino3.4    I.I.      SAM    STRI

16055    Yardea                        1.15      0.77      1.05      1.55
16083    Hamilton Station        1.94      0.59      0.74      1.71
17031    Marree Comparison  1.39      0.58      1.11      1.48
18023    Cummins                    1.17      0.88      1.06      1.53
18110    Cook                           1.32      0.67      0.97      1.35
19032    Orroroo                       1.20      0.78      1.10      1.62
22801    Cape Borda                1.17      0.95      1.05      1.32
             Comparison
23721    Happy Valley             1.11      0.77      1.08      1.42
             Reservoir
26025    Penola Post Office      1.15      0.87      1.20      1.48

Table 2. Ratio of average growing season rainfall recorded
at each gauge during the 2 extreme phases for each index
(negative:positive). Bold: significant at the 95th percentile.
I.I.: Indonesian Index, SAM: Southern Annular Mode, STRI: 

subtropical ridge intensity
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of time that each grid cell records 220 mm GSR for
the whole record (1918−2011). For example, consider
the gridded rainfall data extracted at gauge 19032,
located in the small town of Orroroo, on Goyder’s
Line. On average, this location receives a GSR of
220 mm for 48.9% of the time (i.e. approximately half
of the time). In an El Niño phase, it receives this
amount 30.4% of the time. The difference, −18.5%, is
shown in Fig. 2.

From these results, we are particularly interested
to note when areas south of Goyder’s Line (i.e. areas
that, on average, are expected to receive adequate
GSR) do not receive 220 mm GSR in a particular cli-
mate state. Conversely, we want to identify phases
when areas north of Goyder’s Line (i.e. areas that, on
average, do not receive adequate GSR to allow for
agricultural pursuits) receive 220 mm GSR more
times than average.

The results in Fig. 2 show that north of Goyder’s
Line, 220 mm GSR is recorded up to 30% more often
than average in an STRI negative phase or I.I. posi-
tive phase. During La Niña phases, 220 mm GSR is
re corded up to 20% more than average. Conversely,
during El Niño phases, areas south of Goyder’s Line
receive 220 mm GSR up to 30% less often compared
to average. This result is even more extreme for the
STRI positive phase, where the deficit between the
percent of time 220 mm GSR is recorded in this phase
relative to average extends far south of Goyder’s
Line. That is, when the STRI is more intense than
usual, some areas south of Goyder’s Line can expect
to receive 220 mm GSR up to 50% less often com-
pared to average.

The results, both in Table 2 and Fig. 2, suggest that
there is not a strong relationship between SAM and
GSR in SA, apart from far southeastern SA as previ-
ously mentioned. For the other 3 drivers, however,
the results suggest that there is a relationship be -
tween climate phase and the percent of time ade-
quate GSR is received in SA and that the boundary
between viable and non-viable cropping shifts north
and south depending on the phase of at least ENSO,
I.I. and STRI.

3.3.  Relationship between the location of Goyder’s
Line and interactions between multiple climate

drivers

It is well know that climate drivers do not work
independently; rather, they can act to enhance or
dampen the impact generally associated with a sin-
gle driver (e.g. Kiem et al. 2003, Risbey et al. 2009,

Verdon-Kidd & Kiem 2009b, Kiem & Verdon-Kidd
2010, Gallant et al. 2012). With this in mind, the years
of analysis were further stratified into combined
index phases (e.g. El Niño/STRI positive). ENSO in
particular is acknowledged to exert an influence on
other drivers (Risbey et al. 2009), and, furthermore,
during El Niño (La Niña) events, the subtropical
ridge is said to be stronger (weaker) (Drosdowsky
2005). In this context, one might therefore expect the
combination of El Niño/STRI positive to result in (1)
more areas (relative to the single driver results) south
of Goyder’s Line not receiving adequate GSR and (2)
the difference between the number of times ade-
quate GSR is recorded in the combined phase and
average conditions to be larger relative to the single
driver results. The opposite results could be expected
for a La Niña/STRI negative combination.

Fig. 3 shows that the La Niña/STRI negative combi-
nation yields more extreme results relative to the sin-
gle driver results. In this case, the area north of Goy-
der’s Line that records 220 mm GSR more times than
average is expanded. Interestingly, when El Niño
years are combined with STRI negative years, the
result is also wetter than average conditions. This
may suggest that in SA, the STRI is more dominant
than ENSO. The STRI positive and Niño3.4 neutral
ap pears to be the ‘driest’ combination, again sug-
gesting that the STRI is the dominant influence.

It is evident from these results that when the sub-
tropical ridge is more intense, it is less likely (relative
to average) that areas surrounding Goyder’s Line
(areas south of the line, in particular) will receive
adequate GSR irrespective of the ENSO phase. The
same conclusion was reached when analysing com-
binations of STRI and I.I. and STRI and SAM (not
shown here). It may be no revelation, however, that
the STRI appears to be the dominant driver relative
to ENSO, Indian Ocean SSTs and SAM. Nicholls
(2009) suggests that an index of a climate driver that
includes surface pressure over Australia would, of
course, be re lated to rainfall in Australia. Indices
based on SSTs, on the other hand, are one physical
step re moved from rainfall (Risbey et al. 2009). Past
studies have shown that the impact of Indian Ocean
SST variability, SAM and ENSO on rainfall in Aus-
tralia is conducted through the subtropical ridge
(Larsen & Nicholls 2009, Cai et al. 2011, Whan et al.
2014). Furthermore, Whan et al. (2014) show that in
the austral winter, subtropical ridge variability
appears to modulate the El Niño impact on rainfall in
southeastern Australia. Hence, there is undoubted
interplay between the subtropical ridge and other
large-scale drivers.
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3.4.  Evidence of non-stationarity in Goyder’s Zone
from vegetation/Normalised Difference Vegetation

Index

Normalised Difference Vegetation Index (NDVI)
maps were reviewed to ground truth the GSR and
STRI/ ENSO relationships identified in earlier sec-
tions. The NDVI represents the ratio between the
red and near-infrared regions of the electromagnetic

spectrum and can be used as an indicator of crop
yield (Prasad et al. 2006). NDVI values will vary
across crop type and throughout the growing season
(Prasad et al. 2006, Wardlow & Egbert 2008). In this
case, NDVI values have been averaged across the
growing season for the most recent years in which
an El Niño/ STRI positive phase (2006) and La Niña/
STRI negative phase (1989) occurred (Fig. 4). In -
creasing positive values of NDVI indicate increasing
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amounts of healthy, green vegetation. While it is not
possible from this broad-scale analysis to accurately
differentiate agricultural areas from other vegeta-
tion types, it is very clear that there was a greater
amount of vegetation in 1989 relative to 2006. Areas
of healthy vegetation, which may indicate agricul-
tural areas, ap pear to extend further north of Goy-
der’s Line in 1989, complementing
the results presented earlier based
on GSR. These results provide ‘on-
the-ground’ evidence of the variabil-
ity of Goyder’s Line relative to cli-
mate phase.

3.5.  Establishing Goyder’s Zone

What is clear from these results is
that the agricultural boundary shifts
depending on climate state. An area
south of Goyder’s Line may, on aver-
age, receive adequate GSR, but dur-
ing a combined El Niño/STRI positive
phase (for example), it is far less likely
to receive adequate GSR. As such, we
suggest that a zone, whereby the
chance of areas within the zone re -
ceiving adequate GSR varies ac cord -

ing to climate state, is a more appropriate way to
characterize the agricultural boundary.

The average locations of the 220 mm isohyets for
the extreme phases of ENSO and STRI (i.e. El Niño/
STRI positive and La Niña/STRI negative) are shown
in Fig. 5. The La Niña/STRI negative combination
iso hyet is situated 50 km north of the average
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220 mm GSR isohyet, while the El Niño/STRI positive
isohyet sits up to approximately 90 km south of the
average isohyet. The 220 mm isohyet for the com-
bined neutral phases of each index is also presented
in Fig. 5. It is a close fit to the average (1918−2011)
220 mm GSR isohyet, as would be expected.

It is interesting to note from Fig. 5 that in the Mur-
ray Mallee region, the La Niña/STRI negative isohyet
tracks the current cropping boundary. Given this and
that, as mentioned previously, the average (1918−
2011) 220 mm GSR isohyet underestimates the cur-
rent cropping boundary in the Murray Mallee, crop-
ping in this region could potentially extend further
north of its current boundary. It is clear that the crop-
ping boundary in this region is different than the rest
of the State, perhaps because of the presence of a
large water body (River Murray). Future analyses
could investigate regional changes in the cropping
boundary and seek out region-specific proxies of
Goyder’s Line.

The isohyets for the extreme phases can be thought
of as the outer bounds of Goyder’s Zone. That is, dur-
ing a La Niña/STRI negative phase, those areas north
of Goyder’s Line (but south of the La Niña/STRI neg-
ative isohyet shown in Fig. 5) have a higher chance
relative to average conditions of receiving adequate
GSR for cropping. Conversely, during an El Niño/
STRI positive phase, areas south of Goyder’s Line but
north of the El Niño/STRI positive isohyet (i.e. areas
that would normally receive adequate GSR) have an
increased chance of not receiving adequate GSR.

4.  CONCLUSIONS

This study investigates the variability of Goyder’s
Line, which has long represented the agricultural/
pastoral boundary in SA (Meinig 1961, Ferrill 1980,
Whitelock 1985), relative to known climate drivers of
Australia’s rainfall variability. In doing so, we find the
STRI to have a marked impact on GSR in SA and pro-
pose that a ‘Goyder’s Zone’ would better account for
the variability in the location of the agricultural
boundary. The zone represents marginal cropping
areas that will be more/less successful depending on
climate state during a growing season.

Further, Nidumolu et al. (2012) found that in the
future, because of human-induced climate change,
SA’s agricultural boundary will likely shift south.
Given the key role the subtropical ridge plays in driv-
ing GSR variability in SA, our work complements this
finding in that we may provide the physical mecha-
nism as to why the boundary might move south (i.e.

the suggested intensification of the subtropical ridge,
Timbal & Drosdowsky 2013).

The results of this study highlight the need for
improved forecasts of all climate drivers. Even a per-
fect forecast of ENSO will not be helpful for SA with-
out an understanding of what phase other drivers, in
particular the STRI, are in. Indeed, the insights
gained here can be utilised to better target seasonal
forecasting models for SA.
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