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In the Norwegian Arctic: can they be explained by
changes in atmospheric circulation patterns?
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ABSTRACT: Observations from the Norwegian Arctic show positive trends in annual mean tempera-
tures from 1912 to the 1930s and from the 1960s to 1996. Between these periods there was a negative
trend, and there is no statistically significant trend in the record as a whole. The present temperature
is approximately the same as in the 1920s, and lower than during the 1930s and 1950s. Spring is the
only season which shows a statistically significant warming from 1912 to 1996. Annual precipitation, on
the other hand, has increased in the Norwegian Arctic. At Spitsbergen the measurements show a sta-
tistically significant increase in annual and in spring, summer and autumn precipitation. Monthly val-
ues of mean sea level pressure of 4 grid points were used to develop models for monthly mean temper-
ature and monthly precipitation at Spitsbergen. During the period 1912 to 1993 the temperature model
accounts for 30 to 45% of the variance in the seasonal mean temperatures. The correlation between
observed and modelled values is at a minimum in the summer and at a maximum in the autumn. The
precipitation model accounts for 15 to 35% of the variance in seasonal precipitation sums. The correla-
tion between observed and modelled values is lowest in winter, when the problems with drifting and
blowing snow are greatest. Even though the observed and modelled seasonal values in most cases are
better correlated for temperature than for precipitation, the precipitation model accounts for more of
the decadal scale variability and long-term trends. The precipitation model reproduces the observed
positive precipitation trends on both a seasonal and annual basis. Concerning decadal scale variability,
most of the main observed features are also modelled satisfactorily. It is concluded that the major
observed features concerning decadal scale variability and trends in precipitation at Spitsbergen are
connected to variability in the atmospheric circulation pattern. The temperature model reproduces rea-
sonably well the observed positive trend during the last 3 decades of the series. The very low temper-
ature before 1920 and the high values in the 1930s and the 1950s, on the other hand, are not modelled
satisfactorily. Thus, while the temperature increase of the later decades may mainly be explained as a
result of changes in advection, the temperature increases in the Norwegian Arctic from the beginning
of the measurements to the 1930s cannot be explained in this way.
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1. INTRODUCTION

General Circulation Model (GCM) simulations of cli-
mate under higher atmospheric CO, concentrations in-
dicate a maximum annual mean warming in high
northern latitudes (Kattenberg et al. 1996). This is true
both for equilibrium and for transient experiments,
though the latter show a smaller warming in the north-
ern North Atlantic. The warming is largest in late au-
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tumn and winter, largely due to sea ice forming later in
the warmer climate. The simulated maximum warming
of the Arctic could suggest that the ‘greenhouse signal’
will first be detected in this area. This is not necessarily
true, as the natural interannual temperature variation is
also large in this region, and thus reduces the signal-to-
noise ratio. Furthermore, Kattenberg et al. (1996) state
that the details of the modelled changes in the Arctic
climate are sensitive to the parameterization of sea ice,
including the specification of sea ice albedo. Still, mon-
itoring long-term climatic variations in the Arctic is of
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great importance. Analysing variability in climatic ele-
ments will increase our knowledge of the Arctic cli-
mate, which is poorly understood in many respects.

In the present paper, high quality series of monthly
mean temperature and precipitation in the Norwegian
Arctic from 1912 to 1996 are analysed. An effort is
made to assess the degree to which the rather large
decadal scale and long-term variations in these series
reflect changes in atmospheric circulation alone, as
expressed by the mean sea level pressure field.

2. DATA AND DEFINITIONS

The present analyses are based upon monthly mean
temperature and monthly precipitation series from
Svalbard Airport, and monthly mean sea level air pres-
sure at 4 grid points (Fig. 1). Temperature (T) and pre-
cipitation (P) time series from the Norwegian Arctic
stations were recently improved by comprehensive
quality control and homogeneity testing, and pro-
longed by gap-filling and combining different series
(Nordli et al. 1996). The series valid for Svalbard Air-
port start in 1912. Both the temperature and the pre-
cipitation series were compiled using measurements at
several locations. All gaps were filled with the excep-
tion of a gap in the precipitation series from 1941 to
1945.

The gridded set of monthly averaged sea level air
pressure (SLP) for the period 1873 to 1993 developed at
the University of East Anglia was used. The resolution
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Fig. 1. The Norwegian Arctic including Svalbard Airport (A),
and the 4 grid points (@) at which mean sea level pressure is
used

of this data set north of 70° N is 10° prior to 1940, and
5° for later years. For the present study, we used data
from the grid points 70° N, 10° E; 80° N, 10° E; 70° N,
20° E; and 80° N, 20° E (Fig. 1). From these gridpoints,
the mean SLP (p), zonal pressure difference (Apz), and
meridional pressure difference (Apy) representative
for Svalbard Airport were defined. The following defi-
nitions were found to give the best modelling results:

Apz = Y[(P70,20 + Pso, 20) — (P70,10 + Pso,10)] (1)
Appm = Peo, 20 — P7o,20 2
P = Pso,20 3

The difference between meridional and zonal reso-
lution might affect the model as finer scales are
resolved by the west-east gridding than by the south-
north gridding. However, for the period 1953 to 1993,
basically identical results were found by using data
from 75° N instead of 70° N. It was thus concluded that
the difference in scale is of limited importance.

3. METHODS

Multiple linear regression was used to establish rela-
tions between the monthly averaged geostrophic wind
components and absolute pressure (predictors) and
local monthly mean temperature and monthly precipi-
tation sum (predictands). The regression models for
any month (n) may then be expressed as

Xni = Xni = (BPzn—APzn) - ani = (APmn = DPm,n) - bnji
+ (pn - FTn) “Cniji (4)
n 0{1,12},i=TorP

Here, X, r is monthly mean temperature, X, p is monthly
precipitation and a,, b, and c, are regression coeffici-
ents. Overbar symbolises averaging over some ‘model
training period’. The regression equations express the
relations between deviations from long-term averages.
Instead of using the regression coefficients directly,
they were modified somewhat in an attempt to
increase the interpretability and consistency of the
final models. In order to distinguish between original
and adjusted coefficients, the latter are denoted by
capital letters. Consequently, estimated mean temper-
ature X, r and precipitation sum X, p are given as

Xni = Xni+ (APpzn—APzn) - Ani— (BPmn = APmn) - Bnii
+ (pn - ﬂ) : Cn,i (5)
n 0{1,12},i =TorP
The adjustments of the coefficients were partly based

upon seasonal smoothing and partly motivated by
physical considerations. In the temperature equation,
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the 2 pressure difference terms (geostrophic wind
terms) may be interpreted as ‘monthly mean advection
terms’. The first one represents the meridional advec-
tion. The coefficient A, 1 should thus be proportional to
the ‘typical monthly meridional temperature gradient’
for month n. In the Norwegian Arctic, this gradient is
positive all year around, and largest during winter (e.g.
Vowinckel & Orvig 1970). Thus A, 1 is expected to be
positive for all months, with a maximum during winter.
The coefficient B, t should be proportional to the ‘typi-
cal monthly zonal temperature gradient’ for month n.
As Svalbard Airport is situated on the west coast of
Spitsbergen, By, 1 is expected to be positive when sea is
warmer than land. In the Arctic, this is the case for all
seasons except summer. The physical interpretation of
the pressure term in the temperature equation is not
connected to advection, but rather to the energy budget
of the air. High pressure is correlated to subsidence,
and thus to low cloudiness, while low pressure is asso-
ciated with convergence, and thus a more cloudy sky.
During winter and most of the autumn and spring, the
Arctic clear-sky radiation budget is negative, thus con-
tributing to surface cooling (Vowinckel & Orvig 1970).
As a cloudy sky would decrease cooling, C,, 1 is thus ex-
pected to be negative during autumn, winter and
spring. During summer, on the other hand, the clear-
sky radiation budget is positive at most places, and C,, 1
is thus expected to be positive. Tables of net radiation in
Ny-Alesund, Svalbard (Hisdal et al. 1992), indicate that
the transition between negative and positive diurnal
net radiation usually occurs in April and September.
The physical interpretation of the precipitation
equation is somewhat different. The 2 geostrophic
wind terms express that the station is mainly exposed
for precipitation from one wind sector, and that it
increases when the average pressure gradient in this
direction increases. This is a fairly good description of
the conditions at stations where orographic effects are
strong. Tveito (1996) found correlation coefficients
ranging from 0.68 (August) to 0.93 (March) between
monthly mean onshore geostrophic wind component
and monthly precipitation at a station in western Nor-
way. Hurrell (1995) found a correlation of 0.77 be-
tween the North Atlantic Oscillation (NAO) index and
the December through March precipitation in Bergen
in western Norway. It is expected that the precipitation
on the west coast of Spitsbergen should be orographi-
cally enhanced for westerly and southwesterly winds,
while easterly and northeasterly winds leave the west
coast in the rain shadow. Thus, A,p and B,p are
expected to be positive all year around. Their absolute
values may vary throughout the year, but their ratio
should be approximately constant. The last term of the
precipitation equation is added to include information
connected to the correlation between low pressure sys-

tems and precipitation. Because of the convergence
effects of low pressure systems, the coefficient C,p is
expected to be negative for all months.

4. MODEL DEVELOPMENT AND TESTING

Regression analyses were performed according to
Eq. (4) on monthly mean temperature and precipitation
from Svalbard Airport, using even years from 1912 to
1992 as the model training period. The regression coef-
ficients, as well as their standard errors, are given in
Figs. 2 (temperature) & 3 (precipitation). The choice of
even years as the training period rather than the first or
last half of the series is made in order to avoid the com-
parison between training and validation periods being
affected by improved data quality in the more recent
part of the series. A disadvantage of fitting the model
to the average climate conditions of the whole period is
that the validation of the model will not reveal whether
the statistical relations have undergone long-term
changes. However, Figs. 2 & 3 show that using the
period 1953 to 1993 as the training period rather than
even years for the whole period would give rather sim-
ilar regression coefficients.

Stepwise regression was applied in order to investi-
gate the relative importance of the predictors. For tem-
perature, Ap; entered the model as the first variable for
all months except May and July, indicating that the
meridional advection is the most important term con-
cerning temperature. The values of a, t are all positive
(Fig. 2), at maximum during winter, and they differ sig-
nificantly from zero at the 10% confidence level. For
most months, Apy was included in the model as the
second predictor. Its regression coefficient by, t has sta-
tistically significant positive values during 5 winter or
spring months, while it has a statistically significant
negative value in July. In autumn the term does not
differ significantly from zero. Even if p came out as the
least important predictor, the regression coefficient ¢,
differs significantly from zero in some months. In sum-
mer, it tends to be positive, while it tends to be nega-
tive in autumn, winter and spring. Further details,
including complete results from the stepwise regres-
sion analyses, are reported by Hanssen-Bauer & Far-
land (1998).

The arguments for not using the regression coeffi-
cients unadjusted in the final models are that a few of
these coefficients (e.g. bt in April and ct in June) are
not in accordance with the physical considerations in
Section 3, and that the standard errors of the coeffi-
cients are considerable. The final choices of coeffi-
cients A, 1, Bnt and C, 1 (Fig. 2) were made using the
following guidelines: (1) Regression coefficients from
the months with highest correlation should primarily
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Stepwise regression analysis of pre-
cipitation revealed that Ap,, was the
number one predictor for all months,
and that the zonal advection thus is
the most important term in the regres-
sion equation. The values of b,p are
all positive (Fig. 3), and 10 of the 12
values differ significantly from zero at
the 10% confidence level. For most
months, the predictor Ap, was in-

f cluded in the model at the second step
in the stepwise regression. Its regres-
sion coefficient a, 1 has positive values

in 11 months, though only 2 differ sig-
nificantly from zero. The predictor p
was included at step 3 in most months,
and the regression coefficient c,p
never differs significantly from zero.
Nevertheless, there is a clear ten-
. " dency for negative values in summer

and early fall, while small positive val-
ues are found during winter.

For precipitation, the final choices of
coefficients Anp, Bnp and Cyp (Fig. 3)
were made using the same guidelines

as for temperature. The regression
analyses formed a basis but, in accor-
dance with the physical considera-
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tions at the end of Section 3, A, and
B,p were chosen so that the ratio
between them is constant throughout
the year, and C,p was not allowed to
have positive values.

The models were tested by compar-

ing results from the model training

Jan Feb Mar Apr May Jun Ju Aug Sep Oct Nov Dec

Fig. 2. Regression coefficients ar, bt and cr from temperature analyses (m) with
standard errors (vertical lines), and final model coefficients At, By and C+ (curve)
at Svalbard Airport for all months. (o) Regression coefficients when using 1953

to 1993 as the training period a*, b* and c*. (a) ar, At and a*, (b) by, By and b*,

period (even years) to results from the
validation period (odd years). Table 1
shows the correlation coefficient be-
tween observed and modelled tem-

(c) cr, Crand c*

not be adjusted. (2) All final coefficients should be
physically reasonable. (3) The coefficients should ex-
hibit a consistent annual cycle: around mid-summer
and winter, the coefficients are expected to show
rather smooth variation from month to month, while
more abrupt changes can be expected during autumn
and spring. Although there is some subjectivity in this
way of setting the coefficients A, 1, Bt and C, 1, the
final results are not very sensitive to the exact choices.
Even using the regression coefficients unadjusted in
the final model would not change any of the main con-
clusions of this paper.

perature series for the respective peri-
ods, for the temperature model as well
as the precipitation model. It is seen
that the models give similar results for
the training period and the validation period. For some
months, the correlation between observed and mod-
elled values is higher during the training period, while
for other months it is higher during the validation
period. This indicates that the connection between
predictors and predictands found during the training
period can be applied to independent data. The final
models (Eq. 5) were thus applied to the entire data set
in order to investigate the degree to which observed
trends and variability in seasonal and annual values
can be explained by variations in the mean sea level
pressure field.
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mean temperatures, and 37% of the
variance in the annual mean tempera-
tures (Table 2). The model works best
in the autumn and worst in summer.
Some of the variance which is not
accounted for is probably connected
to the interannual variability in the
sea ice and SST conditions. The sea
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in the early 1920s, and also in the win-

ter seasons around 1960. A closer Fig. 3. Regression

coefficients ap, bp and cp from precipitation analyses (m) with

standard errors (vertical lines), and final model coefficients Ap, Bp and C; (curve)

inspection of the series reveals that
these high observed values are
caused by drifting or blowing snow.
For 1921 to 1923 the composite Sval-
bard Airport series is based on data
from a station which was very exposed to drifting/
blowing snow. The same is probably true for the period
1957 to 1964 (Nordli et al. 1996). As a rule, the effects
of blowing/drifting snow are corrected for by quality
control routines. However these routines have varied
throughout the years, and the abovementioned high
values of winter and spring precipitation are evidently
due to non-corrected events. The values were not
adjusted for the present analysis, as such corrections
should only be made after careful examination of the
whole series. Thus it seems highly probable that non-
corrected contributions of blowing/drifting snow are

to 1993 as training

at Svalbard Airport for all months. (o) Regression coefficients when using 1953

period a*, b* and c*. (a) ap, Ap and a*, (b) by, Br and b*, (c) cp,
Cp and c*

the main reasons why the correlation between
observed and modelled precipitation is at minimum
during winter.

About 30% of the variance in annual precipitation is
accounted for by the model. The main reason why the
correlation coefficients between observed and mod-
elled values in most cases are somewhat lower for pre-
cipitation than for temperature is probably that precip-
itation results from highly non-linear processes. The
distributions of precipitation in time and space are thus
generally less regular than the corresponding temper-
ature distributions.
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Table 1. Correlation between observed and modelled vari-

ables. R: correlation coefficient between observed and mod-

elled temperature (T) or precipitation (P) during the model
training period (even) or validation period (odd)

I:’ZT,even RT,odd RP,even RP‘odd
January 0.73 0.73 0.67 0.64
February 0.52 0.51 0.30 0.69
March 0.68 0.44 0.75 0.66
April 0.48 0.63 0.58 0.47
May 0.55 0.66 0.47 0.36
June 0.48 0.32 0.50 0.52
July 0.66 0.57 0.46 0.28
August 0.41 0.45 0.78 0.53
September 0.64 0.58 0.54 0.58
October 0.67 0.66 0.34 0.61
November 0.72 0.80 0.57 0.82
December 0.79 0.71 0.35 0.71

6. MODELLING TRENDS IN TEMPERATURE AND
PRECIPITATION AT SVALBARD

Our objective is to investigate the degree to which
long-term variability of temperature and precipitation
results from variability in the circulation conditions.
Even if the temperature and precipitation models
account for only 37 and 30% of the interannual vari-
ance, they may be able to reproduce the decadal scale

variability and long-term trends reasonably well. On
these time scales, the random nature of precipitation
should be smoothed out, and the precipitation model is
thus not necessarily of lower skill than the temperature
model.

Time series of temperature and precipitation from
Svalbard were analysed by Fgrland et al. (1997). The
Mann-Kendall test (Sneyers 1990) was applied to test
the significance of trends in annual as well as sea-
sonal records. It was concluded that the long-term
variation of temperature has been similar at all Nor-
wegian Arctic stations. The Svalbard Airport series
(Fig. 4) shows no statistically significant trend in
annual mean temperature during the entire period
1912 to 1996, though there are 3 periods with temper-
ature trends significant at the 1% level: there was a
positive trend from 1912 to 1930, a negative trend
from the 1930s to the 1960s, and a positive trend from
the 1960s to the end of the series. The present tem-
perature is approximately the same as in the 1920s,
and lower than during the 1930s and the 1950s.
Spring is the only season which shows a positive tem-
perature trend during the period as a whole.

The annual precipitation has increased in the Nor-
wegian Arctic from the beginning of the record to the
present. The precipitation series from Svalbard Airport
(Fig. 5) shows positive trends, significant at the 1%
level, on an annual basis and for all seasons except
winter. The increase in spring precipitation occurred

Table 2. Temperature at Svalbard Airport. For the series of observed and modelled annual and seasonal temperature means from
1912 to 1993, the following values are given: mean, standard deviation, absolute minimum and absolute maximum. Corr.: corre-
lation coefficient between observed and modelled temperature series

Season Observed T (°C) Modelled T (°C) Corr.
Mean SD Min. Max. Mean SD Min. Max.

Year -6.3 1.7 -12.2 -3.1 -6.4 1.0 -8.9 -4.0 0.61

Winter (DJF) -14.0 3.6 -23.2 -7.6 -14.1 24 -19.1 -9.1 0.62

Spring (MAM) -10.8 2.4 -19.3 -6.7 -10.8 1.7 -15.2 -7.5 0.58

Summer (JJA) 4.3 0.7 25 6.1 4.2 0.5 3.2 54 0.54

Autumn (SON) -4.8 2.0 -11.3 -13 -4.9 15 -8.7 -1.8 0.66

Table 3. Precipitation at Svalbard Airport. For the series of observed and modelled annual and seasonal precipitation sums from
1912 to 1993, the following values are given: mean, standard deviation, absolute minimum and absolute maximum. Corr.: corre-
lation coefficient between observed and modelled precipitation series

Season Observed P (mm) Modelled P (mm) Corr.
Mean Sb Min. Max. Mean sb Min. Max.

Year 180.7 49.8 86.4 317.0 178.7 335 93.5 286.6 0.54

Winter (DJF) 534 24.3 16.8 140.0 52.8 11.5 24.5 86.8 0.40

Spring (MAM) 35.6 104 6.4 125.9 34.3 13.6 10.6 65.5 0.60

Summer (JJA) 43.7 21.2 3.0 114.0 43.7 18.7 8.3 100.8 0.57

Autumn (SON) 48.1 17.0 18.4 109.0 47.9 13.1 215 79.1 0.54
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Fig. 4. Low-pass-filtered series of observed (dashed) and modelled (solid) temperature from Svalbard Airport. (a) Annual mean
temperature, (b) winter (Dec-Jan-Feb), (c) spring (Mar-Apr-May), (d) summer (Jun-Jul-Aug), and (e) autumn (Sep-Oct-Nov)

mainly after 1950, while the increase in summer and
autumn precipitation mainly took place earlier in the
century. Annual precipitation increased by about 30%
during the period 1912 to 1996.

In order to investigate the degree to which the mod-
els reproduce decadal scale variability and long-term
trends, a low-pass filter implying Gaussian weighting
of the observed and modelled series was applied. The
standard deviation of the Gaussian distribution was set
to 3 yr. Figs. 4 & 5 show the filtered series of modelled
versus observed temperature and precipitation. It is
seen that the models reproduce some of the observed
decadal scale variability and long-term trends, but not
all features.

The warm periods in the 1930s and 1950s are not
reproduced by the model, mainly because the mod-
elled winter and spring temperatures were lower than
observed. Neither is the cold period before 1920 repro-
duced. Consequently, the observed positive trend in
annual mean temperatures before the 1930s and the
negative trend from the 1930s to the 1960s are not sat-
isfactorily accounted for. The observed positive trends
in annual mean as well as winter and spring tempera-
tures from the 1960s to present, on the other hand, are
fairly well reproduced by the model.

Low-pass-filtered series of modelled versus ob-
served precipitation (Fig. 5) indicate that the precipita-
tion model actually is better skilled than the tempera-
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Fig. 5. Low-pass-filtered series of observed (dashed) and modelled (solid) precipitation from Svalbard Airport. (a) Annual
precipitation sum, (b) winter (Dec-Jan-Feb), (c) spring (Mar-Apr-May), (d) summer (Jun-Jul-Aug), and (e) autumn (Sep-Oct-Nov)

ture models when it comes to decadal scale variability
and long-term trends. The observed winter maximum
around 1960 as well as the local winter and spring
maxima in the early 1920s are probably due to mea-
surement problems (see Section 5). Aside from these,
the model accounts for most of the observed features in
all seasons. It also accounts for the observed positive
long-term trends in spring, summer, autumn and
annual precipitation. Thus, even if the interannual and
interseasonal variability in precipitation at Svalbard
Airport is not very well modelled, the decadal scale
and long-term variability is quite closely related to
variations in the mean sea level pressure field.

7. DISCUSSION

Hanssen-Bauer & Fgrland (1998) show that it is mainly
the pressure gradient terms of the models (Eq. 5) which
account for the decadal scale and long-term variability in
modelled temperature and precipitation. Thus, accord-
ing to our model, variations in the average atmospheric
advection can explain the positive trend in temperature
observed at the Svalbard stations after 1960, but not the
long-term temperature variations from 1912 to 1960.
There are 3 possible reasons for this:

(1) The data prior to 1960 are of lower quality than in
the later years.
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(2) The circulation conditions are insufficiently
described by the simple model.

(3) The long-term temperature variation at Svalbard
from 1912 to 1960 does not only reflect typical atmos-
pheric circulation patterns.

7.1. Data quality

Concerning data quality, the long Svalbard Airport
temperature series was composed of data from several
stations (Nordli et al. 1996), and the adjustments to
‘Svalbard Airport conditions’, especially of the older
data series, are more or less uncertain. There is, how-
ever, good agreement between the Svalbard Airport
temperature series and other series from the Norwe-
gian Arctic which started in the 1920s (Fgrland et al.
1997). It is thus concluded that the observed high tem-
peratures of the 1930s and 1950s in the Norwegian
Arctic are real. It has been difficult to confirm the very
low temperatures at Svalbard Airport before 1920 by
other measurements. However, some support is pro-
vided by Vinje (1997), who published a time series of
the latitude of the average August ice edge (corre-
sponding to maximum seasonal retreat) in the sector
between 20° and 45° E over the last 250 yr. The aver-
age August ice edge between 1910 and 1920 was fur-
ther south than it was in any of the later decades,
including the 1960s. It is therefore concluded that the
modelled values are biased, while the observations
from the period prior to 1920 probably are reasonably
good.

Poor quality of the gridded air pressure data in the
beginning of the series could also affect the modelled
temperature values in this period. The gridded air
pressure data in Arctic areas are based upon a rather
coarse network of observations in the earlier years.
However, if this is the reason for the poor performance
of the temperature models, it is difficult to explain the
ability of the precipitation model to reproduce the
main observed decadal scale variations and long-term
trends in precipitation during the whole series. The
skill of the precipitation model thus supports the sug-
gestion that the mismatch between observed and mod-
elled temperatures does not primarily result from poor
quality of the pressure series.

7.2. Insufficient circulation model

Description of the atmospheric circulation by using
monthly averages of sea level pressure from 4 grid
points implies a substantial simplification. Using pres-
sure data from 9 grid points would allow the introduc-
tion of vorticity in the model. Using the mean sea level

pressure field from a larger area would include even
more information. Zorita & von Storch (1999) describe
several techniques for statistical downscaling, which
may be used for modelling local precipitation and/or
temperature from the mean sea level pressure field
over a given area. It is highly probable that more
advanced techniques would be more skilled than the
present simple model, especially when it comes to
modelling the interannual variability of seasonal pre-
cipitation and temperature. Still, it is questionable
whether any of these techniques would be able to
reproduce the observed low temperatures before 1920
and the high temperatures of the 1930s and the 1950s.
Werner & von Storch (1993) conclude that Canonical
Correlation Analysis (CCA) fails to consistently link
trends in long-term winter temperature from 1901 to
1980 at 11 Central European stations to changes in the
North Atlantic/European SLP. Thus, even if substan-
tially more of the year-to-year and season-to-season
variance could be accounted for by using more
advanced methods like CCA, this would probably not
solve the problems connected with modelling of the
long-term temperature trends.

7.3. Changes are not caused by circulation
changes alone

The remaining hypothesis is that the temperature
models fail to produce the observed long-term vari-
ability in the earlier decades because these features
were not primarily caused by variations in the average
circulation conditions. In Section 5, it was mentioned
that variations in the sea ice distribution and SST
anomalies may be responsible for some of the unex-
plained variance. As the ocean and sea ice have longer
‘memories’ than the atmosphere, this could explain the
similarity of the temperature residuals (observed
minus modelled temperatures) for all seasons. Time
series of the average August ice edge latitude valid for
the sector between 20° and 45° E (Vinje 1997) support
the hypothesis that at least the low temperatures in the
beginning of the series are caused by (for our century)
unusually extensive sea ice in the area. This sea ice
would effectively decouple the air masses from the
underlying ocean. The ice edge series also shows that
the August ice edge was rather far north during most of
the 1930s and 1950s. In several of these years, the
average August ice edge was at 80°N or more. This
could indicate that unusually light sea ice conditions
or, rather, the feedback from these conditions on the
air temperature explains the shortcoming of the pure
advection model during these decades. This explana-
tion is supported by the fact that the high temperatures
of the 1930s, relatively speaking, were more pro-
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nounced in the Norwegian Arctic than further south in
the North Atlantic region (Hanssen-Bauer et al. 1996),
and also greater than in the average curve for the
Northern Hemisphere. Nevertheless, the average
August ice edge in the 1980s was even further north
than in the 1930s and the 1950s, so it is still unclear
why the pure circulation model is able to reproduce
the high temperatures of this decade. This could be
investigated further by introducing additional predic-
tors, e.g. the SST field and/or the average ice edge
position, into the model for local temperature. Such
additional predictors are obviously important if the
intention is to use the model for statistical downscaling
of temperature.

Another potential cause of changes in the character-
istics of air masses in the Svalbard region is changes in
the aerosol forcing. The increased tropospheric aerosol
concentration during the present century, especially
after World War Il (Kattenberg et al. 1996) may have
influenced the radiation budget of the air masses, and
thus affected cloudiness and other characteristics. This
could be studied further by analysing long-term trends
of cloudiness and maximum/minimum temperatures.

8. MAIN CONCLUSIONS

The observed long-term variation in precipitation on
the west coast of Svalbard from 1912 to 1993 may be
explained mainly by variation in the average atmos-
pheric circulation conditions. Variations in circulation
conditions can explain the statistically significant
increase in the precipitation during spring, summer
and autumn, as well as in annual precipitation. The
mean annual precipitation increased by about 30%
during the period 1912 to 1996.

The temperature increase at Svalbard from the
1960s to the 1990s may to a large degree be explained
by circulation. However, variations in circulation
account for only a fraction of the observed temperature
increase at Svalbard from 1912 to the 1930s and the
temperature decrease from the 1930s to the 1960s.

The divergence between observed and modelled
long-term temperatures from 1912 to 1960 emphasises
the importance of applying long-term data series to
investigate the covariation between atmospheric circu-
lation and specific climate elements. By using only the
last 30 yr of the data series, the performance of the
temperature model would apparently be satisfactory
and the model would thus seem to be well suited for
downscaling purposes.

The present study suggests that the mismatch
between modelled and observed long-term tempera-
ture variation is caused neither by poor data quality
nor an insufficient circulation model. The explanation

is rather that additional predictors (SST, sea ice,
cloudiness, etc.) are needed to model long-term tem-
perature variations. This is in agreement with Werner
& von Storch (1993), who propose that the Central
European temperature on time scales of several
decades is controlled not only by circulation, but also
by Atlantic SST.

On the other hand, the present analyses indicate that
orographically influenced precipitation, more readily
than temperature, may be simulated by using the
mean sea level pressure field only. However, as in-
creased temperature generally leads to increased
amounts of precipitable water in the atmosphere, addi-
tional predictors should also be included in the precip-
itation model.

Our conclusions concerning the temperature in-
crease after 1960 are in agreement with Hurrell (1995),
who suggests that the recent temperature anomalies
over the North Atlantic and the surrounding land
masses are strongly related to the mean circulation
patterns associated with the NAO. As noted by several
authors (e.g. Morton 1998), this does not contradict the
possibility of a ‘greenhouse influence’ on the tempera-
ture increase. The circulation conditions may very well
be affected by the enhanced greenhouse effect.
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