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Abstract: Resource Management in Distributed 
Environment is concerned with a system in 
which the main aim is to make sure that a 
user/client can access the remote resources with 
as much ease as it can access the local resources. 
The basis of Resource Management in the 
distributed system is also resource sharing. The 
main goal of this paper is to ease the sharing of 
resources among users. We have implemented a 
Peer to Peer system where files are our prime 
resources. A user while sitting on any node can 
access the files of any other peer provided he is 
an authenticated user. A graphical user 
interface is made available at each peer for 
registering itself to the required peer, for 
searching and if found, displaying the contents 
of required file. So it is secure than traditional 
distributed system. 

Index Terms : Resource Management , 
Distributed Environment , Peer-to-Peer 

I. INTRODUCTION 

Resource Management in Distributed Environment 
is a management system of resources like files 
other data over the distributed system whose main 
aim is to make sure that a user/client can access the 
remote resources with as much ease as it can access 
local resources. The basis of resource management 
is also resource sharing. Since a computer can 
request a service or file from another computer by 
sending an appropriate request to it over the 
communication network. Hardware and software 
resources can be shared among autonomous 
computers[1].This communication can also be 
referred to as peer-to-peer communication 
mechanism which is also the basis of distributed 
system rather than the centralized-server and client 
mechanism. The peer-to-peer communication 

mechanism is much more efficient, flexible, 
convenient and faster than the centralized-server 
and client’s mechanism. In this architecture all the 
process involved in a task like resource 
management play similar roles, interacting co-
operatively as peers without any distinction 
between client and server processes or the 
computers they run on. The aim of the peer-to-peer 
architecture is to exploit the resources in a large 
number of participating computers for the 
fulfilment of a given task. Organizing the 
interaction between each computer is of prime 
importance. In order to be able to use the widest 
possible range and types of computers, the protocol 
or communication channel should not contain or 
misuse that may not be misunderstood by certain 
machines. Special care must also be taken that 
messages are indeed delivered correctly and that 
invalid messages are rejected which would 
otherwise bring down the system and perhaps the 
rest of the network. Another important factor is the 
ability to send software to another computer in a 
portable way so that it may execute and interact 
with the existing network. This may not always be 
possible or practical when using different hardware 
and resources, in which case other methods must be 
used such as cross-compiling or manually porting 
this software.  

II. ARCHITECTURE OF RESOURCE 
MANAGEMENT IN DISTRIBUTED 

ENVIRONMENT 

In this architecture all the processes involved in a 
task like resource management play similar roles 
interacting co-operatively as peers without any 
distinction between client and server processes or 
the computers they run on [2]. The aim of peer to 
peer architecture is to exploit the resources in a 
large number of participating computers for the 
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fulfilment of a given task. The following figure 
shows the Architecture of Resource Management in 
Distributed Environment. 

 

 

 

Fig 1 : Architecture of Resource Management 
in Distributed Environment 

The figure shows the Resource Management 
overview in the form of a peer-to-peer application. 
Applications are composed of large numbers of 
peer processes running on separate computers and 
the pattern of communication between them 
depends entirely on application requirements. A 
large number of data objects like files are shared. 
Each object or file is replicated in several 
computers to further distribute the load and to 
provide compensation in the event of disconnection 
or network failure. The user interface for 
distributed resource environment needs several 
kinds of transparency for resources which are 
distributed on many systems connected to the 
network of the distributed system. Access 
transparency and location transparency are general 
concept for distributed resources. The advantage of 
the distributed environment is the replication of the 
resources in any site. Besides the two 
transparencies, there is semantics transparency in 
which a user can access resource by semantic name 
rather than by physical name for the resource. 

        Besides the distributed architecture of 
Resource Management, Scheduling is done to make 
resources available to an application whenever they 
are needed. Processes need to have resources 
assigned to them according to priority. A resource 
Scheduler determines the priority of processes 
based on certain criteria. Scheduling methods need 
to be applied to all resources that affect the 
performance of an application. There are two kinds 

of scheduling. Fair Scheduling and Real-Time 
Scheduling. The scheduling also depends upon the 
types of resources. A resource is any object that a 
process can request and wait for. A resource can 
consist of any number of identical units and a 
process can request any number of units of a 
resource. The types of resources can be given as: 

1) Reusable Resources: A reusable resource 
does not vanish as a result of its use but 
can be used over again and again. In a 
system, a reusable resource has a fixed 
number of units and these units can neither 
be created nor destroyed. 

2) Consumable Resources: A consumable 
resource vanishes as a result of its use. 
When a unit of consumable resource is 
allocated to a process it as consumed and 
ceases to exist. There is no fixed number 
of units of a consumable resource in a 
system since the resource units can be 
created and consumed. 

In a distributed resource management system, 
resources can be stored at any machine and the 
computation can be performed at any machine. 
When a machine needs to access a file stored on 
remote machine, the remote machine performs 
the necessary file access operations and returns 
the data if a read operation is performed. 

The two most important services present in a 
distributed resource management system are the 
name server and cache manager. A name server 
is a process that maps names specified by 
clients to stored objects such as files and 
directories. A cache manager is a process that 
implements file caching. In file caching, a copy 
of data stored at file server is brought to the 
client’s machine when referenced by the client. 
Subsequent accesses to data are performed 
locally at the client, there by reducing the 
access delays due to network latency. Cache 
managers can be present at both clients and file 
servers. Cache managers at the server caches 
files in the main memory to reduce the delays 
due to disk latency. Typically, accessing remote 
resources is more expensive than accessing 
local resources because of the communication 
delay that occur in the network and the CPU 
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overhead incurred to process communication 
protocols. The impetus behind the development 
of Distributed Computing was the availability 
of powerful processors at low cost and also 

 

 advances in communication technology. The 
availability of powerful yet cheap processors led to 
the development of powerful workstations that 
satisfy a single user’s needs. These powerful stand-
alone workstations satisfy user need by providing 
such things as bit-mapped displays and visual 
interfaces, which traditional time-sharing systems 
do not support. When a group of people work 
together, there is generally a need to communicate 
with each other, to share data, and to share 
expensive resources such as printers, disk drives 
etc. This requires interconnecting computers and 
resources. Technically, a completely pure peer-to-
peer application must implement only peering 
protocols that do not recognize the concepts of 
“server” and “client”. Such pure peer applications 
are rare. Most networks and application described 
as peer-to-peer actually contain or rely on some 
non-peer. 

III. PROPOSED SOLUTION 

The proposed solution for data access in a 
distributed resource management system 
proceeds as shown in flowchart below:    

 

 

(Fig 2. Functioning of the resource management 
system ) 

 

 

A request by a process to access a data block is 
presented to the local cache (client cache) of the 
machine (client) on which the process is running. If 
the block is not in the cache, then the local disk, if 
present, is checked for the presence of the data 
block. If the block is present, then the request is 
satisfied and the block is loaded into the client 

cache. If the block is not stored locally, then the 
request is passed onto the appropriate file server. 
The server checks its own cache, for the presence 
of the data block before issuing a disk input/output 
request. The data block is transferred to the client 
cache in any case and loaded to the server cache if 
it was missing in the server cache. We possess a 
good understanding of the basic mechanisms 
required for a provisioned distributed system. 
Significant challenges remain; however, in 
understanding how these mechanisms can be 
effectively combined to create seamless virtualized 
views of underlying resources and services. Some 
of these challenges lie strictly within the domain of 
resource management, for example, robust 
distributed algorithms for negotiating simultaneous 
service level agreements across a set of resources. 
Other issues, such as expression of resource policy 
for purposes of discovery and enhanced security 
models that support flexible delegation of resource 
management to intermediate brokers are closely 
tied to advances in distributed infrastructure. 
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Hence, the key to progress in the coming years is to 
create an extensible and open infrastructure that 
can incorporate these advances as they become 
available. 

IV. MODULES IN THE SYSTEM  

While implementing Resource Management in 
Distributed Environment, we have constructed 
five modules: 

• Server Module 
• Server Thread Module 
• Client Module 
• User Module 
• Start Module 

 

These modules are implemented using different 
features of java. The web browser, and many of the 
other applications that sprung up during the early 
commercialization of the internet, were based 
around a simple client/server protocol; the client 
initiates a connection to a well known server, 
downloads some data, and disconnects. 

The description of each module can be given as: 

• Server Module – The server can also be 
called as file servers. The server is 
basically storage of resources and it 
provides services to the authenticated 
clients. They are high performance 
machines, dedicated to storing files and 
performing storage and retrieval 
operations. The rest of the machines in the 
system are meant for computational 
purpose only. 

• Server Thread Module – This module is 
also for the server site. Here the concept of 
multithreading is used. Because in peer-to-
peer distributed environment the 
operations or the tasks are performed 
simultaneously on different machines so 
for that multithreading is very important. 

• Client Module – The clients are the 
machines which access the data or the 
resources from the other computers or 
servers. The clients are meant for the 
computational purposes and not for the 
storage purposes, they simply access files 
or resources from servers. Some client 
machines may also be equipped with a 

local disk storage that can be used for 
caching remote files, as a swap area, or as 
a storage area. 

• User Module - The user module is 
constructed for the registration of new 
user or client to be registered. This module 
is important because new users should 
undergo the authentication and 
authorization process. There is such 
mechanism, which is implemented in our 
project. 

• Start Module – The start module is 
constructed for to initialize the 
application, so that we can see an interface 
on the screen, through which only the 
authenticated and authorized users can 
login and can access the remote resources 
from the remote computers. 
The term distributed environment is used, 
because we are working in distributed 
environment or on distributed systems 
which is a collection of loosely coupled 
processes i.e. autonomous computers 
connected by a communication network 
with the aim of enhancing resource 
sharing. The distributed environment 
comprises distributed computing which 
involves dividing a large application into 
many small components which may be 
running on different machines/platforms. 
Resource Sharing has the ability to use 
any hardware, software or data anywhere 
in the system. Resource Manager controls 
accesses, provides naming scheme and 
controls concurrency. Typically, accessing 
remote resources is more expensive than 
accessing local resources because of the 
communication delays. 

V. OUTPUTS OF THE SYSTEM 

 

1. User Authentication 
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4. Shows the list of files accessed from remote 
computer

2. New User Registration 
 

   

3. Resource Management System  
Interface after user logs in 

 
 

 
 

5. Shows the contents of the file accessed 
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6. Shows the MS-Access Database named - PER 

 

 

 

7. Shows the Logins Table in MS-Access 

 

VI. CONCLUSION 
 
The conclusion we draw from this paper-
Resource Management In Distributed 
Environment is that to make accessibility 
of data easy and manage resources over 
the network of autonomous computers (i.e. 
Distributed System) we have to maintain 
such a system which is efficient, flexible, 
portable and secure over the network, so 
that every authorized user over the 
network is served better. So we devised 
such a Resource Management System 
which serves the said purpose. Every 
organization should maintain such 
Resource Management System. 
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