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Abstract. We discuss subsefsof R” such that every real valued functighon S is
of the form

flen, xz, o0y x0) = ua(xn) +ua(x2) + - + un (X)),
and the related concepts and situations in analysis.
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Introduction

Let X1, X, ..., X, be non-empty sets. LétC X3 x X2 x --- x X,,. Apointx € S will
look like x = (x1,x2,...,x,). Let f : § — R be a function. We say thdtis good for
f, if we can writef in the form

f) =ua(x1) +ua(x2) + - +up(xy), x€8,

where for each, u; is a function fromX; to R. If this holds for every function in a class
A of functions onS, then we say thaf is good for.A. We call S good if it is good for
everyf .S — R.

The purpose of this note is to give some descriptions of good sets and comment on
the connection of such sets with Kolmogorov's theorem on superposition of functions
and related questions in function algebras. Connection with simplicial measures is also
discussed (see 85). Far= 2 a geometric description of good sets is known, but this
description does not immediately generalize for the @ase2 (see §4).

1. Description of good sets

2 ..., xk} of distinct points inX1 x X» x --- x X, aloopif:

Call a finite set. = {x!, x
(i) there exist non-zero integefs, po, ..., px such that
pixt 4 pax? 4+ pak =0, (1)
by which we mean that Lf/ is theith coordinate ofc/, then for eachi, 1 <i < n,
the formal sumpyx! + pox2 + - + prxf vanishes,
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(ii) no proper subset of satisfieq(1).
Note that(1) means thap_%_; p; 1, = O for each’.
Remark.Forn = 2 the integergp; can be chosen to bel or —1, but forrn > 3 this fails
and there is no universal upper bound (depending)oon the integerg1, po, ..., pk
(see 8§4).

Theorem 1.1. Let S C X1 x Xox - x Xy and Ietf : S — R be such that whenever
the formal suny~%_; p;x) = 0,theny %_, p; f(x) = 0. Then there exist real valued

functionsusq, us, ... , u, defined onX1, Xo, ... , X, respectively such that

f@) = flx, x2, ..., x0) = ua(xa) +uz(x2) + - -+ (xn), (2)
forall (x1,x2,...,x,) € S.
Proof. It is clear that if f is of the form(2), then for any loopL = {x!, x2, ..., x¥} of
points inS the sumzljzl Dj f(x7) vanishes.

Assume now that for any loof = {x', x2 ...,x"} of points in § the sum
Z’;zl p; f(x/) vanishes. We can suppose without loss of generalityXhatX ; = ¢ for
i#j. LetQ=X1UXoU---UX,. Everyx = (x1, x2, ..., x,) € S has associated to it
a subset of2, namely the sefx1, xo, ... , x,} with n points. Let

C={{x1,x2, ..., xn} 1 (x1,x2,..., %) € S}

ThenC is a collection of subsets @t. Define onC the functionu by
,U/({x:l_, x27 L) xn}) = f(-xlv -x21 L) xn)-

The classV of functions of the formzlj=l rjlc;, rj rational,C; € C,1 > 1,is a
vector space over the field of rational numbers and the condition that for any leep
{(x1, x2, ..., x*} of points inS the sumZ’jzl p; f(x/) vanishes, ensures that the nfap
onV defined by

! !
T (Z rjlcj) =Y rin(C))
j=1 Jj=1

is well defined and linear. We extend this map linearly to the larger ¥asd functions
ofthe formZ’j:1 rjlc,,rjrational,C; C @, I > 1, and continue to denote the extended
map byT. Let us defines; : X; — R byu;(x;) = Tl forx; € X;, 1 <i < n. Now,
foranyx = (x1,x2,...x,) € S,

fx) = p(x1, x2, ..., x,}) = Tl{xl,xz,...,xn}
=Ty + -+ T,y = urlxy) +ua(x2) + -+ 4+ uy (x,). O

Theorem 1.2. A setS C X1 x X2 x --- x X, is good if and only ifS has no loop in it.
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Proof. If S C X1x X2 x---x X, does notadmitaloop, then the hypothesis of Theorem 1.1
is vacuously satisfied and so any real valued functio§ @of the form

SO, x2, 000, x0) = ua(xy) +ua(x2) + -+ - +uy(xy),

(x1,x2,...,x5) € S, whereus, us, ... ,u, are functions defined oX1, X», ..., X,
respectively. On the other hand,dfadmits a loop then aif violating the condition of
Theorem 1.1 can be constructed easily, so Theorem 1.2 follows. ]
Remarks

(i) Clearly Theorem 1.2 is also valid for complex-valued functign®©ne simply treats
real and imaginary parts separately. In the sequel we shall failcebe complex
valued.

(i) If § c R"™is good and the canonical projections $bn the coordinate axes are
pairwise disjoint, then clearly we can choose ifis all equal. IfS ¢ R” is good,
then for anye € R” the setS + ¢ is also good and, whefiis bounded, for a suitable
¢ the canonical projections ¢f + ¢ on the coordinate axes are pairwise disjoint, so
one can choose the functions for a givenf on such ars + ¢, to be the same.

To end this section we shall give a description of good sulfefsX; x X, x --- x X,
when all the setX1, Xo, ..., X, arefinite, i.e, carX; = m; < +o0, 1 <i <n.

LetIl; : X1 x X2 x --- x X, —> X;,1<i < n, be the canonical projections of.
If Sis good, then any functiorf : S — R, f = u1 +uz + --- + uy, is completely
determined by the values of onTI1; S, 1 < i < n. Hence we can assume in addition that
H,’S:Xi,lfiifﬂ. )

LetX; = {xi’),xg), ,x,(,i,.)}, 1<i<n,andS = {sq, 52, ..., sx}, where

sjz(xﬁ.ll),xg),...,x;:)) 1<j <k, 1<ji <m;.

We consider thé x (m1+m2+ - - - +m,)-matrix M (calledthe matrix ofS) with rows

M;, 1< j <k, given by

M;=,...,0,1,0,...,0,1,0,...,0,1,0,...,0),

where 1 occurs at the placgs mq+ j2, m1+m2+ ja, etc. corresponding to the subscripts
in the points; = (x;i),x;?, . ,x;:l)), 1< j < k. SinceS is good,

) — @ . (n)
f(s./)_f(le ,sz g oo ,)Cjn )

= () +upc )+ ), 1< <k
We put

@ @ (¢)) D
1

)=ag7, e ua(x,)) = o

2 2
ua(ey”) = w2 D) = off),

ug(x

un(xin)) = ai"), ceey un(x,an)) = a,(,;"l).
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The relation(2) gives usk equalities
@, @ ) _ _ )
ajl +a/2++ajn —f(sj)a 1§]§k

In other words, the column vector

(ail), . ,a,(nll), oziz), . ,oz,(,lzz), . ,oti"), ... ,ot,(,?”))t € RMtmattiy
is a solution of the matrix equation
Ma =7, (3)

wherez = (f(s1), f(52), ..., f(sx) € RK.
Sinces is good, we know tha®) has solution for every. SinceM hasni+ma+- - -+m,
columns and since the— 1 vectors

,1,...,1,-1,...,-1,0,0,0,...)

m1 times mo times
(1,1,...,1,0,...,0,-1,...,-1,0,0,0,...)
———— ——— N —

mj times my times m3 times
1,1,...,1,0,...,0,—1,...,-1)
— — ~————

my times my times

are linearly independent solutions of the homogeneous equitiog- 0, we see that the
rank of M is at mostny + mp + - - - +m, — (n — 1). Clearlyk cannot exceed the rank of
M. On the other hand the union nfsets

(X1 x {x2} x -+ x {xn}) U (fxa} x X2 x {xa} x ---
X {xpD U U(fxal x - x -1} x Xn)

is a good subset of; x X» x --- x X,, of cardinalitymq +mo + - +m, — (n — 1). It
is clear that if the rank oM isk andk < m1+m2 + ---+m, — (n — 1) thenS is good.
We have proved:

Theorem 1.3. Let S be a finite subset 0f; x X7 x - -+ x X,, of cardinalityk and letm;
denote the cardinality ofl; S, the canonical projection of on X;. ThenS is good if and
onlyifk <mi+mo+---+m, — (n— 1) and the matrix( of S defined above hagank
k. There always exist a good set of cardinalityx mq +mo + -+ +m, — (n — 1).

Let us remark also that the procedure described in Proposition 2.7 of [5] does not work
even in the three-dimensional case.

2. Sequentially good sets

We say thafS is sequentially good for a complex valued functipefined onS if

fl,xo, ..., x0) = kimw(ul,k(xl) Fupp(x2) + -+ up i (x0)),
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where(x1, x2, ... ,x,) € S andusk, uk, ..., unk, k = 1,2,3,... are functions on
X1, Xo, ..., X, respectively. IfS is sequentially good for every function ¢h then we
say thatS is sequentially goodt is clear that if a sef is good forf, then it is sequentially
good for f. The converse holds in view of Theorem 1.2. Indeed,ig sequentially good
for £, but not good forf, then there exists a loop = {x!, x2, ..., x*} of points in$§

such that the surﬁj’;:l Dj f(x/) does not vanish, and at the same tifhis the pointwise

limit of a sequence of functions,, n = 1, 2, ... such that for eacl,, Z’J‘-zl Pj&n (x7)
vanishes. The contradiction shows tl§as good forf.

Say that a subset of X1 x X2 x .-+ x X, is sequentially good for a collectiof of
functions onS, if every f € F is of the form

f,xo, ..., x,) = lemOO(ul,k(xl) Fupp(x2) + -+ up i (x0)),

(x1,x2,...,%xp) €S, U1 g, U2k, ..., unk, k=1,2,... beingfunctionsoiX1, Xo, ...,
X, respectively.

Assume now that§ is sequentially good for an algebsa of functions onS which
is closed under conjugation, separates points and contains constants. ThenSinsfact
sequentially good (hence good). For otherwfseill admit a loop L. The restriction of
functions inF to L (denoted byF|.) is an algebra of functions oh, closed under
conjugation, separating points and containing constants. Sinisea finite set (hence
compact in the discrete topology), by Stone—Weierstrass theorem, the akijglisalense
in the collection of functions o, hence actually equal to the collection of all functions
on the finite seL. SinceL is sequentially good for all functions dn we see by our earlier
conclusion that. is good and so not a loop. The contradiction shows shigtgood. We
have proved:

Theorem 2.1. The following are equivalent for a s8tC X1 x X2 x --- x X,;:

(i) Sisgood
(i) S is sequentially goad
(i) every finite subset d¢f is good
(iv) S is sequentially good for an algebra of functions ®nwhich is closed under con-
jugation separates points f and contains constants.

3. Sequentially good measures

Let X1, Xo, ..., X, be Polish spaces. Call a probability measuren Borel subsets of
Q = X1x X2x---x X, sequentially good for a collectiaf of complex-valued functions
on Q if every functionf € F is of the form

s, xo, ..., x,) = lemoo(“l.k(xl) Fupp(x2) + - Fupp(xn), w— ae,

whereus g, ugk, ... ,unk, k =1,2,... are Borel measurable.

LetAq, Ao, Az, ... beacountable collection of Borel subset§ofhich is closed under
finite unions and compliments and separates point.dfet u be a sequentially good
probability measure for the countable collection of functidns i = 1,2, 3,.... Then
there is a Borel subset of full . measure which is sequentially good for the collection
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14,,i =1,2,3,.... The setS continues to be sequentially good for the algelraf finite

linear combinations ot,4,, i = 1, 2, 3, ... with complex coefficients, an algebra which

is closed under conjugation, separates points and contains constants. By Theorem 2.1 the
setS is sequentially good, hence a good set. We have proved:

Theorem 3.1. If u is sequentially good for the countable collection of indicator functions
14,1 = 1,2,3,... of sets in a countable field of Borel sets which separate points of
X1 x X2 x -+ x X, thenu admits a Borel suppor§ which is good.

4, Casest =2 andn > 2

A good subset 0R? has a geometric description which does not seem to be available for
n> 2.

Two arbitrary pointgx, y), (z, w) in S € X x Y (S is not necessarily good) are said to
belinked (and we write(x, y) L(z, w)), if there exists a finite sequence of points, y1),
(x2, y2)y ..., (x5, yp) in S (calleda link of lengthz joining (x, y) to (z, w)) such that:

(I) (xlv yl) = (-x7 )’), (-xn» )’n) = (Z» w);
(ii) foranyi, 1 <i <n — 1exactly onef the following equalities holds:

Xi = Xi+1, i = Yi+1;

(i) foranyi,1<i <n—2,itis not possible to have = x;11 = x;420ry; = yi41 =
Yi+2:

Note thatL is an equivalence relation. An equivalence clasd.a$ calleda linked
componendf S. If (x, y) € §, then the equivalence class to whigh y) belongs is called
the linked componentf (x, y). Two points(x, y), (z, w) € S are said to baniquely
linked, if there is a unique link joiningx, y) to (z, w). A linked componentof € X x Y
is said to bauniquely linkedf any two points in it are uniquely linked.

One can prove (see [5,7]) thata sub$et X x Y is good if and only if each of its linked
components is uniquely linked. See [8,9] for more discussion on good setsf@.

A geometric description of good subsefsof X x Y x Z, and more generally of
X1 x X2 x --- x X, is not available. We only have a partial answer. We consider here the
casen = 3. Forn > 3 the notion of a link and linked component can be similarly defined.

DEFINITION

Two arbitrary pointsx, v, z), (p, ¢, r) € S C X xY x Z are said to bénked(and we write
(x,y,2)L(p, q, r)),ifthere exists afinite sequence of poiftts;, y1, z1), (x2, y2, 22), ... ,
(X1, Yu, zn)} in S (called alink joining (x, y, z) to (p, ¢, r)) such that:

(I) (-xl’ yla Zl) - (-x’ yv Z)’ (-xl’la ym Zn) - (p7 ‘Ia r)!
(i) forany 1 <i < n — 1 exactly oneof the following holds

Xi F Xitl, Vi # Vil i 7 Zitls
(iii) foranyi, 1 <i <n — 2, none of the following holds:
(xi #xip1 and x;41 # xi42),

(i #yi+1 and  yii1 # yiy2),
(zi #ziv1 and zjy1 # zi+2).
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As beforeL is an equivalence relation. A uniquely linked set is similarly defined. An
equivalence class df is calleda linked componerdf S. We call S linked, if it has only
one linked component. As in the case of two-dimensional sets, one can prove:

Alinked setS ¢ X x Y x Z is good if and only if it is uniquely linked.

However, itis not true that a subset- R2 is good if each linked component is uniquely
linked, as the following example shows:

The set{(0, 0, 0), (0,0, 1), (1,1,0), (1,1, 1)} has two uniquely linked components,
namely,{(0, 0, 0), (0,0, 1)} and{(1, 1, 0), (1, 1, 1)}, but it is not a good set, as can be
seen by writing four linear equations in six unknowr(®), v(0), w(0), u(1), v(1), w(l)
ontoR*.

In casen = 2, the coefficientg; in the definition of a loop can be chosen to-b# or
—1. However, fom > 2 the coefficientp; do not have a universal bound (depending only
onn). Here are two examples: The set

{(0,0,0),(0,0,1),(0,1,0),(1,0,0), (1.1, 1)}
is not a good subset ¢0, 1}2. It is also a loop, because the formal sum
2(0,0,0)-(0,0,1) — (0,1,0) — (1,0,0) + (1,1, 1)

is equal to 0. This loop is minimal (i.e. each of its proper subset is good) and one cannot
have the formal sum above vanish with all the coefficients equallt@r —1. For the
second example, l&f; = X2 = X3 = R. For the obvious loop described by the following
expression not alp;s can be chosen less than five.

5111

—(231 ~(12,1,13) (1,22 23
(451 —(14,1, 15 —(1, 24, 25)
—(6,7,1) (16,1, 17) —(1, 26,27
—(8,9,1) ~(18,1, 19 —(1, 28,29
~(10,11,1)  —(20,1,21) —(1,30,3))

+(2,5,13) +(12, 22, 25)
+(4,7,15) +(14, 24, 27)
+(6,9,17) +(16, 26, 29)
+(8,11,19  +(18,28 31
1(10,3,21)  +(20,30, 23)

The above example can be modified so that at leastpene bigger thanP, a pre-
assigned positive integer 2.

5. Discussions

As a solution to Hilbert's 13th problem, Kolmogorov (see [11,12,14]) proved that one
can imbed the unit cub&” = [0, 1]* in R¥*+1 homeomorphically by a map of the type
¥o(x, ..., X)) — (Z’]’,Zl Y1 p(xp), ... ,Z'I’,zl Vont1,p(xp)), With ¥, , continuous
and monotonic increasing on,[0], such that every continuous functigron v (E™) is of
the form

2n+1

81, ooy yaut1) = Z 8q(¥g)-
q=1
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In particular this implies that (E") is a good set for complex valued continuous functions,
and since such functions form an algebra closed under conjugation, contain constants, and
separate points, we see by Theorem 2.1 th@") is a good set. It has been observed by
Lorentz [14] thaty can be chosen so thgd, ... , g, are all equal. Remark (ii) following
Theorem 1.2 shows how this may be arranged.

Two questions naturally arise:
(A) describe compact subsets@fc R” such that every continuous functigron C is of
the form

n
g1, s ym) = qu(yq),
q=1

with g1, ... , g, continuous,
(B) describe compact subsets®@fc R”" such that every continuous functigron C is of
the form

n
g(yl: ’yl’l) =I|l>ngo(;-gq,l(yq),

withg,,, 1<g <n, 1=1,2,... continuous.

Forn = 2 these questions are well discussed in the literature. For question (A) a
necessary and sufficient condition 6his that it be loopfree (i.e., a good set) and the
lengths of links inC be bounded [15,17,18]. For question (B) a sufficient condition is that
C be loopfree and that linked components be closed [16] or more generally that linked
components admit a Borel cross-section [10].

Forn > 2 natural analogues of these are not known since a good definition of linked
componentis not available (see also [19,21]). Theorem 2.1 however shows that a necessary
condition onC for both question (A) and (B) is that be loopfree.

Let X1, X2, ..., X,, be Polish spaces and I&t= X1 x X, x --- x X,,. A probability
measureu on € is said to besimplicial, if x« is an extreme point of the convex set of
all probability measures on 2, whose one-dimensional marginals are the same as those
of . Let u be a simplicial measure and lgt, uo, ... , u, denote the one-dimensional
marginals ofw. A theorem of Lindenstrauss [13] and Douglas [6] states that:

A probability measurg:. on  is simplicial if and only if the collection of functions of
the form

fxa, x2, .0, x0) = u1(xa) +u2(x2) + - +up(xy),

whereu; € LY(X;, ui), 1 <i <n,is denseinL1(Q, w).

This theorem is usually proved far = 2, but the same proof holds for amy It is
clear from this theorem that a simplicial measure is sequentially good for the functions
14, i =1,2,3,..., where{4; : i =1,2,3,...} form a countable field of Borel sets
which separate points 6t and so by Theorem 3.1 admits a Borel support which is a good
set. We have proved:

Theorem 5.1. A simplicial measure admits a good Borel set as support.

Forn = 2 this result is due to BeBeandStpan [3,4].
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If X1, A2, -+, A, @re continuous probability measuresXn Xo, ... , X, respectively,
then it is an easy consequence of Fubini theorem that any Borel set of pagitivé, x
-++ X A, measure contains a loop of the tyBex Bz x - - - x B, with eachB; a two point
set. Since a simplicial measure admits a good Borel set as support, we sesithglicial
measure is singular t@; x A2 x - - - x A, for any choice of continuousy, A, ... , A, on
X1, Xo, ..., X, respectivelysee [13,20] for the case= 2).

Let us briefly return to question (B) above anddethe a compact subset&f such that
every continuous function afi is approximable as described there. Then every probability
measure oq' is simplicial. For, ifi1 andu, are two distinct probability measures on Borel
subsets of® with the same one-dimensional marginals then- u» is a non-trivial signed
measure which integrates all continuous functiong€dio zero, which is not possible.

Remark. For a discussion of Hilbert’s 13th problem from algebraic point of view see [1,2].

References

[1] Abhyankar S S, Hilbert's 13th problem (preprint)
[2] ArnoldVIand Shimura G, Superposition of algebraic functions, mathematical develope-
ments arising from Hilbert problemBroc. Symposia in Pure Mathematj#sm. Math.
Soc. XXVII(1) (1976) 45-46
[3] Ben&VandStepan J, The support of extremal probability measures with given marginals,
in: Mathematical Statistics and Probability Theory (Et% L Puri et al (D. Reidel
Publishing Company) (1987) vol. A, pp. 33-41
[4] Ben& V andStépan J, Extremal solutions in the marginal problem, in: Advances in
probability distributions with given marginals (Dordrecht: Kluwer Academic Publishers)
(1991) pp. 189-207
[5] Cowsik R C, Klopotowski A and Nadkarni M G, When f§x, y) = u(x) + v(y) ?Proc.
Indian Acad. Sci. (Math. Sci09(1999) 57-64
[6] Douglas R G, On extremal measures and subspace devigityigan Math. J11 (1964)
243-246
[7] Hestir K and Williams S, Supports of doubly stochastic measi@esoulli 1(3) (1995)
217-243
[8] Klopotowski A and Nadkarni M G, On transformations with simple Lebesgue spectrum,
Proc. Indian Acad. Sci. (Math. Scil)p9(1999) 47-55
[9] Klopotowski A and Nadkarni M G, Shift invariant measure and simple spect@gotio-
quium Mathematicuri4/85(2000) 385—-394
[10] Kiopotowski A and Nadkarni M G, Sets with doubleton sections, good sets and ergodic
theory,Fund. Math.173(2002) 133-158
[11] Kahane J-P, Surle Hoeme de Superposition de KolmogordvApproximation Theory
13(1975) 229-234
[12] Kolmogorov A N, On the representation of continuous functions of several variables
as superposition of continuous function of one variable and add@iokl. Acad. Nauk
SSSR.14(1957) 679-681; Am. Math. Soc. Tran2B (1963) 55-59
[13] Lindenstrauss J, A remark on doubly stochastic measresMath. Monthly’2 (1965)
379-382
[14] Lorentz G G, The 13th problem of Hilbert, mathematical developements arising from
Hilbert problems,Proc. Symposia in Pure Mathematiodm. Math. Soc. XXVIII(2)
(1976) 419-430
[15] Marshal D E and O’Farrell A G, Uniform approximation by real functiofajnd. Math.
104(3)(1979) 203-211



86

[16]
[17]
(18]
[19]
[20]

[21]

A KlopotowskiM G Nadkarni aid K P SBhaskara Rao

Marshal D E and O’Farrell AG, Approximation by sums of two algebras: The lightening
bolt principle,J. Funct. Anal52(1983) 353—-368

Mehta R D and Vasavada M H, Algebra direct sum decompositiafizafX ), Proc. Am.

Math. Soc98(1986) 71-74

Mehta R D and Vasavada M H, Algebra direct sum decompositiofi,gfX), Il, Proc.

Am. Math. Soc100(1987) 123-126

Sprostm J P and Strauss D, Sums subalgebras(af), J. Lond. Math. Soel5(2)(1992)
265-278

Stepan J, Simplicial measures and sets of uniqueness in the marginal problem, in: Statis-
tics and decision (Mnchen: R. Oldenbourg Verlag) (1993) vol. 11, pp. 289-299
Sternfeld Y, Uniform separation of points and measures and representation of sums of
algebras|srael J. Math.55 (1986) 350—363



