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Abstract. The main goal of this paper is to compare the relative impor-
tance of destruction by tides vs. destruction by mergers, in order to assess
if tidal destruction of galaxies in clusters is a viable scenario for explain-
ing the origin of intracluster stars. We have designed a simple algorithm
for simulating the evolution of isolated clusters. The distribution of galax-
ies in the cluster is evolved using a direct gravitational N-body algorithm
combined with a subgrid treatment of physical processes such as merg-
ers, tidal disruption, and galaxy harassment. Using this algorithm, we have
performed a total of 148 simulations. Our main results are:

e destruction of dwarf galaxies by mergers dominates over destruction by
tides, and

e the destruction of galaxies by tides is sufficient to explain the observed
intracluster light in clusters.

Key words.  Cosmology—galaxies: clusters, dwarfs, interactions—
methods: numerical.

1. Introduction

Dwarf galaxies (DGs) are defined as low-mass (10’-10° M) galaxies having an abso-
lute magnitude fainter than Mg ~ —16mag, or My ~ —18 mag (Grebel 2001), have
low surface brightness and low metallicity. They are the most numerous galaxies occur-
ring in the Universe. A majority of galaxies in the local group are DGs (Mateo 1998).
DGs have been seen in observations of nearby galaxy clusters, Coma (Thompson &
Gregory 1993; Bernstein et al. 1995), Virgo (Sandage et al. 1985; Lee et al. 2003),
Fornax (Bothun et al. 1991; Drinkwater et al. 2003), Centaurus (Mieske et al. 2007),
and several galaxy groups (Karachentseva e al. 1985; Coté et al. 1997; Cellone &
Buzzoni 2005).

The diffuse intracluster light (ICL) observed in clusters of galaxies is produced by
stars, usually of low surface brightness, located outside individual galaxies but within
the cluster and associated with the cluster potential. The first mention of IC light was
made by Zwicky (1951). Since then, several observations have detected diffuse ICL in
many galaxy cluster systems (Arnaboldi 2004; Gonzalez et al. 2005; Mihos et al. 2005;
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Krick et al. 2006). The idea of IC globular clusters was proposed by West et al.
(1995). Later on, distinct IC stars were observed (Arnaboldi et al. 2003; Gal-Yam
et al. 2003; Gerhard et al. 2005), including globular clusters, red giant stars, and SN
Ia. The origin and evolution of the IC stars and diffuse ICL are not well constrained at
present.

The most popular formation mechanism of IC population is stripping of stars from
cluster galaxies by gravitational tides, fast encounters between galaxies, and tidal
interactions between colliding and merging galaxies (Miller 1983; Gregg & West
1998). From observations and cosmological simulations, at z = 0 at least 10-20% of
all stars in a cluster are unbound to any one galaxy (e.g., Aguerri et al. 2005). The
fraction of stars in ICL increases with mass of the clusters, and increases with density
of environment: from loose groups (< 2%, Castro-Rodriguez et al. 2003), to Virgo-like
(10%, Feldmeier et al. 2004b; Zibetti et al. 2005) and rich clusters (~20% or higher,
Tyson & Fischer 1995; Feldmeier et al. 2004a; Krick & Bernstein 2007). In the cores
of dense and rich clusters (like Coma) the local ICL fraction can be as high as 50%
(Bernstein et al. 1995).

In numerical studies of ICL production in clusters, there is always a trade-off
between having good resolution or good statistics. Napolitano et al. (2003); Willman
et al. (2004); Sommer-Larsen et al. (2005), and Rudick et al. (2006) simulate either
one cluster or a few clusters, so even though their simulations have high resolution,
they have poor statistics, in the sense that the cluster(s) they are simulating might not
be representative of the whole cluster population. On the other extreme, Murante et al.
(2004) simulate a very large cosmological volume, containing a statistically significant
sample of clusters. Such large simulations, however, cannot resolve the scale of dwarf
galaxies. Our goal is to have it both ways: achieving good statistics while resolving
the processes responsible for destroying dwarf galaxies. This is achieved by combin-
ing large-scale cosmological simulations with a semi-analytical treatment of mergers
and tidal disruption.

The main objective of our present work is to determine if DGs in clusters are more
prone to destruction by tides or to destruction by mergers. This determination is then
used to predict the contribution of DGs to the origin of IC stars. The DGs in a cluster
can be tidally disrupted (by the field of a more massive galaxy or by the background
halo) or the DGs can be destroyed when they merge with another galaxy. The impact
of these two destruction mechanisms on the ICL is radically different. In the case of
tidal disruption, the process contributes to IC stars in the cluster. In the case of merger,
the DG is absorbed by a more massive galaxy, and there is essentially no contribution
to the IC stars.

We perform numerical simulations of isolated clusters of galaxies, in order to exam-
ine which method of dwarf galaxy destruction is dominant, and how the process
depends on environmental factors. We identify six possible outcomes for our simulated
galaxies:

(1) the galaxy merges with another galaxy,

(2) the galaxy is destroyed by the tidal field of a larger galaxy but the fragments
accrete onto that larger galaxy,

(3) the galaxy is destroyed by tides and the fragments are dispersed in the intracluster
medium (ICM), contributing to the intracluster light,

(4) the galaxy is destroyed by the tidal field of the background halo,
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(5) the galaxy survives to the present, and
(6) the galaxy is ejected from the cluster.

We designed a simple algorithm to follow the evolution of galaxies in an isolated
cluster. The gravitational interaction between galaxies is calculated by a direct N-body
algorithm. The other physical mechanisms governing the possible outcomes (merg-
ers, tidal disruption, accretion, etc.) of the simulated galaxies are treated as ‘subgrid
physics’, and are incorporated in the algorithm using a semi-analytical method. In the
present work, we use this algorithm to simulate the evolution of isolated galaxy clus-
ters, i.e., we assume that the cluster has already formed with its constituent galaxies in
place, and it is neither accreting nor merging, except in section 4.7 where we consider
accretion.

The remainder of this paper is organized as follows: In section 2, we outline the
numerical model for our galaxy clusters. The methodology of our simulations is
described in section 3. The results are presented in section 4. We discuss the implica-
tions of our main goals in section 5, and give our conclusions in section 6.

2. The numerical method

2.1 The basic PP algorithm

We treat the system as an isolated cluster consisting of N galaxies of mass m;, radius s;,
and internal energy U;, orbiting inside a background halo of uncollapsed dark matter
and gas. We assume that the halo is spherically symmetric, and its radial density profile
Praio (1) does not evolve with time (hence, we are neglecting infall motion that would
result from cooling flows). Furthermore, we assume that the halo is stationary: it does
not respond to the forces exerted on it by the galaxies, and therefore its center remains
fixed at a point that we take to be the origin. In section 4.7, we relax the assumption
of an isolated cluster, and consider mass growth of the cluster with time, which can
happen due to accretion.

We represent each galaxy by one single particle of mass m;. The ‘radius’ s; of the
galaxy and its ‘internal energy’ U; are internal variables that only enter in the treatment
of the subgrid physics described in section 2.4. Our motivation for using this approach
is the following: To simulate the destruction of dwarf galaxies by tides, it would seem
more appropriate to simulate each galaxy using many particles. Supposing, however,
that it takes at least 100 particles to properly resolve a dwarf galaxy experiencing tidal
destruction, as the galaxies in our simulations cover three orders of magnitude in mass,
the most massive ones would be represented by 100,000 particles. Even though the
dwarf galaxies are much more numerous than the massive ones, the total number of
particles would be above one million. This raises the following issues:

e With the use of tree codes, an N = 10%-particle simulation is not considered
prohibitive anymore. However, (1) our model has several free parameters, so we
have a full parameter-space to study, and (2) one single cluster is not statistically
significant, so for each combination of parameters we need to perform several
simulations. For this paper, we performed 148 simulations. Doing 148 million-
particle simulations would start to be computationally expensive.

e We could use unequal-mass particles, so that the most massive galaxies would
not be represented by large number of particles. This is usually not a good idea.
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N-body simulations with particles having widely different masses are known to
suffer from all sorts of instability problems, which often require special algorithms
to deal with. The approach we are considering here is more practical.

e In this paper, we consider isolated clusters. In a forthcoming paper (Brito et al.
2008), we will present simulations of a cosmological volume containing at least
100 clusters. The number of particles would then reach 100 million, and we would
still need to explore the parameter space. This would be computationally very
expensive. We will solve this problem using single-particle galaxies combined
with a treatment of subgrid physics. The simulations presented in this paper can
be seen as a test-bed for this approach.

The relatively small number of particles in our simulations (typically less than
1000) enable us to use a direct, particle—particle (PP) algorithm, which is the simplest
of all N-body algorithms. We took a standard PP code, which evolves a system of
N gravitationally interacting particles using a second-order Runge—Kutta algorithm.
We modified the original algorithm to include the interaction with the background
halo, and we added several modules to deal with the subgrid physics. In this modified
algorithm, the number of particles N can vary, as they merge, are destroyed by tides,
or escape the cluster.

2.2 Gravitational interactions

The acceleration of particle i (or galaxy i) is given by

__G mj(l'i —rj) G Mo ()T 1
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where r; and r; are the positions of particles i and j, respectively, m; is the mass
of particle j, Myao(r;) is the mass of the background halo inside » = r;, G is the
gravitational constant, and € is the softening length. This assumes that the background
cluster halo is spherically symmetric and centered at the origin. In our PP algorithm,
this expression is evaluated directly, by summing over all particles j # i. The softening
length € is chosen to be smaller than the initial radius of the smallest galaxies (see
section 3.2 for the determination of the initial radius). Our results are not sensitive to
the value of €, as long as it is smaller than the radii of the smallest galaxies.

We evolve the system forward in time using a second-order Runge—Kutta algorithm.
The timestep At is calculated using:

12
At =min(An;,  (Af); =min [i (i> } , )
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where v; is the velocity of particle i, and we take the smallest value of (Ar); to be the
timestep At.

2.3 The cluster halo density profile

We consider two different types of density profile of the background halo of a cluster,
Phato (7): the B profile, and the NFW profile.
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In the first case, we assume that the dark matter in the background halo follows a
similar density distribution as the observed intracluster gas. A single B-model (isother-
mal) density profile is used for the gas (e.g., King 1962; Cavaliere & Fusco-Femiano
1976; Makino et al. 1998),

2
e = o [1 + (7) } , )

where py is the central density and r. is the core radius. The values of p,, r. and
are taken from Piffaretti & Kaastra (2006), which give the gas density parameters for
16 nearby clusters. The halo density is then obtained by scaling the gas density with
the universal ratio of matter (dark + baryonic) to baryons, p,, = Ppm + Pgas =

pgaSQ m/ S2p, where 2, and €2, are the present matter (baryons + dark matter) density
parameter and baryon density parameter, respectively. This assumes that the cluster
baryon mass fraction follows the cosmic value of €2,/ 2,,, which is expected to be
generally true (e.g., White et al. 1993; Ettori 2003), although precise estimations of
cluster baryon content have shown deviations from the universal value (Gonzalez et al.
2007, and references therein).

In the second case, we consider that the distribution of gas and dark matter in the
background halo both follow analytical models of the dark matter density having a
functional form:

s
(r/rs)(1 + r/”s)2
(Navarro et al. 1997). Here, py is a scaling density and r; is a scale length. The NFW

profile is often parametrized in terms of a concentration parameter c. The parameters
ps and 7 are then given by:

ObpMm (r) = “4)
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where peii(z) = 3H?(z)/87 G is the critical density at formation redshift z, and 5,
the virial radius, is the radius of a sphere whose mean density is 200 (200 times
the critical density of the Universe at the epoch of formation). After scaling, the halo
density profile is oy, = PpmL2m/(2y — 2p).

Once we have chosen a particular density profile, the density is integrated to get the
background cluster halo mass as:

Mhaio(r) = / 4707 o (¥)dx. 7
0

This is the mass that enters in the last term of equation (1). Since the density profiles we
consider do not have an outer edge where p, ,,, = 0, we truncate the cluster background
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halo at a maximum halo radius R;);> = 5 Mpc. Equation (7) is then solved numerically,
to build an interpolation table for r in the range [O, R}'g?;‘] that is then used by the code.

2.4 The subgrid physics

As mentioned in section 1, there can be six possible physical outcomes for our simu-
lated cluster galaxies. In the following subsections, we describe the associated subgrid
physics for each mechanism we use in our simulations. The possible outcomes are:

e the galaxy merges with another galaxy (section 2.4.1),

e the galaxy is destroyed by the tidal field of a larger galaxy but the fragments
accrete onto that larger galaxy (section 2.4.4),

e the galaxy is destroyed by tides of a larger galaxy and the fragments are dispersed
in the intracluster medium (section 2.4.3),

e the galaxy is destroyed by the tidal field of the background halo (section 2.4.3),

e the galaxy survives to the present (i.e., it is not destroyed by any process), and

e the galaxy is ejected from the cluster (section 2.4.5).

We describe our approach of simulating galaxy harassment in section 2.4.2.

2.4.1 Encounter: Merger

We simulate a pair of galaxies colliding (or synonymously, having an encounter) and the
further consequences (e.g., merging) in the following way. An encounter is accounted
for when two galaxies i and j, of radii s; and s ;, overlap such that the center of the galaxy
Jj is inside the galaxy i. Numerically the criterionis r;; < s;, where r;; = |r; —r;| is the
distance between the centers of the galaxies. If v; and v; are the velocities of galaxies
i and j, the center of mass velocity of the pair is Ve, = (m;V; +m;v;)/(m; +m;).
The kinetic energy in the center-of-mass rest frame is:

K =1 2y ! 2 8
ij—zmiwi_vcml +§mj|Vj—ch . (8)

The gravitational potential energy of the pair is:

Gmimj

Wij =— )

ri j
Even though we are treating each galaxy as a single particle, in reality a galaxy is a
gravitationally bound system with an internal kinetic energy and a potential energy, and
these energies must be included in the total energy of the interacting pair of galaxies.
Considering a galaxy as a bound virialized system its internal energy is:

Upotential {Gm;
U; = Upotential ~+ Ukinetic = Po;mm == 2¢. (10)
1

where ¢ is a geometrical factor which depends on the mass distribution in the galaxies.
Throughout this paper, we assume ¢ = 1 (see Appendix).
‘We then compute the total energy of the galaxy pair (in the center of mass frame) as:

E;=Kij+W;+U+U,. an
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If E;; < 0, i.e., the system is bound, we then allow the galaxies to merge to form
a single galaxy of mass mmyerge = m; + m . To compute its radius, we assume that
energy is conserved, hence the total energy E;; in the center-of-mass rest frame is all
converted into the internal energy of the merger remnant. Its radius is then computed
from equation (10),

gGmxznerge _ ¢G(m; + mj)2
2Umerge 2|Eij|

12)

Smerged =

The position and velocity of this merged object are set to those of the center-of-mass
values of the galaxy pair before merger, in order to conserve momentum.

2.4.2 Encounter: Galaxy harassment

In a high-speed encounter the two interacting galaxies come into contact for a brief
amount of time. The galaxies might survive a merger or tidal disruption, but the
encounter adds some internal energy into them, making them less bound. We refer
to this process as Galaxy Harassment. This process has been originally suggested as
a possible explanation for the origin of the morphology—density relation in clusters
(Moore et al. 1996). We incorporate galaxy harassment in our algorithm by increas-
ing the radius (or the internal energy) of a galaxy when it experiences a non-merger
encounter. This enlargement makes a galaxy more prone to tidal disruption at the next
encounter.

In equation (11), if E;; > 0, i.e., the system is not bound, then the galaxies in our
simulation do not merge in the collision. Rather a part of the kinetic energy of the
galaxies is converted into internal energy, making the collision inelastic. We assume
that an equal amount of energy is transfered to each galaxy. Denoting the energy
transfered as A E, the kinetic energy of the pair decreases by AE, while the internal
energy of each galaxy increases by AE /2. We assume:

AE )

T:nmm(|Ui|a|Uj|)a (13)
where 1 is an energy transfer efficiency whose value is taken as n = 0.2. The internal
energies of the two galaxies after the encounter are UM = U™ 4 AE/2 and
Uj".lfter = U}’efore + AE/2, respectively. By choosing < 1, we are ensuring that the
internal energy of each galaxy remains negative, that is, the transfer of energy does
not unbind the galaxies. We recalculate the velocities v; and v; after collision while
conserving momentum, assuming that only the magnitudes of velocity change, the
directions remaining the same. We recalculate the size of each galaxy in the pair using
equation (12),

2
after __ é‘szz after __ é‘ij (14)
i - 2|U;1fter| ’ i 2|Ugfter| )
i J
While allowing a size increase of the galaxies according to equations (12) and (14),
we also considered a size cut-off. We assumed that the galaxies could grow only up to a
maximum size given by the size of the largest galaxy at the beginning of the simulation.
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Figure 1. Calculation of the effects of tides caused by a galaxy of mass m; on a galaxy of mass
m ; and radius s;. The two largest arrows show the gravitational accelerations caused by galaxy ;
the two smallest arrows show the accelerations caused by galaxy j. See section 2.4.3 for details.

2.4.3 Tidal disruption: Intracluster stars

We consider two possible sources of external gravitation for the tidal disruption of
a galaxy j: another galaxy i, or the background cluster halo. The tidal force on a
galaxy due to the gravitational field of the external source is meaningful only if the
galaxy lies entirely on one side of the external source, when the tides are directed radi-
ally outwards tending to tear apart the galaxy. Our calculation of the tidal field caused
by a galaxy i of mass m; is illustrated in Fig. 1. The galaxies i and j are separated
by a distance r;;. We calculate the resultant fields between two diametrically oppo-
site points inside galaxy j, located at a radial distance d < s; along the line joining
the centers of the two galaxies. The two small and two large arrows in Fig. 1 indi-
cate the gravitational field (or acceleration) at the opposite points caused by galaxy j
(self-gravity) and by galaxy i (external source of gravitation), respectively. The mag-
nitude of the tidal field is given by the difference between the gravitational field caused
by galaxy i at the two opposite points,

galaxy Gmi Gmi
R 2
(rl] d) (rl] +d)

5)

The gravitational field caused by galaxy j (two small arrows in Fig. 1) is directed
radially inwards and acts opposite to the tides, tending to keep the galactic mass inside
radius d intact. The difference between that self-gravitational field at the two opposite
points is:

2Gmj(d)
gy = — 3 (16)
where m ;(d) is the mass of galaxy j inside radius ¢. When aﬁiﬂxy = a,,,,, then the

tides will exceed self-gravity at radii larger than d, while self-gravity will exceed the
tides at smaller radii. Thus the layers of galactic mass located between radii d and s;
would become unbound, while the ones located inside radius d would remain bound.
Hence, the galaxy would be partly disrupted. In our code, we simplify things by using
an ‘all-or-nothing’ approach. A galaxy is either totally disrupted, or not disrupted at
all. We consider that a galaxy is disrupted if half of its mass or more becomes unbound.
If we assume an isothermal sphere density profile (as in Appendix), then the half-mass

galaxy

IThis reduces to the well-known form Agge

make this approximation here.

x d/",~3j in the limit d < r;;, but we do not
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radius is given by d = s;/2. This is the value of d we use in equations (15) and (16).
The criterion of tidal destruction then becomes aﬁgleaxy (d) > Agray (d), withd =5;/2.
We also consider tidal disruption by the background cluster halo, but only if r; > s;

(that is, the galaxy does not overlap with the center of the halo). The magnitude of
tidal field due to the cluster halo is:

ahalo _ GMhalo(rj — d) _ GMhalo(rj + d)
tide (rj _d)2 (rj +d)2 s

a7

where My, (7) is given by equation (7). If atl}gle" (d) > agray(d), withd = s;/2, galaxy
Jj is tidally destroyed by the gravitational field of the halo.

When galaxy j is considered to have been tidally destroyed by another galaxy i,
the fragments of the disrupted galaxy might accrete onto galaxy i (section 2.4.4), or
they might be dispersed into the ICM when E;; > 0 (E;; being the total energy of the
galaxy pair given by equation 11). For tidal destruction by the cluster halo the disrupted
fragments are always dispersed into the ICM. In both cases, the destroyed galaxy is
removed from the list of existing particles. The code keeps track of the amount of
mass added to the ICM (in the form of IC stars) by tidal disruption. This quantity is
initialized to zero at the beginning of the simulation, and every time a galaxy is tidally
destroyed with its fragment dispersed, the mass of that galaxy is added up to the total
mass added to the ICM.

2.4.4 Tidal disruption: Accretion

We consider a possibility of accretion of the fragments of a tidally disrupted galaxy
onto the galaxy causing the tides. This happens for the case of tidal disruption due to

galaxies only (if the disruption is caused by the background cluster halo, the fragments
1
ide . >
gy and Ej; < 0 are both satisfied (see section 2.4.3). The tidally disrupted galaxy
accretes onto the more massive galaxy. The mass of the bigger galaxy increases from
m; to m; + m;. Thus a tidal disruption followed by accretion is similar to a merger

(section 2.4.1), but these events are counted separately.

are always dispersed as IC stars). This situation occurs when the conditions a

2.4.5 Ejection

When a galaxy ventures at distances larger than the cluster halo truncation radius
Ry (see section 2.3), we consider that this galaxy has escaped from the cluster, and
we remove it from the list. If we kept that galaxy, it might eventually return to the
cluster. But in reality the universe contains many clusters, and a galaxy that moves
sufficiently far away from one cluster will eventually feel the gravitational influence
of other clusters, something that our algorithm, which simulates an isolated cluster,
does not take into account. As we shall see, the ejection of galaxies from a cluster is

quite uncommon in our simulations.

3. The simulations

3.1 Cosmological model

We consider a ACDM model with the present matter density parameter, 23 = 0.241,
baryon density parameter, 2, = 0.0416, cosmological constant, 2, = 0.759, Hubble
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constant, Hy = 73.2 km s_lMpc_1 (h = 0.732), primordial tilt, n, = 0.958, and CMB
temperature, Tocmp = 2.725 K, consistent with the results of WMAP3 (Spergel et al.
2007). Even though the simulations presented in this paper are not ‘cosmological’
(we simulate isolated, virialized clusters), the particular choice of cosmological model
enters the picture twice: in the determination of the radii of galaxies (see next section),
and in the calculation of the elapsed time between the initial and final redshifts of the
simulation.

In each simulation a cluster is evolved from z = 1 to the present (z = 0). We
assume that the cluster will not experience any major merger during this period, and
that, therefore, it is a good approximation to treat it as isolated. For our ACDM model,
this represents a total evolutionary time of 7.63 Gyr.

3.2 Initial conditions

To set the initial conditions of our simulations, we need to determine the initial mass
m, radius s, position r, and velocity v of each galaxy. To determine the mass, we first
assume that the luminosities of galaxies are distributed according to the Schechter
luminosity function (Schechter 1976),

4L

T (18)

L o
(L)AL = ¢* <§> e
Here we use L* = 3.097 x 10'° L, (corresponding to absolute magnitude My, =
—20.07), and « = —1.28, which is appropriate for galaxies located in clusters (De
Propris et al. 2003). This luminosity function spans over —22.5 < M,, < —15. While
it might be reasonable to assume fixed values of L* and «, the value of ¢* most
likely varies amongst clusters. So we normalize equation (18) by imposing that, in
each cluster, there are Ny galaxies with luminosities L > Ly. We use Ny = 25,
and Lo = 0.2L* (corresponding to M, = —19) (Lewis et al. 2002). We select the
luminosities using a Monte Carlo rejection method. We then assume a constant mass-
to-light ratio T = 193h Mg/Lg = 73 (Brainerd & Specian 2003), and convert
the luminosities to masses. The Schechter function spans up to a maximum mass
Mpax = 220 x 10''"Mg,. To generate the dwarf galaxies, the same Schechter function
is extrapolated up to a minimum mass My, = 1 X 1O9M@.
We take the radius s of each galaxy to be equal to the virial radius rpo9 (radius
containing matter with 200 times the mean density of the Universe at the epoch of
galaxy formation) corresponding to the galaxy mass m = M»( using:

8007 , \
Moy = Trzoop(l + Zeo)”. (19)

Here, p = peit 2y = 3H02 Q)7/87 G is the mean matter density in the present universe,
and z.. is the redshift of collapse when the galaxy formed. To obtain z.oy, wWe use a
simple spherical collapse model. First, by filtering the power spectrum for our ACDM
model, we calculate the standard deviation o (m) of the linear density contrast § =
(p — p)/p at the mass scale m. The distribution of the values of § is then given by a
Gaussian,

82
P(§) x exp (—E> . (20)
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We pick randomly a present density contrast 5o = §(z = 0) from this distribution,
using a Monte Carlo rejection method, and solve the following equation to get the
collapse redshift 7o,

84+ (Zcolt)
5.+(0)

where 6. (z) is the linear growing mode (for A # 0 models, see, e.g., Martel 1991).
Here, A, = 3(12m)*3/20 = 1.686 is the overdensity predicted by linear theory at
recollapse. In the Monte Carlo method, we ensure that the galaxy collapse redshift
is higher than z = 1, the redshift at which the cluster is considered to have been
assembled (section 3.1),1.e., Zcon > 1. We solve this equation numerically for zo), and
substitute the solution in equation (19), which we then solve to get the radius s = rygp.

To determine the locations of galaxies inside a cluster, we assume that their distri-
bution is isotropic (in a statistical sense). We can therefore choose the spherical coor-
dinates (0, ¢) of each galaxy randomly, using ¢ = 27 X4, and cos & = 2Xy — 1, where
X4 and X are random numbers drawn from a uniform deviate between 0 and 1. We still
need to determine the radial co-ordinate r. Using the CNOC cluster survey, Carlberg
et al. (1997) showed that the radial mass density p(r) of matter and the radial num-
ber density v(r) of galaxies are roughly proportional to each other, where both p(r)
and v(r) are approximated by NFW profiles. Girardi et al. (1998) found that the halo
mass follows the galaxy distribution in clusters, using a f-model for the halo/galaxy
volume density profile. We assume that this proportionality holds for all clusters, and
we generalize it to all the density profiles we use. Thus, the assumed background halo
mass density profile (equations 3 and 4) gives us v(r). We can then select the initial
distances r from the cluster center using again a Monte Carlo rejection method. Since
the masses and locations of the galaxies have been determined separately, we need
to pair them, i.e., for each selected location, to decide which galaxy goes there. We
do expect the most massive galaxies to reside near the center of the cluster. However,
low-mass galaxies are not all located at large radii, and some of them might be located
in the central region of the cluster as well. Indeed, if the galaxies in the central region
were all massive, it would be impossible to reproduce the desired number density pro-
file v(r) and not have the galaxies overlap.

To prevent any overlap, we locate the galaxies as follows: We first position the most
massive galaxy at the center of the cluster. Then we locate the next seven most massive
galaxies between radii Ry and 2R, where Ry is three times the radius of the most
massive galaxy. We then locate the next 19 most massive galaxies between radii 2R
and 3Ry. Finally, the remaining galaxies are located randomly between radii 0 and
3Ry. During the process we check that the galaxies do not overlap, by ensuring that
the distance between the edges of two galaxies is greater than the radius of the larger
galaxy, i.e., rjj — s; —s; > max(s;, s;). In the process of locating a galaxy, if this
criterion is not satisfied, we simply reject that location and generate a new one.

After assigning the masses, radii, and positions of all the galaxies, we determine the
velocity of each galaxy. We consider the velocity a galaxy would have if it were in a
perfect circular orbit at radius r,

12
G
Ucirc(r) = |:7 (Mhalo(r) + Z m])] s 22)

j,ri<r
J

2

¢ = 00
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Figure 2. Initial conditions for run A12. Top panel: initial conditions at z = 1. The solid circles
indicate the virial radii of galaxies. The large circle is the maximum distance r = 3Ry = 2.08 Mpc
from the cluster center. Lower left panel: same as top panel, with symbols rescaled to optical
diameter of real galaxies. Bottom right panel: enlargement of the central (0.6 Mpc)? (box on
lower-left panel).

where the sum only includes galaxies inside radius r. The norm of the velocity is chosen
by giving a random 10% deviation to the circular velocity, i.e., v = v, (1 + 0.1X,),
where X, is a random number between —1 and 1. For the direction of the velocity,
we follow a similar random angle generation technique as we did for the positions of
galaxies.

Figure 2 illustrates the initial conditions for one of our simulations (run A12). The
top panel shows the cluster at z = 1. The large circle represents the maximum distance
3 Ry within which the galaxies are located initially. Each dot represents a galaxy, with
the most massive one located in the center. Even though massive galaxies tend to be
larger, there is no direct correspondence between the masses and radii because of the
dependence on zp in equation (19), whose determination involves a Monte Carlo
method.

Visually, this looks quite different from the optical pictures of actual clusters like
Virgo. This is because each dot has a radius s equal to the virial radius r;q, that can
exceed the optical radius by an order of magnitude. In the bottom left panel of Fig. 2,
we show the same cluster, with all the dots rescaled in size so that the angular diameter
of the central galaxy is equal to 8.3 at a distance of 16.8 Mpc, which is the observed
optical diameter of M87. The bottom right panel shows a zoom-in of the central cluster
region. It looks qualitatively similar to pictures of the central region of Virgo.

4. Results

We started by performing 10 series of simulations, for a total of 148 simulations. Table 1
summarizes the characteristics of each series. The first 2 columns show the series name
and the number of runs, respectively. The slope of the Schechter luminosity function
at z = 1 (used to generate the initial conditions) is listed in column 3. Columns 4 to 8
give the characteristics and relevant parameter values of the background cluster halo
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Table 1. Series of simulations.

Series Runs Ot Profile B [gp 2;11%3]
(col. 1) (col. 2) (col. 3) (col. 4) (col. 5) (col. 6)
A 16 —1.28 B-Virgo 0.33 8.14 x 10726
B 17 —1.28 B-Virgo 0.33 8.14 x 1072
C 17 —1.36 B-Virgo 0.33 8.14 x 10726
D 16 —1.36 B-Virgo 0.33 8.14 x 10726
E 16 —1.36 B-Perseus 0.53 7.27 x 10726
F 16 —1.36 B-Perseus 0.53 7.27 x 10726
G 10 —1.28 NFW 235 x 1075
H 14 —1.31 NFW 235 x 1075
I 10 —1.31 NFW 235 x 1075
J 16 —1.36 B-Perseus 0.53 7.27 x 1072
rc N }’S
c [kpc] cD Harassment Cluster-growth
(col. 7) (col. 8) (col. 9) (col. 10) (col. 11)
A 3 X X X
B 3 X 4 X
C 3 X 4 X
D 3 Va Vv x
E 28 X 4 X
F e 28 Va Va X
G 5 200 X Vv X
H 5 200 X i X
I 5 200 Va J X
J 28 X Va Va

profile. Columns 9 and 10 indicate respectively whether a cD galaxy was included
in the cluster simulation, and whether galaxy harassment was included as part of the
subgrid physics. Column 11 shows if we included cluster mass growth of the simulated
cluster.

4.1 Series A: Initial simulations

We performed an initial series of 16 simulations, using for the background
halo a B-profile with g = 0.33, a core radius r. = 3kpc, and a central density
0o = 8.14 x 10726 gcm ™3, which is appropriate for a cluster like Virgo (Piffaretti &
Kaastra 2006). For this series, we did not include galaxy harassment. Our results are
shown in Table 2. It shows the run number (column 1), and at the beginning of the
run, the total mass M,y in galaxies, in units of 10'! My (column 2), the number of
galaxies Ny (column 3), and the Schechter luminosity function (equation 18) expo-
nent o, (column 12). This exponent was obtained by performing a numerical fit to
the distribution of galaxy masses. Because the masses were determined from a Monte
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Carlo rejection method, the exponent can differ from the intended value o« = —1.28
in equation (18) and listed in Table 1, but the deviations are small. Averaging over all
runs, we get o, = —1.280 4= 0.020.

Columns 48 in Table 2 show the number of galaxies Npeee destroyed by mergers,

the number of galaxies Nfg; destroyed by tides caused by a massive galaxy, with the
fragments dispersed in the ICM, the number of galaxies N, destroyed by tides caused
by a massive galaxy, with the fragments being accreted onto that galaxy, the number
of galaxies Nt}l‘fl};; destroyed by the tidal field of the background halo, and the number
of galaxies Ngjec, €jected from the cluster, respectively. Column 9 shows the fraction
by numbers of galaxies f, that survive to the present.

We did not find a single occurrence of a galaxy destroyed by tides from the back-
ground halo, and the number of galaxies ejected is either O or 1. There are large vari-
ations in the other numbers from one run to the next, but some trends are apparent.
Typically, 50% to 60% of the galaxies are destroyed. Run A2 is an extreme case, with
78% of the galaxies being destroyed. The destruction of galaxies by mergers domi-
nates over the destruction by tides, by more than a factor of 2 except for run A7. If we
treat the cases of tidal disruption followed by accretion as being mergers, then mer-
gers dominate even more over tidal disruption. When galaxies are destroyed by tides,
the dispersion of fragments into the ICM always dominates over the accretion of frag-
ments onto the massive galaxy, but the ratio varies widely, from 114:7 in run A7 to
66:51 in run AS.

We evaluate the mass fraction fy of galaxies contributing to the intracluster stars,

gal hall
_ Mtides + Mti:ile(;
M= > (23)
Mtotal - Meject

where the letter M refers to the mass in galaxies, rather than their number. The galactic
mass contribution to the ICM consists of galaxies destroyed by tides of another more
massive galaxy, and by tides of the background halo (though there are no such cases
in this series). Column 10 of Table 2 lists the values of fy.

We use a mass-dependent mass-to-light ratio of the galaxies having the form (ACDM
cosmological simulations of Yang et al. 2003)

A COR CON G

The values of the free parameters are taken as M; = 10''*’h~ Mg, (M/L)y =
134 hMg/Lg, y1 = 0.77, y» = 0.32, which are for the best-fitting model of Yang
et al. (2003) for concordance cosmology. The galaxy masses are converted to lumi-
nosities using the mass-to-light ratio. We then calculate the fraction fi-¢ of the total
luminosity of the cluster that comes from intracluster stars,

al hal
Ltgiiles + Lti?ieos (25)

Jies =
Liotal — Leject

The values of f;¢ arelisted in column 11 of Table 2. Again, there are large variations.
In particular, the fraction is very large for run A2, and very small for run A5. Averaging
over all runs, we get fj~ = 0.271£0.095 . Even though, in most cases about half the
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number of galaxies are destroyed, they tend to be low-mass galaxies, which explains
why fics < 1 — four, for all the runs.

The galaxies being destroyed by mergers and tides, or escaping are mostly low-
mass galaxies. This leads to a flattening of the galaxy mass distribution function.
We computed the best numerical fit to the Schechter luminosity function exponent o
(equation 18) for the surviving galaxies at the end of the simulations. This is listed as
®,,q in column 13 of Table 2. Averaging over all runs, we get o, ; = —1.2064+0.040.

4.2 Series B: Turning on harassment

We modified the algorithm to include the effect of galaxy harassment (see section
2.4.2), and rerun the calculations of series A with the same initial conditions. We
also added one more run, B17. The results are shown in Table 3, which follows the
same format as Table 2. Comparing with series A, the number of galaxies destroyed
by mergers is very similar, but the number of galaxies destroyed by tides tends to be
significantly higher. For instance, it goes from 67 to 94 for runs A4-B4, and from 64
to 86 for runs A15-B15. This is because, when a galaxy is subjected to harassment,
its binding energy is reduced, and it becomes more prone to experience tidal disrup-
tion later. But the number of tidal disruptions followed by accretion does not change
significantly. Hence, the additional, tidally-disrupted galaxies almost all contribute to
the intracluster stars. The values of ficg are therefore increased relative to series A.
The mean value is fi-g = 0.288 £0.082.

This is not significantly larger than for series A. The additional galaxies destroyed
are mostly low-mass galaxies. We also recalculated the best-fit Schechter exponent
o for the surviving galaxies at z = 0. The mean value for the runs in this series is
Qg = —1.207 £0.048.

Figure 3 shows the total galaxy counts in mass bins, obtained by combining all
the runs in series B, along with the fitting curves to a Schechter distribution function
(equation 18). The best fit Schechter exponent for the initial galaxy distribution (the
upper curve at z = 1)is ¢ = —1.28, and for the final surviving galaxy distribution (the
lower curve at z = 0) is « = —1.20. These values of o were obtained by performing
the numerical Schechter function fits on the combined set of galaxies taken from all
the 17 runs in this series, which amounts to 8770 initial galaxies at z = 1 and 3614
surviving galaxies at z = 0.

Clearly from Fig. 3, the fit at z = 0 (lower curve) is excellent. This shows that, in
our simulations, a Schechter mass (luminosity) distribution function at z = 1 remains
a Schechter distribution all the way to z = 0, though half of the galaxies are destroyed.
Only the slope « changes with time.

4.3 Series C: Steeping up the mass distribution function

In the simulations of series A and B, the Schechter exponent « evolves fromor ~ —1.28
atz = 1toa ~ —1.21 at z = 0. Analyzing the combined set of galaxies of all the 17
runs in series B, we obtained the best fit Schechter exponent for the surviving galaxy
distribution at z = 0 as « = —1.20. This is a problem, since the value of « = —1.28
is based on observations of nearby clusters (De Propris et al. 2003), and should be
valid for clusters of galaxies at z = 0, whereas we used the same « = —1.28 to start
our simulations at z = 1, and it flattened to « = —1.20 at z = 0. Ryan et al. (2007)
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Figure 3. Mass distribution function for galaxies in series B, obtained by adding the numbers
for all runs. Results are plotted for initial 8770 galaxies at z = 1 (asterisks) and surviving
3614 galaxies at z = 0 (plus signs). The curves show the best fit of a Schechter distribution
function (equation 18), with « = —1.28 at z = 1 (upper curve), and « = —1.20 at z = 0 (lower
curve).

recently determined the luminosity function of a large sample of galaxies at z >~ 1,
and concluded that there is a steepening of the faint-end slope with redshift, which is
expected in the hierarchical formation scenario of galaxies. They obtained a value of
the faint-end slope « = —1.32 £ 0.07 at z = 1.

In our simulations we take into account this flattening of the luminosity function
over time as explained. The results of series A and B suggest that || decreases by
~ 0.08 between z = 1 and z = 0. Using this as a guide, we performed a new series of

simulations, series C, using oy = —1.36, with the hope that this value will evolve
toward something close to « = —1.28 at z = 0. The results are shown in Table 4. The
average values of « are o, = —1.357 +0.021 and ety = —1.272 £0.050.

A plot analogous to Fig. 3 showed that at z = 0, a Schechter distribution function is
still a good approximation to the mass distribution. The value of «,,q is close enough
to our target value of —1.28. So from now on, in all subsequent series with the 8 model
halo density profile, we will use an initial & of —1.36, as shown in Table 1. This value
is well inside the range obtained by Ryan et al. (2007).

Using a steeper galaxy distribution while still requiring that the clusters contain 25
galaxies with L > 0.2L, (initial conditions in section 3.2) results in the initial number
of galaxies being larger by a factor of about 2 (column 3 of Table 4). But the numbers
of galaxies destroyed by mergers and tides are also higher relative to series B. As a
result the trends are similar. In particular, mergers still dominate over tides by more
than a factor of 2.

The run C1 has a larger number of galaxies ejected from the cluster. This is because
the most massive galaxy, located at the center of the cluster, was particularly large. Its
radius was s = 385 kpc, compared to s < 300 kpc for the other runs. This increased
the value of Ry (see section 3.2) used for setting up the initial conditions. As a result,
more galaxies were located at larger radii, where they are more likely to escape. The
mean value of fics for this series is fj-g = 0.302 &= 0.088.
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4.4 Series D: Adding a cD galaxy

A cD (central dominant) galaxy is a very bright supergiant elliptical galaxy with an
extended envelope (or a diffuse halo) found at the center of a cluster (Schombert 1988).
Several galaxy clusters have been found to have cD galaxies at their centers (e.g.,
Quintana & Lawrie 1982; Oegerle & Hill 2001; Jordan et al. 2004). We performed
some simulations by incorporating a cD galaxy in the clusters. Being the brightest and
most massive cluster galaxy, the mass of a cD is larger than the prediction of the normal
Schechter distribution function (equation 18). So we introduced the cD galaxy manu-
ally at our simulated cluster center. We adopted a luminosity of L.p = 10L*, which is
a canonical value for a cD. Using a constant mass to light ratio (Y = 193h Mg /L,
section 3.2), this corresponds to a cD galaxy mass of M.p = 437.6 x 10''My. When
we wanted a cD galaxy present in the simulation we changed the mass of the clus-
ter central galaxy (see sectoin 3.2) to the cD mass, M.p. This allowed us to keep the
appropriate initial galaxy distribution for a cluster while incorporating a cD galaxy at
rest, located at the center.

We performed simulations by adding a cD galaxy to our Virgo-like cluster, and
called it series D. The results are listed in Table 5, from which certain trends are clear
after incorporating a cD galaxy in the simulation. The total galaxy mass increases since
a massive cD galaxy is being added. More prominent than in the previous series A, B,
and C, here galaxy mergers outnumber tides by factors ~ 2—3, which go as high as 4
in run D12.

A striking new feature in cases incorporating a cD galaxy is the increase in the
number of accretions after tidal disruption by a galaxy, fully 1/4 of the galaxies being
acreted in run D5. Since in these accretions, the smaller galaxy is tidally destroyed
and is absorbed (or merged) by the massive galaxy (section 2.4.4), it appears, in our
simulated clusters, that in the presence of a cD galaxy the number of effective mergers
is very high.

The luminosity fraction imparted to ICS has decreased in all the runs, with a value as
low as 0.085 in run D6. To explain such a result, we note that the most massive central
galaxy (cD or otherwise) in our simulated cluster is never destroyed because of its large
mass. In an encounter, it is normally the lower-mass galaxy that gets destroyed. Also
the initial conditions of the most massive galaxy (at rest at the center, see section 3.2)
make it less likely to be destroyed by the tidal field of the halo. If the central galaxy
is a cD, a large mass fraction (as high as 38% in run D11) is locked into it, which can
never contribute to the ICS. So a smaller mass fraction is available to be transferred
to the ICS, which eventually leads to a decrease in fijcs. The mean value of fics for
series D is fiog = 0.161 £ 0.047.

4.5 Series E & F: Other B profiles

In the next two series of runs, we consider a different background halo. We use a
B-profile with B = 0.53, a core radius r. = 28kpc and a central density py =
7.27x 1072 g cm~3, which is appropriate for a cluster like Perseus (Piffaretti & Kaastra
2006). Series E and F do not include, and include a cD galaxy, respectively (hence
series E should be compared with series C, and series F with series D).

The results for series E are shown in Table 6. The most notable feature is that
some galaxies are destroyed by the tidal field of the background halo, something
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that never happened with Virgo-like clusters. In order to explain such a behavior
we note that tidal disruption by the cluster halo generally occurs with galaxies at
a distance r < 1Mpc from the cluster center. Our simulated Perseus-like cluster
halo mass profile rises more steeply than the Virgo-like cluster up to ~1.7 Mpc,
making Perseus more massive in the inner regions. So a galaxy at a smaller dis-
tance, precisely at r < 1.7Mpc, from the cluster center feels a larger tidal field
from a more massive halo, and is more prone to be disrupted in the Perseus-like
cluster.

The numbers of other galaxy outcomes are comparable for Perseus-like and Virgo-
like clusters, with mergers dominating over tides. The mean fics for series Eis fi-g =
0.36040.090. This fics is somewhat larger than the Virgo-like cluster mean (series C).
This can be attributed to the non-zero tidal disruption by the cluster halo, resulting
here in a finite contribution to the ICS luminosity fraction.

Table 7 shows the results for series F, i.e., simulations of a Perseus-like cluster with a
cD galaxy at the center. Here few galaxies are destroyed by the tidal field of the cluster
halo, yet the number is smaller than in series E. It appears, then that the presence of
a cD galaxy reduces the number of tidal disruptions by the background halo, since
galaxies that would be destroyed by the tidal field of the central parts of the halo are
being destroyed by the cD galaxy instead.

Comparing the results for series D and series F (Virgo-like and Perseus-like clusters
with a cD galaxy,) the numbers — merger, galaxy-tide and accretion are similar. Series F
continues the trend of increased accretions when a cD galaxy is introduced. Also
series F has a smaller fraction of luminosity going to ICS. The mean fics for series Fis
fics = 0.16640.041 . This fics is very similar to that of the relevant Virgo-like cluster
mean (series D). This implies that in the presence of a cD galaxy, the ICS luminosity
fraction is not so sensitive to the parameters of the f-model density profile.

4.6 Series G, H & I: NFW profile

We now consider a background halo described by a NFW profile (see section 2.3,
equation 4), with a scale radius r; = 200 kpc, and a concentration parameter ¢ = 5.
These values are adopted from observational studies of galaxy clusters (Arabadjis et al.
2002; Pratt & Arnaud 2005; Maughan et al. 2007) where the authors found the best
fitting NFW model parameters for cluster mass profiles.

We do not necessarily expect the flattening of the Schechter mass function to be the
same for the NFW profile halo and the B-profile halo. So at first we performed a series
with « = —1.28 (see Table 1), and called it series G. The results are listed in Table 8.

To contrast an NFW-model cluster with a 8-model cluster, series G should be
compared with series B, since these are with « = —1.28, include galaxy harassment,
and no cD galaxy. The most striking feature is the large number of galaxies destroyed
by the tidal field of the NFW cluster halo. This halo tidal disruption was nil (in the
Virgo-like cluster) to a handful (in the Perseus-like cluster) for the S-model back-
ground halo. With the NFW profile, the number of halo tides is comparable to the
galaxy tides, even exceeding the latter in runs G5 and G6.

The reason for such a behavior is that the NFW halo mass profile rises much
more steeply than the f-model mass profile of a Virgo-like cluster up to a distance
r ~ 1.9Mpc. So the NFW halo is significantly more massive (by factors as high as
4-5) than the 8-model halo at distances r < 1 Mpc, where halo tides are dominant
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Table 8. Simulations for series G.

Mtotal
Run [10""Mo] Neow! Ninerge NEL Nacer Nhalo
(col. 1) (col. 2) (col. 3) (col. 4) (col. 5) (col. 6) (col. 7)
Gl1 721.9 372 72 55 6 47
G2 1034.3 637 129 80 4 63
G3 821.1 530 127 89 5 73
G4 992.3 457 113 61 9 44
G5 899.7 618 94 56 7 64
G6 947.1 452 95 31 2 34
G7 865.2 542 170 91 7 77
G8 1011.6 725 169 101 7 71
G9 1100.6 726 214 144 17 103
G10 1174.4 619 190 76 2 57

Neject fourv fu fICS Xtart Xeng

(col. 8) (col. 9) (col. 10) (col. 11) (col. 12) (col. 13)
Gl 1 0.513 0.486 0.498 —1.27 —1.26
G2 7 0.556 0.405 0.406 —1.29 —1.26
G3 1 0.443 0.587 0.589 —1.31 —1.29
G4 1 0.501 0.211 0.229 —1.28 —1.26
G5 8 0.629 0.443 0.443 —-1.29 —1.28
G6 17 0.604 0.263 0.288 —1.31 —1.32
G7 1 0.362 0.543 0.555 —1.31 —1.25
G8 1 0.519 0.502 0.510 —1.24 —1.20
G9 1 0.340 0.467 0.501 —1.27 —1.23
G10 6 0.465 0.458 0.454 —1.28 —1.23

(as discussed in section 4.5). Consequently galaxies near the cluster center experience
a larger tidal field and are more likely to be tidally disrupted.

This larger number of halo tides alters several results in our simulated NFW model
cluster as compared to the 8-model. The mergers exceed the galaxy tides, usually by
factors 1.3-1.8 (except runs G6 and G10, where the factors are 3 and 2.5). But when
tides by galaxy and cluster halo are added together, they become comparable to or
even exceed the number of mergers. The accretions are always small in number, and
when added to mergers do not have much effect on the above.

The mean fics for series G is fig = 0.44740.113. This is significantly larger than
the ICS luminosity fraction obtained with the f-model clusters. The reason is again the
numerous halo tides. Some massive galaxies are being destroyed by the tidal field of
the NFW halo, when they come near the cluster center, and this is contributing a large
mass (and luminosity) fraction to the ICS. In this series G, we obtained the average
values of « as o, = —1.285£0.022 and oy = —1.258 4= 0.034.

Also combining the set of galaxies of all the 10 runs in series G, we obtained the best
fit Schechter exponent for the surviving galaxy distribution at z = 0 as @ = —1.25.
Analogous to our approach for the B-model in section 4.3, we note that || decreases
by ~0.03 between z = 1 and z = 0. So we performed a new series of simulations,
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series H, using ogare = —1.31, expecting that this will evolve toa ~ —1.28 at z = 0.
This series includes galaxy harassment but no cD galaxy. The results for series H are
shown in Table 9.

Series H continues the trends of series G pertaining to a NFW profile. There are a
large number of halo tides that dominate the mass fraction, and result in a high value of
fics. The combined numbers of tidal disruptions (by galaxy and halo) are comparable to
or exceed the numbers of mergers. The mean fics for series His fi-g = 0.49140.132.
In this series H, we obtained the average values of « as o, = —1.310 & 0.020 and
Qg = —1.288 £0.036.

We then performed a series of simulations by putting a cD galaxy at the center of the
NFW cluster halo, and called it series I. The results are shown in Table 10. Here, the
numbers of tides by the cluster halo and by other galaxies are comparable; when added
the total occurrence of tides compares to or exceeds that of mergers. Comparing series H
and series I (NFW-type clusters respectively without and with a cD galaxy,) there are
more accretions when a cD galaxy is introduced (similar to series D and F). The trend
seen before with the Perseus-like clusters (between series E and F), that the number
of tidal disruptions by the background halo reduces in the presence of a cD galaxy, is
almost absent in the NFW-type clusters. Galaxies approaching the cluster center get
destroyed by the tidal field of the halo before the cD galaxy can have any effect.

The galactic luminosity fractions dispersed into the ICM are neither too high, nor
too low. We suspect this is the combined effect of putting a cD galaxy in an NFW type
cluster. There is a tendency of the ICS luminosity fraction to be high in an NFW model
cluster, and a cD galaxy tends to reduce the luminosity fraction imparted to the ICM.
These two opposing trends cause the fics values to be moderate in series 1. Here the
mean fics is fiog = 0.381 £0.059.

start

4.7 Series J: Cluster mass growth

We performed a series of simulation in which we consider mass growth of the
background cluster halo with time by accretion. The mass growth rate is adopted from
the N-body simulations of Wechsler et al. (2002), where the functional fit to the mass
accretion histories of dark matter halos is given by

M(z) = Moe™™*. (26)

Here, M(z) is the halo mass at z > 0, M, is the final halo mass at z = 0, and « is a
constant depending on halo mass. Figure 4 of Wechsler et al. (2002) plots the average
mass accretion histories, from which we read M (z = 1)/ M, ~ 0.75 for massive halos
(My > 3 x 1013h*1M®). Hence we consider that there has been 33% growth of halo
mass from z = 1 to z = 0, the evolution time in our simulations (section 3.1).

We assume that the density profile of the cluster halo remains the same. We calculate
the initial halo mass at z = 1 using a B-profile with 8 = 0.53, acore radius r, = 28 kpc
and a central density py = 7.27 x 10726 gcm™3, which is appropriate for the Perseus
cluster (section 4.5). This halo is then allowed to evolve up to z = 0 according to
the mass growth rate in equation (26). We use, for each run, exactly the same initial
conditions as in series E.

The results for series J are shown in Table 11. Comparing series E and series J
(Perseus type clusters respectively without and with cluster growth), there are more
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Table 10. Simulations for series 1.

Mtotal
Run [ 101 ! MO] N, total N, merge N, fgis N, accr N S&L‘;
(col. 1) (col. 2) (col. 3) (col. 4) (col. 5) (col. 6) (col. 7)
11 1189.1 495 114 53 26 75
12 1255.5 705 183 100 16 87
3 1189.9 643 152 127 35 119
14 1153.5 548 108 78 8 66
15 1309.4 821 228 139 19 87
16 1330.8 596 105 56 2 54
17 1315.8 775 215 126 37 105
18 1188.1 691 118 91 12 71
19 1236.6 574 103 73 12 56
110 1093.4 634 96 96 8 64
Neject fsurv fM fICS Xtart Xeng
(col. 8) (col. 9) (col. 10) (col. 11) (col. 12) (col. 13)
11 1 0.457 0.322 0.399 —1.34 —1.31
12 0 0.452 0.326 0.423 —1.34 —1.32
13 0 0.327 0.391 0.494 —-1.29 —1.31
14 1 0.524 0.255 0.335 —1.32 —1.30
15 1 0.423 0.341 0.445 —1.33 —1.31
16 9 0.621 0.265 0.334 —1.31 —1.30
17 0 0.377 0.299 0.372 —1.33 —1.31
18 1 0.576 0.248 0.305 —1.36 —1.35
9 1 0.573 0.295 0.344 —1.32 —1.30
110 1 0.582 0.274 0.359 —1.31 —1.29
. B-Virgo B-Perseus NFW
0.8 — : : —
SR ILEE NS R
:§ 0.8 — —
&
ity |
z 3
0z L % % % ]
0

Series
Figure 4. Fractional number of galaxies destroyed by mergers, fé?:trrieyr:d (filled circles), and by

. tides . . . .
tides, fyeqroyea (OPEN circles), averaged over all runs within each series of Table 1. Error bars

show the standard deviation.
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Figure 5. Mass histogram of number fraction (dashed line) and luminosity fraction (solid line)
of galaxies contributing to the ICL in run C3.

galaxy interactions in the growing cluster, which cause the survival fraction to decrease.
In series J, the numbers of mergers and galaxy tidal disruptions increase by factors
up to 1.2. The numbers of accretions, halo tides, and ejections remain almost same or
increase slightly.

There is an increase in the ICS luminosity fraction in the growing cluster, because of
the larger number of tidal disruptions. The mean fics inseriesJis f-g = 0.4294-0.083.
This is somewhat higher than the mean value in series E.

5. Discussion

5.1 Mergers and tides

To quantify the relative importance of destruction by tides and by mergers, we calcu-
lated, for each run, the following fractional numbers:

fmergers _ Nmerge + N&CCI‘

destroyed — N s (27)
destroyed
gal halo
ftides _ Ntides + Ntides (28)
destroyed — N ’
destroyed

where Ngestroyed = Nmerge + Nf;::s + Nacer + Nt}l‘;é‘; We then averaged the fractions over
all the runs in each series of the simulations. The results for the set of series in Table 1
are shown in Fig. 4. The destruction by mergers clearly dominates over destruction
by tides for the 8 model, while they are of comparable importance for the NFW
model.

In order to investigate the mass distribution of the galaxies contributing to the ICL
in our simulations, we plotted the mass histograms of the number fractions and the
luminosity fractions of such galaxies in run C3, as shown in Fig. 5. These fractions

are with respect to all the galaxies ending up in the ICM in this run. While most of
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the galaxies destroyed by tides are dwarfs, the destruction of few galaxies of mass
M > 10"Mg, provides more than 60% of the intracluster light.

We can show that, contrary to popular belief, the destruction of DGs alone cannot
explain the observed ICL. We calculated the total light fraction of all the galaxies
(destroyed or not) with M < 10''Mg, in our simulated cluster of run C3. This would
be the fraction of intracluster light if all DGs, and only DGs, were destroyed. We
get the luminosity fraction of DGs as 0.034, which is smaller than the most observed
ICL fraction values. To obtain larger values, compatible with observations, either
(1) clusters must contain dwarfs many times more than a Schechter distribution would
predict, (2) dwarfs galaxies have a much lower M/ L ratio than we assumed, or (3) some
intermediate-mass or massive galaxies are destroyed.

The last argument is the most plausable, and it is supported by our simulations:
some intermediate-mass or massive galaxies are getting destroyed by the tidal field of
the most massive galaxy. Note that in this high mass range we are in the exponential
tail of the Schechter distribution. The mass ratios between the most massive galaxy
and the high-mass ones destroyed are factors of about 3 to 5, so destruction by tides is
viable.

5.2 Intracluster stars

There have been several observational measurements of the light fraction contained
in the ICS with respect to the total light in a cluster. We collected some values of the
ICS fraction from the literature, and list them in Table 12. In Fig. 6 we show the ICS
luminosity fraction we obtained in our simulations, plotted as horizontal lines showing
the average fics from the runs in series A—J (Table 1, section 4). For comparison,
the observed fics values (from Table 12) are shown by the symbols and error bars.
We can clearly see that the ICS luminosity fraction in clusters from observations fall
well within our simulation predictions. A few clusters have too small fics, which are
probably galaxy groups and low-mass clusters.

Our simulation results indicate that the tidal destruction of galaxies (by other galax-
ies and by the cluster halo) in clusters can sufficiently explain the observed fraction
of ICL. Also our results (in section 4) imply that for each cluster halo density profile,
namely, 8 and NFW models, fics increases with the mass of the cluster halo. This is
consistent with the studies finding that more massive clusters have a larger fraction of
ICL than the less massive ones (Lin & Mohr 2004; Murante et al. 2004).

5.3 Limitations of the method

The strengths and weaknesses of the methodology used in this work both reside in
our somehow original approach of using one single particle to represent each galaxy,
combined with a subgrid treatment of galaxy mergers, tidal disruption, and galaxy
harassment.

On the positive side, this approach has enabled us to perform a very large number
of simulations (148 total), covering a fairly large parameter space, while obtaining
statistically significant results. Doing this many simulations without resorting to sub-
grid physics would have been computationally prohibitive. In implementing the sub-
grid physics, we have attempted to make the most reasonable choices possible.
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Table 12. Observed values of the intracluster light fraction.

Index Cluster fics (%) A fics (%) Reference

1. Coma 50 - Bernstein et al. (1995)

2. Abell 1689 30 - Tyson & Fischer (1995)
3. Abell 1651 <5 - Gonzalez et al. (2000)

4. M96 (Leo) group <1.6 - Castro-Rodriguez et al. (2003)
5. HCG 90 45 5 White et al. (2003)

6. Virgo 15.8 8 Feldmeier et al. (2004b)
7. A801 16 4.7 Feldmeier et al. (2004a)
8. A1234 17 4.4 Feldmeier et al. (2004a)
9. A1553 21 16 Feldmeier et al. (2004a)
10. A1914 28 16 Feldmeier et al. (2004a)
11. 93 clusters 50 10 Lin & Mohr (2004)

12. 683 clusters 10.9 5.0 Zibetti et al. (2005)

13. A4059 22 12 Krick & Bernstein (2007)*
14. A3880 14 6 Krick & Bernstein (2007)
15. A2734 19 6 Krick & Bernstein (2007)
16. A2556 6 5 Krick & Bernstein (2007)
17. A4010 21 8 Krick & Bernstein (2007)
18. A3888 13 5 Krick & Bernstein (2007)
19. A3984 10 6 Krick & Bernstein (2007)
20. Al41 10 4 Krick & Bernstein (2007)
21. AC 114 11 2 Krick & Bernstein (2007)
22. AC 118 14 5 Krick & Bernstein (2007)

#Krick & Bernstein (2007) measured these fics values in the r band.
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Figure 6. Fraction fg of intracluster stars. The horizontal lines show the average fics values
in our simulations, from the runs of the series in Table 1 (section 4), with solid line: Virgo-like
cluster (series A-D), dashed line: Perseus-like cluster (series E-F), dotted line: NFW model
cluster (series G-I), dot-dashed line: Perseus-like growing cluster (series J). The symbols and
error bars show actual measurements, as tabulated in Table 12.
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One free parameter is the geometric factor in equation (10), but for reasonable density
profiles, the values of that factor do not appear to vary much. The assumption that a
galaxy is considered ‘tidally disrupted’ if 50% of its mass becomes unbound is also the
most reasonable one we could make. Our technique for generating the initial conditions
is based on four key assumptions:

(1) the galaxy distributions are isotropic,

(2) the galaxy number density profile v(r) follows the density profile pp,o(7) of the
background cluster halo,

(3) the mass is segregated in the cluster, with the most massive galaxies being located
in the center, and

(4) the cluster is in equilibrium (except for series J).

So even though our prescription for generating the initial conditions contains many
tunable parameters, we believe that the underlying approach is sound.

On the negative side, two particular aspects of the methodology can be considered
weak. First, the treatment of galaxy harassment is highly speculative. We have assumed
that some amount of orbital kinetic energy A E is dissipated into internal energy during
an encounter between two galaxies, that this amount is related to the initial internal
energies of the galaxies, and that the energy dissipated is distributed equally between
the two galaxies. The dissipation of energy and its consequences during a real galactic
encounter are certainly much more complex. The implemented subgrid model could
thus, potentially, be refined.

Another important limitation of our approach is that it deals with isolated clusters
in equilibrium (except for series J). In the real universe, clusters constantly experience
mergers and accretion. We justify our approach by the fact that most clusters will
experience, at some epoch, a major merger, during which most of the final mass of the
cluster is assembled. From that point, if we can neglect the addition of mass by minor
mergers and accretion, the cluster can be treated as isolated. Of course, such scenario
cannot describe all clusters. In a forthcoming paper (Brito et al. 2008), we will present
a study of cluster formation and evolution inside a cosmological volume containing
many clusters. This will be achieved by implementing the subgrid approach described
in this paper into a cosmological N-body algorithm.

6. Summary and conclusion

We have designed a simple model for the evolution of galaxies in an isolated cluster,
in order to compare the destruction of dwarf galaxies by mergers vs. tidal disruptions,
and to predict the contribution of DGs to the origin of intracluster stars. Our algorithm
combines a direct N-body computation of gravitational interactions, along with a
subgrid treatment of the other physical processes (merger, tidal disruption, accretion,
etc.) of the galaxies. Using this algorithm, we have performed a total of 148 numerical
simulations of galaxy clusters, examining the fate of DGs. Our results and conclusions
are as follows:

e The destruction of dwarf galaxies by mergers dominates over destruction by tides,
in most of our simulation runs with all the models (8-Virgo, B-Perseus, NFW) of
cluster halo density.
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e The destruction of galaxies by the tidal field of other galaxies and by the cluster
halo imparts a significant amount of galactic mass into the ICM. This is sufficient
to account for the observed fraction of intracluster light in galaxy clusters. In our
simulations, the average ICS luminosity fraction, fics, has a range 16-49%. We
see a clear trend of increase of fics with the mass of the cluster halo. All these
are well consistent with observations and other numerical studies.

e In the NFW model simulated clusters, there are a large number of tidal disruptions
of galaxies caused by the gravitational potential of the cluster halo, and this
component dominates the mass fraction. We note that it has been our assumption
that the cluster halo is stationary, and does not evolve in response to the forces
exerted on it by the galaxies (section 2.1). Such an assumption is probably a poor
one with the NFW model clusters. We point out that this could imply a possible
solution to the cusp crisis of cluster dark matter halos. The central cuspy region
of the cluster dark matter halo could have inelastic encounters with the member
galaxies, which could inject energy into the halo and erase the cusp.

e Inour simulations, the presence of a cD galaxy increases occurrences of accretion,
decreases tidal disruptions by the cluster halo, and reduces the ICS luminosity
fraction. This is opposite to the trend seen from observations that fics is higher
in the presence of a cD.

e The vast majority of galaxies destroyed by tides are dwarfs. However, a few
high-mass (M > 10''M) galaxies are also destroyed, and these can provide a
substantial fraction of the ICL. Furthermore, the destruction of such high mass
galaxies is required, since the dwarfs alone do not contain enough stars to account
for the observed ICL, even if they were all destroyed.
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Appendix
The internal energy of galaxies

Since we represent galaxies as individual particles, we cannot directly compute their
internal energy. We therefore need an estimate that can then be used in equation (10).
We write the potential energy of a galaxy of mass M and radius R as:

;GM?

W=- :
R

(29)

where ¢ is the geometric factor, which depends on the shape and density distribution
of the galaxy. For a uniform-density sphere, ¢ = 3/5. In our simplified model, we treat
galaxies as spheres, but we should certainly not assume a uniform density. Instead,
any galaxy will be centrally concentrated. The value of ¢ will depend on the assumed
density profile, but we do not expect that dependence to be very strong if we stick with
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reasonable profiles. So we consider the simplest case of an isothermal sphere with a
cut-off radius R. The density and mass inside r are given by:

M
p(r) = IR (30)
m(r) = M €19
R
where M = m(R) is the total mass. The gravitational field is given by:
g= V= —GTZ(r)f — —(:?jf. 32)

We integrate this expression, with the boundary condition ¢ (R) = —GM /R, to get
the gravitational potential,

¢=G—M(1n%—1). 33)

The potential energy is given by:

1 3
W=§///¢(r),o(r)d r

GM2 R
- / (m r_ 1) dr
Rz J, \"R

GM?
=— . 34
R (34)

Hence, ¢ = 1 for an isothermal sphere. Interestingly, this is not much different from
the value of 3/5 for a uniform sphere. This supports our claim that the sensitivity of ¢
on the density profile is weak. For the kinetic energy, we assume that the galaxies are

virialized. Hence, K = —W /2, and therefore the internal energy is given by:
U=k+w=-5" (35)
B 2R
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