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Introduction

In the two-allele case, the formulas for the estimated vari-
ances of allelic frequency p = 1 — ¢ and fixation index (aver-
age inbreeding coefficient) F are known in the specialized
literature of statistical genetics. Besides presenting here an
alternative manner to estimate the variance of both param-
eters, we also derive a very simple approximation for the
estimate of the variance of F. The approximation, with ade-
quate validity, can be applied not only to the two-allele case
but also to the generalized case of any number of alleles
segregating at an autosomal locus.

The variance of F has many practical applications in pop-
ulation genetics. For example, if geneticists are interested in
a precise determination of its value, commonly the param-
eter is estimated from sets of data obtained from the geno-
typic analysis of several independent autosomal loci of the
same population. If the estimates of F for loci 1,2, ...,k are
F 1, I:“z, . Fk, the method of averaging these estimates is
obtained usually by weighing them by the reciprocal of their
corresponding variances:

F=

1

2 )
Our paper deals with the population as specified by formu-
las (2.22) on page 65 of Weir’s monograph (Weir 1996).
The virtue of the resulting approximation for the estimate of
var (F) we provide is a simple formula with adequate valid-
ity for multiple alleles, whereas Weir does leave his reader
with details to be supplied.

Our results are presented below in three different sections:
the first one deals with the case of two alleles, leading natu-
rally to a second section on multiple alleles; a third section
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deals with simulation studies we performed to validate the
approximations derived here.

The special case of two autosomal alleles

The generic population genotype frequencies in relation to
an autosomal biallelic locus can be represented by equations

P (4A4) = p* + pqF,

P(da) =2pg (1 — F),
and

P(aa) = ¢ + pqF,

that represent a special case of Weir’s population formulas
referred to in the previous section, and where p = P(4) is
the frequency of allele 4, ¢ = 1 — p = P(a) the frequency
of its alternative allele @, and F' the fixation index normally
obtained from the formula,
h
F=1--—,
2pq

where 4 is the heterozygous frequency 7 = ]%, NAa the
observed number of heterozygous individuals, and N the total
number of sampled subjects.

Since the expected values corresponding to observed num-
bers NAA, NAa and Naa of individuals 44, Aa and aa,
respectively in a sample with size N and to a fixation index
(average inbreeding coefficient) F' £ 0 are

N(p2 —I—qu),

2Npq (1 = F),

and

N(q2 +qu)
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respectively, the likelihood function in logarithmic form is
given by expression:

L = NAAlog[p*+p (1—p) F]+NAalog[2p (1—p) (1—F)]
+Naalog[(1 —p)* +p(1 —p) F].

Maximum likelihood estimates of both p and F are obtained
from the system {% =0, g—; = 0} and it is not difficult to
determine that these solutions are identical to the estimates

of p and F obtained through the application of intuitive direct

counting methods: p = d + % and F =1 — 2,3(1%,3)'
In the formulas above (and in many equations that fol-
low) symbols like p = 1 — g and F have carets because

they are not unknown population (true) values but esti-
mates of the corresponding parameters from the population,
obtained from simple random sampling of a large popula-
tion with genotype proportions occasionally different from
Hardy—Weinberg ratios.

The determination of the values for the variances of p
and F using iterative numerical procedures such as the usual
generalized Newton—Raphson method is a complicated issue
since it is practically impossible to get convergence to the
estimation points p and F (Weir 1996), but values of var(p)
and var(F), the variances of the estimated values of p and
F can be taken directly from the variance—covariance matrix
obtained by inverting the information matrix of second
derivatives evaluated at estimation points { D, F }:

~ any
var (p) =
apy.azy — djpz.dz
and
A ap
var (F) =
ap.dz; — ajpn.azy
9’L °L 9°L
where ayn = _W’ ap = _W’ ay = —m, and ary =

—gZ—L, with all four second derivatives evaluated at estima-

tion points

. o~ h
p=d+ E
and
F=1- L.
2p (1 —p)
In the case of the variance of the estimated value of p, we
obtain var(p) = M(zl;F), as expected. This formula coin-

cides with the expression obtained by Curie-Cohen (1982)
and other authors (references of the many papers on the vari-
ances of p and F by Cockerham, Weir, and Cockerham and
Weir, in Weir 1996) using different alternative methods.

Since
var (F) a
var ()  axn’
760

we get straightforwardly

A (1 —ﬁ) [2ﬁ(}+2ﬁ(1 — 3p4) —fﬂ(ﬁ—@)z]
var (F) = =
2Npgq

>

(1

a result that is algebraically equivalent to the formulas

derived by Fyfe and Bailey (1951) and Curie-Cohen (1982)
using alternative methods.

In the two-allele case, an approximate value of the vari-

ance of the estimate F can be obtained in a simple and

straightforward way if we treat p, that can be directly cal-

culated from the sample through p = d + %, as an inde-

pendently estimated parameter. Then the variance of Fis
obtained directly from (a)~!, taking form

NAA (1 - p)
[+ (-0 F]
N Naa(l—@)2
o+ (-9 F]

This formula works as well as the one derived in this paper
or other expressions from the literature.

NAa

()

-1

VGF(F) =

2

The generalized case of any number of autosomal
alleles

When the number of alleles (k) segregating at an autoso-
mal locus is larger than two, estimates obtained through intu-
itive counting methods (and that correspond to maximum
likelihood estimates under stringent conditions) are given by

. 2N(aa) + ) N(a,a;)
pi= 2N ’

A

Di=..u 0Dl =..., withifixed and j # i varying from
1 to k, that is ) N(a;a;) in the formula above represents the
total number of heterozygous individuals as to the i allele,

and
_ L2 Mag)
2N (XX ppy)
with i varying from 1 to k and j > 7, that is ) )" N(a;a;) in
the formula above represents the total number of heterozy-
gous individuals as to alleles i and ;.

In spite of being generally impossible to obtain conver-
gence to the values shown above using numerical iterative
procedures and to get the value of the variance of F by means
of variations of Fisher’s variance method (a rigorous argu-
mentation on the subject is presented by Weir on pages 4951
of his 1996 book), numerical values of var(]:") can be
obtained either from large series of computer simulations or
from the inspection of the main diagonal of the variance—
covariance matrix evaluated at estimation points py, ...,
D1, F. The variance of p;i in the multiallelic case can be
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determined independently through the formula (Curie-Cohen
1982; Weir 1996)

var (ﬁz) = r (1 _13213\/(1 +F)

Literal expressions for the variance of the estimated value
of F when the number of alleles is larger than two can be
obtained from the matrix method we used in the previous sec-
tion (two-allele case), but they are however much more com-
plicated; reliable, easily handled approximations should be
preferred instead on practical grounds. Curie-Cohen (1982)
and Robertson and Hill (1984) derived some of them under
stringent statistical assumptions.

The real importance of the approximate formula derived
for the two-allele case, however, stems from the fact that it is
very easy to generalize it for the generic case of any number
of alleles segregating at an autosomal locus. In fact, for the
three-allele case, by treating the estimates py, p, and p3; =
1 - ([31 + 132) as independently estimated parameters, each
obtained by means of the intuitive formula

~ _ 2N(aa) + > N(ajaj)
pi= 2N ’
a b

with i fixed and j # i varying from 1 to k-1, thatis ) " N (a;a;)
in the formula above represents the total number of heterozy-
gous individuals as to the i allele, the corresponding formula
for the variance of F is taken from

(_az_L)_ 1 N@a)(1-p)’

o var(F) [+ (- ]
N(aa) (1-p2)°  N(asas) (1 - ps)’
(24 =p) E] [+ (=) ]
N(aay)  N(aas)  N(axas)

7+ 7+ 2
(S
so that in the k-allele case we have
(28 = ()
Na) (1-p)” | 33 N(aa) 7
[+ (1= 5) fv]z (1- [7)2

c

1

S E)
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Figure 1. Comparison of values of var (F)) corresponding to different combinations of values of p and F. In all cases p varied from 0.05 to
0.95 in intervals of 0.05, F varied from 0.1 to 0.9 in intervals of 0.1, and N = 200 in the cases of two alleles (graphs a,b,c) and three alleles

(graphs d,e,f).
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where N (a;a;) indicates the observed number of homozy-
gous individuals as to allele a; and N (a;a;) (with j > i) the
observed number of heterozygous individuals as to both alle-
les a; and ;. This formula is valid for any value of & > 2,
i.e. the case £k = 2 (equation 2) is just a special case of
equation 3.

Computer simulations

We also obtained values of var (F) using computer simulation
methods, in which we proceeded as follows: from a relatively
large number of sets of known values of F and allele fre-
quencies {pi, p2, ...}, we determined the quantities {p;; =
piF+pi(1=F), pn = 2pipa(1 = F), ...}, that were
used to generate, through computer bootstrap simulations
with replacement, for each combination of {p, pa, ..., F},
200 genotypes {aja; ,ajaz,...}; from the genotype and
allele frequencies estimated from each set of 200 genotypes
so generated, we calculated the value of the fixation index
F. The process was repeated 1000 times for each combi-
nation {pj, p2, ..., I}, and from the set of 1000 values
of F so obtained we determined the value of var (F) after

2 2
% - (%) . The values

of var (F) obtained with different combinations of {p;, p»,
..., F} could then be compared with the values calculated
using the matrix method (detailed for the 2-allele case) or
their corresponding approximations given by generalized
equation 3.

the usual formula var (F) =

RE

0.0

The results we got when the values obtained (in the cases
of two to six alleles) with either the simulation or the matrix
method were compared to the values obtained with the
approximation given by equation 3 were virtually the same
beyond any reasonable doubt, as the graphs of figure 1 show
for the cases of two or three alleles.

Taking into account the facts presented above, we stud-
ied, in the 2-allele case, the behaviour of the relative error,
defined as i = vl , where v| and v, are respectively corre-
sponding Valuesl of var (F) with same p and F obtained using
equations 1 and 2. Extensive numerical analysis of the rela-
tive error showed that it is on average a bit large (its max-
imum value is around 11%) only when F' has intermediate
values (near 0.5) and the frequencies of the two alleles are
very uneven. For other combinations of p and F' the relative
error is small, generally much less than 10%. For extreme
F values (near 0 or 1) the relative error is very small (less
than 2%) for any combination of allele frequencies and prac-
tically negligible when the allelic frequencies are approxi-
mately equal. The surface graph of figure 2, corresponding
to the situation above discussed of two alleles and to a pop-
ulation size of N = 200, shows this in a straight forward
manner. When the number of alleles was larger than two,
the corresponding analyses were performed directly using
the results shown by graphs as in figure 1 and the larger
deviations from the diagonal line occurred exactly in the
situations described for the case of two alleles, i.e. when
F had intermediate values and allele frequencies were very
uneven.

Figure 2. Relative error (RE) of var (F) values obtained using equations 1 and 2 in relation to all possible combinations

[vi — 2|

of p and F for the case of two alleles. RE =
Vi
using equations 1 and 2, respectively.

762

, where v| and v, are corresponding values of var (F) obtained
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