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Unlike English, Tamil does not have sufficient volume
of text corpus to build a reliable language model. In
this work, domain independent language model has
been built with 500 Tamil documents. To improve the
language model, adaptation with translation lexicons
in Tamil generated from English using cross-lingual
latent semantic analysis (CLSA) has been employed.
Since Tamil is an agglutinative language, usage of sur-
face word forms in CLSA will not yield better transla-
tion accuracy. Lexical gap between English and Tamil
words has been reduced by the proposed partial mor-
phological analysis in Tamil. This has improved the
translation accuracy. Experiments have been conduc-
ted with direct and topic-specific model adaptations to
improve the domain independent model. Significant
improvements have been obtained in terms of perple-
xity and word error rate.

Keywords: Adaptation, cross-lingual latent semantic
analysis, document aligned corpora, language model,
Tamil language.

LANGUAGE model is the probability distribution over a
sequence of strings. It is gaining momentum in the field
of natural language processing (NLP). Applications like
speech recognition, machine translation, optical character
recognition, hand-written character recognition, spelling
correction, document classification and information retri-
eval need better language models'. A language model is
the mechanism which assists in generating output sen-
tences from the sequence of words generated by any NLP
application. Some examples include n-gram language
model, distance-based language model and class-based
language model®.

The output of any NLP application is the optimal
sequence of words which are available in the dictionary.
This can be achieved by means of a language model. Pure
grammar-driven models strictly restrict the sequence of
words and more computational efforts are needed to make
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the system recognize the sequence. Grammar-based
methods focus on syntax with a long distance relationship
among words, manifested in parse trees which are widely
used for small vocabulary tasks. Statistical methods are
primarily data driven. The frequencies of patterns as they
occur in any training corpora are recorded as the probability
distributions. These methods, with n-gram or trigram
approach, mainly focus on short distance relationship
among words in sentences which depend on a large training
set and they are suitable to model large vocabulary tasks.

A language model needs a large volume of training
corpus for coverage, accuracy and robustness. Languages
like English and French have sufficient resources like
speech and text corpora. But, the development and
improvement of language model in Tamil is challenging
due to two major factors like resource deficiency and
morphological richness. Tamil is highly resource defi-
cient in terms of preprocessed text corpora and it has
longer morphological inflections in its words. Hence,
development and improvement of a language model with
surface level word forms become less efficient even for a
corpus of reasonable size due to the uniqueness of words.
In fact, they involve many issues.

Issues in development of language model in
Tamil language

To begin with, two major issues in the development of
language model in Tamil are resource deficiency, in
terms of preprocessed text corpora, and probability
sparseness. Resource deficiency does not allow a lan-
guage model to provide greater coverage, accuracy and
robustness in an application. Probability sparseness refers
to the poor probability value of a word due to longer
agglutination (combination of many morphemes). For a
root word, there may be many word forms with different
affixes. The probability value of a root word gets diffused
among its inflectional word forms. When surface forms
of Tamil words are used in statistical language modelling,
poor probability values are obtained for content words
even as a large volume of corpus is used to train the
model.
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Issues in improvement of language model in
Tamil language

Improvement of language model in Chinese was success-
fully carried out through adaptation with translation lexi-
cons in Chinese, generated from English. Translation
lexicons in Chinese were obtained through machine trans-
lation with English—-Chinese sentence aligned corpora’
and cross-lingual latent semantic analysis (CLSA) with
English-Chinese document aligned corpora®’. A lan-
guage model adaptation in domain independent Chinese
language model was done with direct and topic specific
models adaptations. English was preferred due to its rich-
ness in resources, tools and techniques™®.

Similarly, a language model in Tamil can be created
with the available corpus and it needs to be continuously
adapted with translation lexicons in Tamil, generated
from English through machine translation or CLSA for its
improvement. Yet, the translation accuracy will be poor due
to a lexical gap between Tamil and English words. CIIL
has provided Tamil corpus with 761 documents, out of
which 500 documents (all sentences in 490 documents
and 85% of sentences from 10 documents) with 1.6 million
words have been selected. From the remaining 15% of
sentences of 10 documents, 10% sentences are used for
adaptation and 5% sentences are used for testing in the
experiments. Through manual translation, a document
aligned English corpus, for the same 500 documents has
been created. It contains 2.5 million words. In this English—
Tamil CIIL document aligned corpora, there are 87,851
and 503,567 unique words in English and Tamil respecti-
vely. This large difference in the number of unique words is
due to morphological inflections of Tamil. It leads to inac-
curacy for both machine translation and CLSA methods.

Need for partial morphological analysis

A methodology is needed to bridge the gap between
Tamil and English vocabularies and to overcome the
probability sparseness of inflected content words of
Tamil. These problems are addressed by the application
of the proposed partial morphology in Tamil documents
before using them in CLSA. In this article, the aforesaid
issues are addressed in the development and improvement
of language models in Tamil. In order to improve the per-
formance of language models, various experiments are
conducted with direct and topic specific model adapta-
tions. The performance is evaluated in terms of perplexity
using Carnegie Mellon University Statistical Language
Modeling (CMU SLM) toolkit and word error rate (WER)
using in-house automatic speech recognizer (ASR).

Background

Adaptation techniques need unigram probabilities of lexi-
cons to improve a baseline n-gram model. For creating
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lexicons directly, the machine translation can be emplo-
yed using sentence aligned corpora’. But sentence aligned
corpora are rarely available. This is a constraint for re-
source deficient languages. Latent semantic analysis
(LSA) is a technique used to capture inherent relationship
between term to term (word to word), term to document
and document to document®. It is based on a mathemati-
cal technique called singular value decomposition (SVD)
which finds relations in the low-dimensional space with
similarity scores. This similarity can be measured by
techniques like Spearman correlation ranking and cosine
similarity. In the experiment, cosine similarity is used
due to its shorter running time than Spearman correlation
ranking. The inherent relationship between words in
resource rich and deficient languages is to be identified at
the document level® since document aligned or story spe-
cific corpora are easily available from various sources
like television news, newspaper articles, magazines and
websites. CLSA can be employed for this purpose.
Adaptation with translation probabilities enables greater
improvement to a language model in terms of perplexity
and reduction in WER in applications like speech recog-
nition and machine translation.

Singular value decomposition

SVD is a powerful mathematical technique'® which fac-
torizes any m X n matrix into three matrices U, S and V as
shown in eq. (1).

T
Asin = U XS pn X Vi (D

Here, A,y , is term by document frequency matrix, where
each document contains a source text and its equivalent
text in target language, m the total unique words in both
languages and » the total number of documents, U, a
matrix consisting of columns with eigenvectors of AAT,
S,ux» @ diagonal matrix consisting of square root of ei-
genvalues of AAT or ATA, V., a matrix consisting of
columns with eigenvectors of ATA.

In any language, functional words are well known and
identified very easily by automated methods since they
occur more frequently across all documents. However,
content words occur more frequently in relevant docu-
ments and less frequently in other documents. When a
term by document matrix A, , is created, a clear distinc-
tion should be made between functional and content
words by using weights''. Entries in matrix A, are
term by document frequencies, with weighted values Wy
as shown in eq. (2).

n
Wy =T x1og, ) )

where T is the ith term’s frequency in document 7, # the
total number of documents and n(¢;) the number of docu-
ments with occurrences of term /.
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Reducing LSA space

To simplify computation, dimensions of factored matrices
can be reduced' to . Then eq. (1) becomes

A T
Axn = Upier XSy X V. 3)

Dimensionality reduction adds strength to computation
process by making similar terms to more similar and dis-

similar terms to more dissimilar °. Matrix A, and its
. . T .
associated factored matrices U,,,. S,y Vo, Will serve

as trained models to generate translation lexicons for
terms in test cases which will be used for language model
adaptation.

Nature of Tamil language

The grammar of Tamil is agglutinative in nature. Suffixes
are used to mark class, number and cases attached to a
noun. Words consist of a lexical root to which one or
more affixes are attached. Most of the affixes are suffixes
which can be derivational or inflectional. The length and
extent of agglutination are longer which result in longer
words with a large number of suffixes. For example, a
Tamil word can contain a stem with one prefix and seven
suffixes at the maximum. Some of the other issues are
morpho-phonology (sandhi) rules, complex noun and
verbal patterns, and out of vocabulary rate due to inflec-
tions. Poetic forms are more complex than prose forms.

In Tamil, nouns are classified into rational and irra-
tional forms. Humans come under rational form whereas
all other nouns are classified as irrational. Rational nouns
and pronouns belong to one of the three classes: mascu-
line singular, feminine singular and rational plural.
Irrational nouns belong to one of the two classes: irra-
tional singular and irrational plural. Morphological
inflections on nouns include gender and number. Suffixes
are used to perform functions of cases or postpositions
with nouns like ablative, accusative, benefactive, clitics,
dative, genitive, instrumental, locative, oblique, selective
and sociative'®. Verbs are also inflected through various
suffixes which indicate person, number, gender, mood,
tense, honorific and voice'®. Some other forms of verbs
are transitive, intransitive, causative, infinitive, impera-
tive and reportive. Adjective comes along with tense
or negative participles. Prepositions take direct and
noun inflected forms. Other parts of speech take simpler
forms.

Tamil is consistently head-final language. Verb comes
at the end of the clause with a typical word order of sub-
ject object verb (SOV). However, Tamil allows word
order to be changed, making it a relatively word order
free language. Other features are plural for honorific
noun, frequent echo words, and null subject feature, i.e.
some sentences do not have subject, verb and object.
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Significance of CLSA and partial morphological
analysis

Resource deficiency is resolved by means of generating
translated lexicons in Tamil from English documents
using a less expensive CLSA technique. Probability
sparseness can be reduced by using Tamil documents in
LSA space in which words are processed by partial mor-
phological analysis. CLSA needs a trained and reduced
LSA space as a base for the generation of lexicons from
English and classification of documents with respect to
topics or domains. Partial morphological analysis in
Tamil is essential to provide better mapping, avoid
sparseness in the similarity score between English and
Tamil in the reduced LSA space, and improve the pro-
bability of the words based on the lexical root.

Partial morphological analysis

Morphological analysis is the process of segmenting a
given word into a stem and its affixes. The following
preprocesses in terms of partial morphology are needed to
minimize the gap in mapping of Tamil and English words.

a. Case endings are to be separated in noun inflected
words. The stem and suffixes are to be used sepa-
rately. For example

31616 &HG (to him) — 66T + &S
@Cwiaeunev (by Jesus) — @G + ) 60.

b. Other than tense suffix, remaining verbal suffixes are
to be removed in verbal inflections. Partial stem
attached with present or past tense suffix is used in
CLSA. For the future tense verb, stem and tense suffix
are separately used. For example

UM&SNMeot (saw) — LIMMS
(Verb inflected with third person, singular, male, simple
past tense)

UM SIen (saw) — LTS
(Verb inflected with third person, singular, female,
simple past tense)

Q& WS MMe (does) — QEFWISHMI
(Verb inflected with third person, singular, male, simple
present tense)

QEWHMMTSH6N (do) — Cl& WSHImI
(Verb inflected with third person, plural, neutral, simple
present tense)

ummiumest (will see) — UMA + U
(Verb inflected with third person, singular, male, simple
future tense)
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UMM @ (will see) — UMM+ L
(Verb inflected with third person, singular, neutral,
simple future tense)

Q& Weumedt (will do) — Q&L + 6l
(Verb inflected with third person, singular, male, simple
future tense)

c. Verb groups are to be separated and used to map con-
tinuous and perfect tenses. For example,

Q& W GIQST6BvILG. (b [h&HT6dT (was doing) —

Q&) + Q&HTEING. (1 [H& T 60T

(Verb inflected with third person, singular, male, past
continuous tense)

Q&wigieNLLmeot (has done) > &G +

el Lmedr

(Verb inflected with third person, singular, male, pre-
sent perfect tense)

d. Prefixes which represent determiners are also to be
separated. Prefix and stem are used for mapping. For
example,

SIHSLIMULIEH (the boy) — SilhG + LILIGHT
SlUUSHSHLD (the page) — S + UHSHLO

e. Sandhi markers (&, &, &, LI) are to be removed from
the words. Words without sandhi markers are used for
the mapping.

In-depth morphological analysis in Tamil is not necessary
for this CLSA. After partial morphology, the number of
unique words in Tamil corpus is reduced to 238,534
words. This reduces the gap between English and Tamil
words significantly. Here, preprocessed Tamil corpus by
partial morphology is employed for CLSA.

Development and improvement of language
models

A domain independent language model in Tamil is created
with available documents. It serves as a common model
for multiple domains. Topic specific language models in
Tamil are also created and used for domain-specific appli-
cations. In order to improve domain independent and
topic specific models in Tamil, lexicon generation from
English, document -classification and adaptation are
essential. After building the reduced LSA space, lexicons
and their probabilities in Tamil are generated from new
English documents projected in the reduced LSA space.
Translation probabilities can be adapted to the domain
independent language model directly or topic-specific
models which in turn adapted to the domain independent
model. Adaptation to topic-specific models needs classi-
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fication of documents or identification of topics through
the same LSA space.

Improvement of language model with direct
adaptation

An initial domain independent model can be developed
with any text corpus of available size. This language
model can be continuously adapted to improve its perform-
ance from English. In this section, the language model
adaptation by interpolation with translation lexicon pro-
babilities in Tamil from English using CLSA is proposed.

Training of LSA space: English—-Tamil document
aligned corpora are used for training LSA space. Unique
words in both languages for the entire corpora are to be
created. Term by document frequency matrix is prepared
with terms in rows and documents in columns after find-
ing frequencies of each and every term in the respective
documents. To emphasize the content words, the weight
factor has to be multiplied with frequency values. This
reduces frequency values of functional words and
improves the same for content words. Direct mapping can
be done for functional words in English—Tamil functional
word dictionary since functional words are in closed set
and they uniformly occur in all documents.

Let A,,»x, be the term by document frequency matrix
which is decomposed into three matrices, namely U,y ,
Simxn and VnTxn using SVD as shown eq. (1). For reduc-
ing the LSA space and minimizing the calculations,
dimensionality reduction is applied by choosing the value
r as shown in eq. (3).

Projection of source text in the reduced LSA space:
LSA space is sufficiently trained with bilingual docu-
ments. To generate new translation lexicons and prob-
abilities, p number of source documents is taken and
matrix W is created with weighted frequency values of
source words S; and O for target words.

511 51,2 S1,p
$2.1 $2.2 S2.p
W — Sse,1 ssc,2 ssc,p
0 0 0
0 0 0
0 0 0

From W , S and V matrices, U matrix has to be computed
for finding target translation lexicons of the projected
source terms as shown in eq. (4):
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X —1
Uy = Wiy XV XS )

m FXr:

Measurement of similarity between source and target
terms: From U, , matrix, the cosine similarity values
are calculated between source and target terms using the
expression shown in eq. (5).

)

Similarity value = cosf = ———
[A]- [

Here, A and B are the row vectors of source and target
terms. From similarity values and their related source
terms, correctness is ensured manually for each and every
target term and similarity values are used for calculating
translation probability using the expression shown in eq.

(6).

Sim(t,s)”

> Sim(t,5)”

ter

Fersa(t]s) = ., where y>> 1. 6)

Here ¢ and s are terms in target and source languages and
¥ the power factor which can take a value from 1 to 7. It
is seen that power factor improves the perplexity'”.

Language model adaptation: Unigram probabilities ob-
tained from CLSA will be linearly interpolated for terms
whose correctness has been ensured. For terms which
have the same partial stem, the same probability value
will be used for interpolation. Through this, probabilities
of morphologically related content words will be boosted
due to partial morphology. Language model adaptation by
linear interpolation is done by using the formula shown in

eq. (7).

Pevsa-mrereoratep (U 11— -5 )
= AP crsa-tnigram Ty |S) + (A=A P T | Ty, T 5. (7)

Here, 7} and S; are target and its equivalent source term.
Optimal interpolation weight A is obtained by dividing
the probability stream into training and testing set'®. This
improves the probability of content words in the domain
independent model.

Improvement of domain independent model with
topic-specific models

The adaptation of unigram probabilities obtained through
CLSA directly to domain independent language model
yields only meagre improvement to content words. To
further boost the probabilities of content words in various
topics, translation lexicon probabilities obtained in vari-
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ous topics can be adapted to topic specific models respec-
tively after identification of topics. Later, the domain
independent model can be adapted with topic specific
models through interpolation. This will further improve
the probabilities of contents words in the domain inde-
pendent model.

Development of domain independent and topic-specific
models: Initially, the domain independent model is
developed as a base model with available documents in
the corpus like CIIL corpus. Multiple topic specific models
with their respective topic-oriented documents are deve-
loped. Topic specific models provide a higher accuracy
for their respective domain based NLP applications. Do-
main independent model enables NLP applications hav-
ing a broad scope across multiple domains. This model
will evolve as a vocabulary independent model with
greater coverage, accuracy and robustness.

Improvement of topic-specific and domain independent
models: Further adaptations are needed to improve topic
specific and domain independent models. Obtaining do-
main information or classifying documents pertaining to a
domain is normally very difficult. Automation is needed
for classification of documents and also for generation
and improvement of topic specific models. However,
improvement of the domain independent model through
direct adaptation with new documents will not yield high
probabilities to content words because they are related
to topics. Therefore, topic specific models have to be
adapted with new documents after the identification of
topics through techniques like LSA'” for the same lan-
guage and CLSA'? for the other language. This will
improve the probabilities of content words in their res-
pective domains. After making sufficient improvement in
topic specific models, adaptation by interpolation can be
employed with the domain independent model.

Topic identification of test documents: New W, .,
matrix is created with weighted frequency values of
trained » documents and additional p test documents with
source terms S, ; up to the total number of source terms sc

and O assigned to target terms.

S 812 - St Sipl Sip2 Sntp

21 %22 SHn ou S2pg2 SHntp

W: Ssc,l Ssc,Z s Ssc,n Ssc,n+1 Ssc,n+2 - Ssc,n+p
0 0 ... 0 0 0o ... 0
0 0 ... 0 0 0o ... 0
0 0 ... 0 0 0o ... 0
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In order to identify the topic of test documents, er(n +p)

matrix is calculated using matrices, S;Xlr, Urxm and
me(nﬂ,) as shown in eq. (8):
1
Vr><(n+p) =S, X U XW mx(n+p)- ®)

Measurement of szmllarlly between test documents and
topics: From matrix V (- p)> cosine similarity values
are calculated between test documents and topic-based
trained documents, using the expression shown in eq. (5).
Here A, B are column vectors of test document and topic-
based trained documents respectively. From similarity
values, topics of p test documents are identified.

Adaptation in topic-specific language models: Unigram
probabilities of a test document, obtained from CLSA
whose correctness has been ensured will be linearly
interpolated in the respective topic-specific model after
identification of topics. In this experiment, 10 topic-
specific models are created. Language model adaptation
by linear interpolation'® is done using the formula shown
in eq. (7). Here, T} and S; are target and its equivalent
source term. This improves the probabilities of content
words in topic specific models.

Adaptation in domain independent model: After suffi-
cient adaptations of topic-specific models, the domain
independent model has to be adapted with the topic-
specific models through interpolation technique'® as
shown in eq. (9):

A Domain-Ind-Adapted = A X Phomain-Ind

+ Z j’z‘ ><PTopic—i > ©)
i=2to N

where 7 is the topic index varying from 2 to 11 (10 topics).
This domain independent model will have greater cover-
age, accuracy and robustness.

Experiments

In the experiments, an initial domain independent model
is developed using CMU SLM toolkit with 500 CIIL
Tamil documents (all sentences in 490 documents and
85% of sentences from 10 documents) which contain
1,627,150 words. Ten per cent sentences of 10 documents
are used for two stages of adaptation each with five docu-
ments. Five per cent sentences of those 10 documents are
used for testing perplexity values in topic-specific
models. Another test set which comprises 607 sentences
(4042 words) is used for the calculation of perplexity in
the domain independent language model before and after
adaptations. An in-house partial morphological analyser
has been built with an accuracy of 93% and used for
segmenting Tamil words to map with English words.
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Creation of reduced LSA space

By using document aligned corpora with the same 500
documents in Tamil and their equivalent in-house trans-
lated 500 English documents which contain 2,491,765
words, reduced LSA space is created using CLSA. The
document aligned corpora contain 87,851 unique words
in English and 503,567 unique words in Tamil. After par-
tial morphology, the total words in Tamil documents are
increased to 2,430,034 words and their unique words are
reduced to 238,534 words. This reduces the gap between
English and Tamil words in LSA space and improves
translation accuracy. Term by document matrix
Asosagsysoo 18 created (87,851 + 238,534 = 326,385 terms
and 500 documents) with weighting factor. Dimensiona-
lity reduction is done with » value as 100 and Usssagsxioo,
S100x100 VIT(;OXSOO matrices are created as reduced LSA
space.

Direct adaptation in domain independent model

Adaptation is done in two stages. In the first stage, five
additional documents with 2587 words in English (1582
unique words) are taken and Wi,4i4s,5s matrix is created
with weighted frequency values for English terms and 0
for Tamil terms. From the matrices Wiyeagses:  Stonx100
and Vi, U matrix is obtained using eq. (4). Using co-
sine similarity for all unique English terms occurring in
projected documents, equivalent Tamil terms and their
similarity values are obtained and correctness is ensured
manually. From similarity values, translation probabili-
ties are calculated and interpolated in the domain inde-
pendent model. In the second stage, another adaptation is
done with another five documents which contain 2905
words (1751 unique words). The details are shown in
Table 1.

Adaptation in domain independent model with
topic-specific models

For development, adaptation and testing of topic-specific
models, 85%, 10% and 5% sentences from those 10
documents are used respectively and 10 topic-specific
models are created. Using 10 documents created with
10% sentences of selected topics which have to be used
for adaptation, Wiy, mMatrix is created with
weighted English term frequencies and O for Tamil term
frequencies. From Wiygesio,  Siomaco ad Vi
matrices, Usjggsgoo matrix is obtained using eq. (4).
Using cosine similarity, for all unique English terms oc-
curring in projected 10 documents, equivalent Tamil
terms and their similarity values are obtained and cor-
rectness is ensured manually. From similarity values,
Tamil lexicon probabilities are obtained and stored as
probability streams.
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Table 1. Details of CLSA and adaptations
Details CLSA First adaptation Second adaptation
Corpora CIIL English—Tamil document aligned Corpora English corpus English corpus
No. of documents 500 5 5

No. of words 2,491,765 (English)

1,627,150 (Tamil)

2,430,034 (Tamil — after partial morphology)

No. of unique words 87,851 (English)

503,567 (Tamil)

238,534 (Tamil — after partial morphology)

Translation accuracy NA

2587 2905
1582 1751
70% 72%

NA, Not applicable.

Table 2.

Results of domain independent model with direct adaptations

Details Domain independent model

First adaptation Second adaptation

No. of documents 500 (Tamil)

5 (English) 5 (English)

No. of words 1,627,150 (Tamil) 2587 (English) 2905 (English)
Sentences in test case 607 (12 documents)
Words in test case 4042
Perplexity 121.71 119.94 118.04
Word error rate 7.94% 7.89% 7.86%
Table 3. Details of topic-specific models and their perplexity values
Training Adaptation Testing Perplexity
Topic no.  Total sentences Sentences Words Sentences Words Sentences Words Initial After adaptation
1 496 422 4028 50 474 24 214 772.94 756.422
2 505 429 4173 51 516 25 217 899.90 799.142
3 659 561 4234 66 615 32 283 963.10 925.888
4 522 442 4143 52 515 28 279 628.42 496.372
5 506 430 4153 51 524 25 236 989.50 889.696
6 527 448 4069 53 423 26 224 1051.35 732.024
7 563 476 4107 56 420 31 249 1007.61 693.108
8 571 485 3783 57 473 29 209 688.80 682.014
9 537 457 4076 54 439 26 202 783.80 727.538
10 565 480 3682 57 489 28 197 481.47 450.774

For topic identification, a new Wi,ees. 5o Mmatrix is
created using the same 500 documents and 10 documents
which contain 10% of sentences of selected topics, with
weighted English term frequencies and 0 for Tamil term
frequencies. From Wipgssesior Siooxioo 414 Uspgsssaaoo
matrices, Vb5, Matrix is obtained using eq. (8). Using
cosine similarity, topics are identified for the selected 10
documents. After topic identification, probability streams
obtained from Us,qies.0, Mmatrix are adapted into their
respective topic-specific models. Finally, the domain in-
dependent model i1s adapted with topic-specific models.

Results

After each direct adaptation in domain independent lan-
guage model, perplexity of the language model has been
tested with the same test set. This language model has

928

been used in in-house ASR and WER is obtained in both
stages. The results are summarized in Table 2.

Ten topic-specific models have been created with 85%
sentences from 10 documents and perplexity values are
obtained with test sets which contain 5% sentences from
the same documents. After adaptation with 10% sen-
tences from the same documents, perplexity values are
obtained using the same test sets. The details are listed in
Table 3. It may be seen that reasonable improvements
have been obtained after adaptations.

Similarly, perplexity of the domain independent model
is calculated before and after adaptation through topic-
specific models. This has resulted in significant
improvement of domain independent model. This domain
independent model has been used in ASR and WER is
obtained before and after adaptation. The results are
shown in Table 4.
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Table 4. Results of domain independent model adapted with topic-
specific models

Details Perplexity WER in ASR
Before adaptation 121.71 7.94
After adaptation 115.56 7.81

Conclusion and future direction

Resource deficiency in Tamil has been overcome through
CLSA and adaptation. Probability sparseness of content
words has also been overcome by applying partial mor-
phology. The results show significant improvement in
perplexity and WER obtained before and after direct
adaptation with baseline model. The probabilities of con-
tent words have been further boosted by adaptation of
domain independent model with topic-specific models
rather than by direct adaptation.

Both the approaches adapt unigram translation prob-
abilities. In the future, similarity in phrasal or chunking
structures can be studied. The noun with cases in Tamil is
equivalent to the noun with prepositions in English. Verb
groups in Tamil are equivalent to verb and its auxiliaries
in English. Prefix with noun in Tamil is equivalent to
determiner with noun in English. Similar chunks or
phrases can be identified. These cases may be treated as
single or separate entities in English and Tamil. Without
partial morphology, CLSA approach may be applied to
study N-gram possibilities in English documents and
higher order adaptations may be done with bigram and
trigram probabilities in Tamil trigram model. For the
topic-specific models, more and more documents related
to trained documents can be projected into reduced CLSA
space'®, For totally diverse documents, CLSA space can
be broadened to encompass many more topics and words.
Similarly, the alignment model can be modified to
accommodate similarities between English and Tamil
phrases.
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