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Abstract Folding of nascent chains resembles the decoding of 
spoken language in that information is emitted as a unidirec- 
tional, one-dimensional string of elements, with higher structures 
and long-distance interactions emerging with time. Applying a 
'pseudolinguistic' analysis of structure to a set of all 36 possible 
six-stranded antiparallel ~-sandwich topologies reveals new order 
principles and reduces the complexity of this family significantly. 
The simple connectivity diagrams ('linguistic trees') proposed 
here allow predictions of the speed and cooperativity of ~sheet 
folding and help understanding the cotranslational folding from 
the N-terminus. 
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I. Introduction 

Proteins are synthesized on the ribosome from the N-termi- 
nus. There is now a widespread consensus that the nascent 
chain can fold while it is still bound to the ribosome [1-3]. 
This implies that, unlike in the classical in vitro refolding 
experiment starting from the completely unfolded full-length 
chain, folding in vivo may well be a sequential process, with 
new pieces of information being added during the process. 
Often, essential structural elements may not occur until late 
in the sequence so that the folding process has to 'wait for the 
clue' and hence appears to be highly cooperative. 

In this way, deciphering 'the second half of the genetic 
code' seems closely related to the decoding of spoken lan- 
guage. In speech, as in protein biosynthesis, a linear string 
of information emerges with time which slowly builds up to 
complex structures (phrases, clauses, sentences). However, im- 
portant parts of these higher order structures may emerge late 
in the sentence, hence requiring listeners to keep unmatched 
words or phrases in the back of their minds until a match 
turns up and the whole finally takes on meaning. 'Solving 
the folding problem' would correspond to describing the gen- 
erative grammar of protein sequences. By definition, a gen- 
erative grammar provides the rules to produce all the 'gram- 
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of a-strand in space). 
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matical' strings (i.e. the protein sequences which form a fold) 
and no ungrammatical ones. 

2. 'Bottom up' vs. 'top down' description of protein folds 

In the early days of sequence and structure analysis, pro- 
teins were indeed represented as linear sequences, e.g. as a 
string of beads with the amino acids written in the circles. 
However, since ribbon diagrams (derived from the hundreds 
of high resolution structures) allow convenient inspection of 
secondary and tertiary structure, the linear sequence diagrams 
have fallen out of fashion and connectivity is analysed from 
the tertiary structure backwards. One tends to look at the 
structure cartoon, label the strands according to their three- 
dimensional array, and then think of the loops as their con- 
necting pieces. However, if one wants to understand nascent 
chain folding, one should start from the N-terminus of the 
linear sequence and analyse (in a 'bottom up' approach) how 
individual pieces of the sequence interact to form secondary 
and tertiary structures. In order to facilitate this type of ana- 
lysis, we have developed a set of tree-like symbols inspired by 
the linguistic analysis of sentence structures (Fig. lb). 

There are two ways of representation for the sequence/ 
structure relationship of a protein. For the 'sequence-based' 
representation needed for our kind of analysis, we start by 
drawing the sequence of tendamistat as a linear chain of six 
~-strands numbered 1...6. Then we connect the sheet forming 
strands with shallow U-shaped arcs if they are next neigh- 
bours in the sequence, and with deeper ones, if they are 
further apart. This results in two 'trees', one for each 13-sheet, 
the equivalents of two phrases consisting of three words each 
in the linguistic analysis of a sentence. If we now look at the 
spatial sites A...F (capital letters refer to the location of a [~- 
strand in the spatial array as in Fig. la and in [4]) and note 
down which of the [~-strands 1...6 fill them, we arrive at 1-2-5 
(front sheet) 4-3-6 (back sheet). 

In contrast, the commonly used space-based description 
would trace the chain through the array A...F and note the 
order in which the positions are visited. In the case of tenda- 
mistat this description reads ABEDCF. Each space-based de- 
scription XlX2X3X4X5X 6 of a topology can unambiguously 
be translated into a sequence-based description nA-nB-nc nD- 

/ '/E-/'/F. 
There is a homologous structure symmetry-related to ten- 

damistat, which is not found in any protein: CBEFAD [4]. In 
three-dimensional representations, the CBEFAD topology is 
the mirror-image of the ABEDCF structure. It translates to 
5-2-1 6-3-4 and can be described by the same set of linguistic 
trees as 1-2-5 4-3-6, namely the one shown in Fig. lb. A 
second pair of mirror-images (ABEFCD and CBEDAF, Fig. 
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lc) also relates to the linguistic tree in Fig. lb, but these, too, 
have not  yet been observed in known protein structures [4]. 

3. The syntax of antiparallel 15-sandwiches 

Applying this analysis to the whole set of  36 possible struc- 
tures with the antiparallel 2 x 3 I]-sandwich topology [4], we 
obtained nine different linguistic trees (Fig. 2), each account- 

a) 

b) 

ABEDCF (Tendamistat) 

i I i 
ABEDCF -> 1-2-5 4-3-6 

CBEFAD -> 5-2-1 6-3-4 CBEDAF -> 5-2-1 4-3-6 ABEFCD -> 1-2-5 6-3-4 

Fig. 1. Space- and sequence-based descriptions of the B-sheet topol- 
ogy of tendamistat. (a) Space-based model of the antiparallel beta- 
sandwich structure as used by Woolfson et al. The positions of [~- 
strands in the 3D space are named A...F. By following the trace of 
the polypeptide chain through this fixed spatial array of 2 x 3 ~- 
strands and noting down the letter one encounters, one arrives at 
the description ABEDCF for the topology of tendamistat. Note 
that the array has a horizontal two-fold symmetry axis relating A 
to F, B to E, and C to D. Hence, the above description is equiva- 
lent to FEBCDA. (b) Sequence-based description with 'linguistic 
tree'. Here the 13-strands are labeled 1...6 according to their location 
in the amino acid sequence and then grouped according to the 
three-dimensional structure. For Tendamistat this results in the de- 
scription 1-2-5 4-3-6, where the first triplet corresponds to the 13- 
sheet ABC in (a) and the second triplet to the DEF sheet. However, 
the above-mentioned symmetry of the topology means that the tri- 
plets can be swapped to yield the equivalent description 4-3-6 1-2-5. 
In order to visualize the ~-sheet interactions between the strands in 
the sequence diagram, we connect the corresponding strands with 
tree-like diagrams, where the branching is deeper when the interact- 
ing strands are farther apart in the sequence. (c) Further theoretical 
topologies which also relate to the linguistic tree in (b). 5-2-1 6-3-4 
is a mirror-image of 1-2-5 4-3-6 (vertical plane through B and E); 
5-2-1 4-3-6 and 1-2-5 6-3-4 are a second pair of mirror-images fit- 
ting this tree. They can be derived from 1-2-5 4-3-6 by mirroring 
one of the sheets at a time. In the sequence-based description, mir- 
ror-images are easily identified as they present mirrored copies of 
the triplets. 

L U L L I  

1-2-3 6-5-4 (ABCFED) 
[concanavalin A] 
3-2-1 4-5-6 (CBADEF) 
1-2-3 4-5-6 (ABCDEF) 
3-2-1 6-5-4 (CBA FED) 

%.. 
1-2-5 4-3-6 (ABEDCF) 
[tendamistat] 
5-2-1 6-3-4 (CBEFAD) 
1-2-5 6-3-4 (ABEFCD) 
5-2-1 4-3-6 (CBEDAF) 

3-4-1 6-5-2 (CFABED) 
[IgG CH domain] 
1-4-3 2-5-6 (ADCBEF) 
1-4-3 6-5-2 (AFCBED) 
3-4-1 2-5-6 (CDABEF) 

1-4-5 2-3-6 (ADEBCF) 
5-4-1 6-3-2 (CFEBAD) 
1-4-5 6-3-2 (AFEBCD) 
5-4-1 2-3-6 (CDEBAF) 

~JLU I 

2-1-6 5-4-3 (BAFEDC) 
6-1-2 3-4-5 (BCDEFA) 
2-1-6 3-4-5 (BADEFC) 
6-1-2 5-4-3 (BCFEDA) 

1 
5-6-1 2-3-4 (CDEFAB) 
[IgG VH domain] 
1-6-5 4-3-2 (AFEDCB) 
5-6-1 4-3-2 (CFEDAB) 
1-6-5 2-3-4 (ADEFCB) 

2-1-4 3-6-5 (BADCFE) 
4-1-2 5-6-3 (BCFADE) 
4-1-2 3-5-5 (BCDAFE) 
2-1-4 5-6-3 (BAFCDE) 

r - . ~ l  
6-1.4 3.2.5 (BEDCFA) 
[STNV (subdomain)] 
4-1-6 5-2-3 {BEFADC) 
4-1-6 3-2-5 (BEDAFC) 
6-1-4 5-2-3 (BEFCDA) 

3-6-1 2-5-4 (CDAFEB) 
[TBSV, P domain] 
1-6-3 4-5-2 (AFCDEB) 
3-6-1 4-5-2 (CFADEB) 
1-6-3 2-5-4 (ADCFEB) 

Fig. 2. Complete description of the set of 36 theoretically possible 
antiparallel six-stranded B-sandwich structures devised by Woolfson 
et al. [4] by only nine linguistic trees. Each tree accounts for four 
topologies, i.e. two pairs of mirror-images. 

ing for two pairs of  symmetry-related structures. In none of  
the cases more than one of  the four structures is found in 
nature. Of  these linguistic trees, three are symmetric in them- 
selves, while the other six can be grouped as three pairs of  
mirror-images. 

Thus, while Woolfson et al. [4] have grouped the 36 struc- 
tures into 18 pairs of  mirror-images, the present analysis re- 
duces the complexity of  this system further by combining 
pairs of  these pairs to families which were not  identified be- 
fore. In order to analyse the way these structures might form 
from the N-terminus to the C-terminus during nascent chain 
folding, we have drawn the 'family tree' of  nascent chain 
folding of  [3-structures shown in Fig. 3. Surprisingly, viable 
protein structures are found both at the far left end of  the tree 
(i.e. where l-sheets are formed as early as possible) and at the 
far right end (where they are formed as late as possible). If  
one looks at the four fundamental  three-strand intermediates 
(third row), it is striking how each of  them has exactly one 
descendent which is viable as a domain. 

4. Re-interpretation of folding data 

More generally, this type of  analysis can be applied to the 
interpretation of  the structure/folding characteristics of  pro- 
teins. In a study of  N-terminal  fragments of  the small model 
protein chymotrypsin inhibitor II (CI-2), Fersht and co-work- 
ers [5] have found that the native-like structure is only ob- 
served when the fragments reach near-native length. This is 
hardly surprising if one looks at the topology of  this protein 
(Fig. 4a). The major  13-sheet of  the structure needs the C- 
terminal strand 6 to build up. While 6 is not  present, the N- 
terminal [3-strand segment 1 remains unliganded. Hence, what 
might be interpreted as evidence for a high 'all or nothing'  
cooperativity in folding is in this case simply a consequence of  
a late node in the linguistic tree of  the structure. 

Refolding studies using circular permutants of  the all-I] SH3 
domain of  ¢x-spectrin [6] have revealed that the folding ki- 
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Fig. 3. 'Family tree' demonstrating how the nine linguistic trees derived from the 36 13-sandwich structures build up from their N-termini. Ap- 
plying the same empirical constraints which Woolfson et al. used for the selection of the 36 structures (e.g. no parallel 13-sheets allowed), this 
picture represents all the possibilities. Starting from the one N-terminal strand segment at the top of the picture, each row accounts for a chain 
elongation by one potential [3-strand, which may or may not form 13-sheet interactions with strands present in the row above. Where alterna- 
tives are possible, bifurcations were drawn in a way that a descendent with a new 13 interaction formed stands left of one with just an un- 
matched strand added, and that a descendent, in which the new interaction is formed with a strand occurring early in the sequence comes out 
left of one forming a sheet with a late occurring strand. 

netics depend strongly on the order of  the secondary structure a) 
elements, al though the overall structure does not  [6]. Inspec- 

I I I I I  

tion of  the linguistic trees of  the protein and its circular per- . ~ _ ]  
mutants (Fig. 4b) reveals that the fastest folding permutant  is I ~ - - - ~  1 
the one where all the complexity has been straightened out 
and ~-sheets are only formed between strands which are next I tJt~ 
neighbours in the sequence (1-2-3 4-5). This suggests that a , I 
folding mechanism including local structuring in the first 
phase, while not  essential, is an advantage, bl 

Similarly, the all [3 protein Csp B, which has been found to i i i  
fold surprisingly fast [7], has a neighbours-only topology (Fig. I I 
4c). However,  the F N I I I  1° domain, which folds almost as 
rapidly as CspB [8], has a rather complex topology (Fig. 4d) 
Interestingly, it can be regarded as a direct descendent of  the 
tendamistat  in the family tree of  topologies (Fig. 3). 

5. Conclusion 

Although linguistic metaphors  have invaded the terminol- 
ogy of  biochemistry (translation, transcription, message, genet- 
ic code, reading frame...), linguistic methods have not  yet been 
used to 'decode'  the second half  of  the genetic code, i.e. to 
address the folding problem. Biochemical applications of  lin- 
guistic analysis so far have addressed the 'first half  of  the 
genetic code',  mainly to decide which D N A  sequences have 
a message and which do not  [9], and the analysis of  linguistic 

CF2 II !_1 I CI-2 II CI-2 
fragment fragment 
1-53 1-28 

CI-2 I I I CI-2 } 01-2 
fragment fragment fragment 
1-60 1-40 1-5 

SH3 wildtype I U L I N47/D48 mutant 

I I I  U SN19/P20 mutant H U I N38/K39 mutant 

c) d) 
I I I  U CspB L L ~  FN III 10 

Fig. 4. Linguistic trees of some proteins whose folding properties 
are discussed in the text. (a) Chymotrypsin inhibitor 2, the N-ter- 
minal fragments of which were found to lack structure until they 
reach near-native length [5]. (b) Circular permutants of the SH3 do- 
main. The SN19/P20 mutant was found to fold much faster than 
both the wild-type and other circular permutants [6]. (c) Csp B was 
found to fold surprisingly fast for an all-~ protein [7]. (d) FNIII 1° 
also folds fast, in spite of a complex 13 topology and eight proline 
residues [8]. 
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elements such as palindromes has provided useful insight into 
R N A  folding [10]. 

This paper is the first attempt at understanding of the gram- 
matical structure of proteins, which is seen as equivalent to 
understanding their folding properties. The fact that, of  each 
of the sets of four possible symmetry-related topologies that 
can be described by a single linguistic tree, there is never more 
than one topology found in actual proteins, clearly indicates 
that this classification is meaningful and that there are as yet 
undiscovered 'grammatical rules' that exclude the other three. 

Further interdisciplinary investigation of the folding prob- 
lem, including the primary structure ( 'semantic') level is an- 
ticipated to be particularly fruitful. The author feels that the 
enormous body of data on protein structure and folding ac- 
quired to date may be sufficient to solve the folding code, if 
only suitable methods are developed and applied. 
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