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Abstract: Network intrusion detection system is 

used to inspect packet contents against thousands 

of predefined malicious or suspicious patterns. 

Because traditional software alone pattern 

matching approaches can no longer meet the 

high throughput of today’s networking, many 

hardware approaches are proposed to accelerate 

pattern matching. Among hardware approaches, 

memory-based architecture has attracted a lot of 

attention be- cause of its easy reconfigurability 
and scalability. In order to accommodate the 

increasing number of attack patterns and meet 

the throughput requirement of networks, a 

successful network intrusion detection system 

must have a memory-efficient pat-tern-matching 

algorithm and hardware design. In this paper, we 

propose a memory-efficient pattern-matching 

algorithm which can significantly reduce the 

memory requirement. For Snort rule sets, the 

new algorithm achieves 21% of memory 

reduction compared with the traditional Aho–

Corasick algorithm. In addi-tion, we can gain 

24% of memory reduction by integrating our 

approach to the bit-split algorithm which is the 

state-of-the-art memory-based approach. 

Index Terms—Aho–Corasick (AC) algorithm, 
finite automata, pattern matching. 

INTRODUCTION 

 

THE MAIN purpose of a signature-based network intru-

sion detection system is to prevent malicious network 

attacks by identifying known attack patterns. Due to the 

in-creasing complexity of network traffic and the 

growing number of attacks, an intrusion detection 

system must be efficient,flexible and scalable. 

The primary function of an intrusion detection system is 

to perform matching of attack string patterns. Because 
string matching is the most computative task in network 

intrusion detection (NIDS) systems, many hardware 

approaches are pro-posed to accelerate string matching. 

The hardware approaches 

may be classified into two main categories, the logic and 

the memory architectures In terms of reconfigurability  

 

 

and scalability, the memory architecture has attracted a 

lot of attention because it allows on-the-fly pattern 

update on memory without resynthesis and relayout. The 

basic memory architecture works as follows.First, the 

(attack) string patterns are compiled to a finite-state 
machine (FSM) whose output is asserted when any 

substring of input strings matches the string patterns. 

Then, the corre-sponding state transition table of the 

FSM is stored in memory.For instance, Fig. 1 shows the 

state transition graph of the FSM to match two string 

patterns “bcdf” and “pcdg”, where all tran-sitions to state 

0 are omitted. States 4 and 8 are the final states 

indicating the matching of string patterns “bcdf” and 

“pcdg”,respectively. In the architecture, the memory 

address register consists of the current state and input 

character; the decoder converts the memory address to 

the corresponding memory location, which stores the 

next state and the match vector information. A “0” in the 

match vector indicates that no “suspicious” pattern is 

matched; otherwise the value in the matched vector 

indicates which pattern is matched. suppose the current 

state is 7 and the input character and The decoder will 

point to the memory location which stores the next state 
8 and the match vector 2. Here, the match vector 2 

indicates the pattern “pcdg” is matched.Due to the 

increasing number of attacks, the memory re-quired for 

implementing the corresponding FSM increases 

tremendously. Because the performance, cost, and power 

consumption of the memory architecture is directly 

related to the memory size, reducing the memory size 

has become imperative. 

 

REVIEW OF AC ALGORITHM 

In this section, we review the AC algorithm. Among all 
memory architectures, the AC algorithm has been widely 

adopted for string matching because the algorithm can 

effectively reduce the number of state transitions and 

therefore the memory size. Using some example the state 

transition diagram derived from the AC algorithm where 

the solid lines represent the valid transitions while the 

dotted lines represent a new type of state transition 

called the failure transitions. 

 

BASIC IDEA           

 Due to the common substrings of string patterns, the  
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compiled AC machine may have states with similar 

transitions. Despitethe similarity, those similar states are 

not equivalent states and cannot be merged directly. In 

this section, we first show that functional errors can be 

created if those similar states are merged directly. Then, 

we propose a mechanism that can rectify those 

functional errors after merging those similar states. 

 

HARDWARE ARCHITECTURE: 
 Our hardware module which can be configured for 

matching 16 or 32 patterns with a state machine 

containing 1024 valid transitions at most.  The 
register,called address_register, is used to store the 

current state and the input character. The valid_memory 

is used to store the in-formation of valid_state, path Vec, 

and if Final corresponding to each valid transition while 

the failure_memory is used to store the failure_state 

corresponding to each failure transition. In this 

prototype, we use a hardwired circuit, called A2P, to 

translate the content of the address_register to a 

contiguous scope, called pos, to utilize the 

valid_memory. The circuit A2P can be implemented 

using hardwired circuit or CAM . In addition, the signal 

n_valid is high if there is no valid transition cor-

responding to the address_register.called pre-Reg, is 

used to trace the precedent path Vec in each state. The 

pre-Reg is initiated to be 1 for all bits and is updated by 

performing a bit wise AND operation on its current 

value and the path Vec from the valid_memory. The 
ns_ctrl unit is used to determine the next state by the 

value of pre-Reg and n_valid. If the preReg is 0 for all 

bits or the n_valid is 1, the ns_sel will output low to let 

the failure_state update the current_state register. On the 

other hand, if the pre-Reg is not zero and the n_valid is 

not 1, the ns_sel will output high to let the valid_state 

update the current_state register. 

 
CONCLUSION: 
We have presented a memory-efficient pattern matching 

al-gorithm which can significantly reduce the number of 

states and transitions by merging pseudo-equivalent 

states while main-taining correctness of string matching. 

In addition, the new algo-rithm is complementary to 

other memory reduction approaches and provides further 

reductions in memory needs. The experi-ments 

demonstrate a significant reduction in memory footprint 

for data sets commonly used to evaluate IDS systems. 
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