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Abstract 
Peer-to-peer computing is becoming a very popular paradigm for 
many disseminated file searching applications that allows direct 
message passing among peers and extensive resource sharing. 
The existing P2P search algorithms in MANET (Mobile Ad-hoc 
Network) are flooding-based searches which produce too much 
traffic and network overhead. However, due to the mobility of 
nodes topology changes dynamically in MANET compare to 
traditional wired network. Therefore, the flooding-based search 
algorithm is not suitable for Mobile Ad-hoc Network as it offers 
extremely limited bandwidth. The file searching efficiency based 
on the peer-to-peer (P2P) concept mainly depends on the 
reduction of message overhead. This paper deals with a full form 
of cluster based p2p file searching protocol for Mobile Ad-hoc 
Networks (MANET), which focuses mainly over the reduction of 
control messages. To search a file from any destination, our 
proposal maintains the alternate path table solution with the help 
of intra and inter-cluster communication. The same routing path 
table is maintained for the requested file by confirming the 
request and reply messages between the requester and the 
provider. Moreover, this protocol utilizes the request suppression 
to efficiently reduce the number of responses for a specific 
searching process. In a detailed simulation study, we have 
showed that our scheme dramatically outperform the present file 
searching approach ORION in case of control message overhead. 
 
Keywords: MANET, P2P, Clustering protocol, RSSI, CH, 
Routing 

1. Introduction 

Peer-to-peer (P2P) concept for file searching has a 
vast impact over the MANET environment [15]. Because 
of the inherited limitations of MANETs, P2P file sharing 
in  MANETs is much more challenging than in 
conventional wired networks [6][7]. While wired networks 
only deal with a dynamic topology at the application level,  
 
 

MANET has to deal with a dynamic topology at both of 
the application level and the physical level as well as the 
known wireless limitations (bandwidth, memory, 
unreliable physical channel, battery and processing power) 
[16]. Because of that, special P2P file sharing protocols 
like ORION in [8] and in MPP [9][10] were specially 
designed to address the MANET requirements. CAN [17] 
implement distributed hash tables. Chord [12], a well-
known decentralized P2P search algorithms, improves  the  
scalability  by  avoiding  the  requirement  that every  node  
knows  about  each  other  node[13]. Chord is different 
from flooding-based search algorithm such as Gnutella 
[14].In recent years researchers focus on that part by 
reducing the overhead of query processing so that it can be 
faster to access. Clustering approach allows better way to 
formulate the overall searching process as the nodes are 
moving frequently within the mobile environment.  
 
Clustering technique organizes the nodes within a given 
maximum number of hops R, from a node called Cluster 
Head (CH) into a cluster, which is proposed in [1]. When 
the distance between two cluster heads is detected to be 
less than or equal to a predetermined number of hops, D 
(D ≤ R), the cluster with larger CH ID is revoked.  Cluster 
formation protocol is called on-demand (passive) 
clustering [2]. It constructs and maintains the cluster 
architecture only when there are on-going data packets that 
piggyback “cluster related information” (e.g., the state of a 
node in a cluster, the IP address of the node).  2-hop 
clustering is used where any node in a cluster can reach to 
any other node in the same cluster with at most 2 hops. For 
Cluster Head selection they propose First Declaration 
Wins rule. A group is created in a multi-hop manner where 
nodes maintain parent-child relationship [3]. Cluster is 
formed with the requesting and provider agent (node) with 
the same file for sharing [4]. Dynamic Energy Efficient 
Clustering Algorithm for MANETs (DEECA) in [5] allows 
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for electing cluster-head considering its degree, residual 
energy, and mobility. In case of searching the file, the view 
is based on the hop count of [4] and routing processes. 
Files are searched within clusters via GATEWAY nodes 
communicate to other clusters mentioned in [2].  But very 
little is discussed about how to maintain the routing path in 
wireless environment. So it is questionable that how the 
constraints within clusters are maintained to search the file. 
 
In this paper we focus on the single hop clustering 
approach based on multi-hop Inter cluster communication. 
The formation is done on the cluster head’s transmission 
range and its mobility power. An alternate solution is given 
by maintaining the secondary cluster head based on the 
nodes’ energy level that increase overall searching process. 
To maintain the search process we propose the alternate 
path selection process within several clusters considering 
the constraints like link failure, node mobility, energy 
constraints etc. The present ORION [8] comprises of an 
algorithm for construction and maintenance of an 
application-layer overlay Network that enables routing of 
all types of messages required to operate a P2P file sharing 
system, i.e., queries, responses, and file transmissions. We 
comparing our proposed protocol with it based on the 
difference in query messages. 

2. Proposed Technique 

Our approach is to form a single-hop cluster from its 
Cluster-Head to member node. But the Inter Cluster 
communication occurs by multi-hop technique. In the 
following we discuss cluster formation, maintenance, new 
node detection. 

2.1 Initialization of a Node 

When a node, say I, is powered up, it sets its state value as 
0 indicating its initializing phase. It sends a HELLO 
message with three information (node ID, energy level, CH 
ID) to all of its neighboring nodes. For the initializing node 
CH ID of HELLO message will be 0. Upon receiving the 
HELLO message, following neighboring nodes will send 
REPLY message to node I: 
 

• Cluster-Head itself   
• The node who is in initializing phase means 

still it’s not a member of a cluster and so it 
has no CH. 
 

 
The REPLY message format will be (node ID, energy level, 
state). Here state value for the node in initializing phase is 
0 and for member phase, state value is 1 and if it becomes 

cluster head then the state value is 2. Upon receiving the 
REPLY message there can be two scenarios: 
If node I receives a REPLY message from CH it means 
there are cluster-head within its transmission range that is 
CH is a neighbor of node I. Again here stand two cases 
(Fig 1): 

• If a single CH is its neighbor  
• If multiple CHs are its neighbor    

 
For the first case (it has a single CH), node I simply joins 
to that cluster and sends JOIN message to CH. Upon 
receiving the JOIN message CH adds node I as one of his 
cluster member. JOIN message format is JOIN (node ID, 
energy level, filename, data blocks’ range of that file). 
Here the term filename indicates the file which resides in 
node I available to others. Here we assume that a file is a 
collection of data blocks of predetermined size. So when 
CH receives this JOIN (I, 50, A, 0-12) message it knows a 
new node with node ID I with energy level 50 has joined 
this cluster and it has file A with data block range 0-12. 
Upon receiving the JOIN message CH adds node I as one 
of its cluster member. 
For the second case (node I has multiple CHs as its 
neighbor), then node I checks the value of energy level of 
CHs. Then node I joins to that CH who has highest energy-
level among those CHs and sends JOIN message to that 
CH. 
 
When node I does not receive any REPLY message from 
any CH that means there is no CH within its range. In this 
case node I forms a cluster. Cluster formation is described 
in the following section. 

2.2Cluster Formation and Cluster-Head Selection 

If node I does not receive any REPLY message, it 
indicates two things:  

• There are nodes who are already a member of a 
cluster but unfortunately CH of that cluster is out 
of the range of node I.  

• It has no neighboring node(s) within its 
transmission range. 
 

For these cases, (Fig 1) cluster is formed with node I where 
it is the CH itself and initially this cluster has no cluster 
members because for second case it has no neighboring 
node(s) and for first case though there were some 
neighboring nodes of I but they are already a member of 
another cluster.   
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Fig 1: Initializing node receives no REPLY message 

 
If node I receives REPLY message from neighboring 
nodes and none of its node is CH, which means those 
neighboring nodes are still in initialization phase. These 
nodes will form a cluster. But the question here is who will 
be the Cluster-Head? 
Node I will compare energy level of each neighboring 
node with itself. In this case if node I finds that its energy-
level is less than any of the energy-level of its neighboring 
node then node I expects that the higher energy level of 
node(X) will form a cluster by assigning itself(X) as a 
cluster head. In the meantime node X will form cluster 
assigning itself as CH and sends message to its 
neighboring nodes about its CH state. Upon receiving this 
message node I will join to that cluster which is recently 
formed by node X and also informs other expecting nodes 
having lower level energy than itself which is in initializing 
state. After receiving this message these expected nodes   
will again send HELLO message and the same process will 
repeat until a node become CH or a member of another 
cluster. 
The node that joins to that new cluster sends JOIN 
message to CH. When CH receives JOIN messages from 
its neighbors it adds themselves as members and save this 
information into MEMBER_INFO table of CH node. 
 
2.2 Secondary Cluster-Head Selection 
 
Here we select a Secondary Cluster Head among the 
members of the cluster. It will become primary CH when 
the previous CH suddenly leaves the cluster or energy-
level become less than a threshold value.  The primary CH 
will select Secondary Cluster Head comparing the energy 
level of all its member nodes in MEMBER_INFO table 
and the node having the highest energy-level is selected as 
the Secondary CH. Finally this node Id is broadcasted to 
all of the member nodes within that cluster.  In Fig-2, Node 
5 is selected as a secondary CH comparing the energy level 
among node 5, 6 and 4. These approaches reduce the 
number of message transfers during new CH selection and 
the variants are mentioned in [11]. 

 
Fig 2: A cluster with Secondary CH and MEMBER_INFO table  

 
2.3 Cluster Maintenance 
 
Cluster-Head will periodically send ALIVE message (node 
ID, energy level) to its member nodes. Before sending the 
ALIVE message CH starts a timer TA. All the nodes 
within its transmission range will receive that message and 
send acknowledgement to the CH. After the timer expires 
CH checks with its MEMBER_INFO table so that the 
members who have not send acknowledgement message 
but their entries reside in the table can be traced. The 
information of those nodes will be deleted from the table 
as it is no longer a neighboring node of that CH. In the 
meantime all the member nodes except Secondary CH will 
wait for TA period. If it does not get any ALIVE message 
from its CH, it again waits for TA period to get any 
ALIVE message from Secondary CH. If it receives ALIVE 
message from Secondary CH, it joins under that by sending 
JOIN message. Otherwise it checks whether it has received 
ALIVE message from other CHs within 2TA period. If it 
receives this it joins that CH otherwise enters into 
initializing phase. But the Secondary CH will wait for TA 
period for receiving ALIVE message from its CH. If it 
does not receive this, it sends ALIVE message with its 
node ID and waits for TA period to receive JOIN message 
from its neighbor node(s). 
 
When a CH gets an ALIVE message of another CH it 
means there multiple CHs within each other’s transmission 
range. Then energy-level of those CHs will be checked and 
CH with higher energy-level will be survived. Other CH is  
revoked (Fig 3)  by setting its state value  to  0  and  enters  
into  the initializing  phase. Here what will be the scenario 
of that cluster who’s CH has been revoked? In this case 
Secondary CH will take over the control of that cluster and 
become the primary CH. After the 2TA period if CH of 
member nodes changes except Secondary CH, it updates 
its PATH table by removing the entries of previous CH. 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 2, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 72



 

 

 
Fig 3: Cluster Maintenance 

 
2.4 File Searching 
 
When a node initialize a search for a file it sends a 
message FIND (node id, file name, data block size) to the 
CH of its cluster. The CH then searches its own Member-
Info Table for the requested file within its member nodes. 
If it finds the file within its members, it sends the node ID, 
which has the file to the requested node. It then goes for 
transferring the file from that node via CH. If there are 
alternative nodes having the same requested file, CH keeps 
track of that information in its PATH table (Table 1). So in 
case the link fails then the alternate path can be used to 
search the file or to transfer the remaining blocks of data. 
 
If the CH cannot find the requested file to its own cluster it 
goes for the Inter cluster communication. For that the CH 
broadcast the FIND message to all its member nodes. At 
that time a timer will be started within the CH to measure 
the RTT (Round Trip Time). 
 

 
Table 1. PATH table format 

 
Each member node checks its own PATH table for 
neighboring nodes to different clusters within its range. If 
there is only one path to other cluster, it broadcasts the 
message to that member node of other cluster. If there is 
any CH within the members’ transmission range, it directly 

sends the message to the CH (Fig 4:case1). If there are  
multiple paths available to communicate to other cluster 
then based on the strong RSSI signal  [3],  optimal path 
will be chosen to broadcast the message and all other 
alternative nodes will overhear the message and the 
alternative paths will be stored in the PATH table for 
secure communication  (Fig 4:case2). 
 
On other part if there are multiple nodes that can 
communicates the same member of other cluster then each 
of the node will broadcast the message to that single 
member. Then the member will estimate the RSSI signal  
(Table 2) of all three sending nodes and choose the optimal 
one and store that into its PATH table as well other 
alternatives will also be stored in that PATH table (Fig 4: 
case 3). 
 

                           Fig 4: File searching scenario 
 
RSSI format: 
 

 
 

Parameter Description 
 Receiver side electric power [w] 
 Sender side electric power [w] 
 Used wavelength (c/f) [m] 
 Distance between sender and receiver[m] 
 Sender side antenna electric power gain 

[dB] 
 Receiver side antenna electric power 

gain[dB] 
Table 2. Parameters for RSSI Formula 
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In case of replying for a request when a file is found then it 
can be found in different destinations and we are choosing 
the optimal one based on the hop count and the round trip 
time. Besides if it happens that the requested file is shared 
through different path then it shares the concept of ORION 
approach like when a node getting a request of a file block 
if it has the partial block then it sends the request for 
further blocks to later clusters. If it is getting the later 
blocks it locally stores that as well sends the REPLY 
message that it has those partial blocks. By gathering those 
partial blocks from different paths our searching can be 
done in faster manner [8]. 
 
In the present ORION method of file transfer it used the 
flooding technique during the overall searching of different 
requests through different paths. And that follows a lot of 
messages that goes wasted due to invalid requests though 
some faster access can be made .In our proposed technique 
It shares some features of ORION by maintaining local 
storage within the nodes but as it applies within clustering 
method it gives a low message overhead. And due to 
secondary cluster head maintenance cluster formation 
message overhead can also be reduced. 

3. Simulation & Performance Analysis 

3.1 Simulation 
3.1.1 Simulation Environment 
 For the simulation of proposed approach we have 
used OMNeT++ [18, 19] because the Mobility framework 
for OMNeT++ provides extensions to the core simulator 
for supporting mobile wireless network simulations [20]. 
In the following parts of this section we have described the 
way of implementation. 
 
3.1.2 Network Initialization 
We are considering maximum 100 nodes. Nodes are 
initialized with random coordinate within the network area. 
For the cluster formation part initially network is 
initialized with 10 nodes and gradually increasing the 
number of nodes by 10 up to 100 nodes. 

• Network Area: 1000m*1000m 
• Max. no. of nodes: 100 
• Transmission range of each node: 250m     
• Mobility Model: Linear mobility model at 

constant speed. 
 

3.1.3 Node Initialization 
Each node in the network is initialized with following 
parameters: 
 

• Node ID 
• Energy 
• X-coordinate, Y-coordinate 
• No. of files  
• File names 
• File block range 

 
Here Node ID is initialized with a unique number for the 
network. Energy is randomly set within the value of 100 
(%). X and Y coordinate of each node is randomly selected 
with the network area. Each node can have maximum 5 
files. Each File Name is initiated with single Capital letter 
(A, B, C….Z). We are considering each file can have 
maximum 10 file blocks. For our proposed approach we 
are adding the following parameters which are initially set 
as -1: 

• Cluster-Head ID 
• Secondary Cluster-Head ID. 

3.1.4 Clustering Approach 

For clustering approach initially we are inserting 10 nodes 
in the network and forming cluster based on their energy 
value. For this scenario we are applying both the existing 
approach and ours one on the same network and cluster 
structure. This simulation is run by 10 times and we are 
taking the average. We are considering different cases as 
proposed and measuring performance based on these 
cases. We are increasing the number of nodes by 10 and 
this procedure is repeated.      

3.1.5 Searching Approach 

We are comparing our searching with ORION [8] 
technique. At first we have implemented ORION in our 
network. In this case a node requests for number of blocks 
of a file. This request is broadcast to its neighbor node. If 
neighbor node contains the complete blocks of request then 
it replies to requesting node. If neighboring node contains 
partial blocks then it again broadcast the modified request 
which contains the requesting block not having within this 
node. If the node does not contain that file the initial 
request will broadcast. 
 
In our approach we are applying this ORION with some 
modification. As we are using cluster having Cluster-Head 
which contains all the information of member nodes of that 
cluster. So here at first request is send to cluster-head. 
Cluster-head checks its information table to find the 
member nodes having requesting file name and file block 
and reply accordingly. If the request is not fulfilled within 
this cluster then it broadcast request to other cluster via                                                                                   
neighboring nodes. Each neighboring node communicate 
with other cluster head via directly (if CH is within its 
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range) or via member. Throughout this process if any node 
contains requesting block it replies to source via 
intermediate nodes. And the intermediate node keeps the 
information of this for further request. As it keeps this 
information so for any further request this takes fewer 
messages to broadcast. 

3.2 Performance Analysis 

For the performance analysis, we are considering 100 
nodes in the network. We are taking number of query 
messages initially for random 5 requests for both ORION 
and our approach. We run this simulation for 100 times 
and average value of query message is considered. Finally 
we are increasing number of requests by 5 up to 35 and the 
same procedure is repeated. 

3.2.1 Clustering Phase   

At first number of cluster is formed in the network with n 
number of nodes. We are using the same network structure 
(same clustering format) for both existing and our 
approach. Fig 5.1 indicates the number of nodes and 
corresponding cluster in the network. Here cluster is 
formed based on nodes energy and transmission range of 
node considering 250m. 
 

 
Fig 5.1: number of cluster over nodes 

 
As for node mobility or energy of cluster-head become less 
than threshold value then cluster member nodes will 
become leaderless means those nodes enters into 
initialization phase. Table 3.1 contains data for average 
number of nodes enters in initializing phase for both using 
primary and secondary Cluster-Head when randomly 
number of Cluster-head become unavailable. Here we are 
taking average number of nodes entering into initialization 
phase after 100 simulations. 
 
 
 
 
 

         Table 3.1: Number of avg. nodes in initialization phase 
 
Fig 5.2 shows the corresponding graph for Table 3.1. This 
clearly shows that using secondary cluster-head gives less 
number of nodes entering into initializing phase. 
 

 
Fig 5.2: avg. no. of leaving (initializing) nodes over N nodes in network 

 
When these nodes are in initialization phase they need to 
transfer message for cluster reformation. The more number 
of nodes enter into initialization phase the more number of 
messages is needed for cluster reformation. Table 3.2 
shows the data for new message overhead for cluster 
reformation. 
 

Number of 
node in 
Network 

Number of 
new msg. for 
using primary 

Number of new 
msg. for using 
secondary CH 

10 3 0.75 

20 22.1 9.9 
30 52.4 11.2 

40 68.2 35.8 
50 115.2 49.8 

60 180.6 120.2 

70 211.65 136.5 

80 216.8 140.8 

Number of 
node in 
Network 

Using 
Primary CH 

Using 
Secondary 
CH 

10 2.1 0 
20 6.7 0.55 
30 8.5 1.8 
40 14.6 3 
50 17.8 6.25 
60 5.95 0.3 
70 12.4 1.8 
80 27.8 6.6 
90 24.6 7.6 
100 40.55 13.2 
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90 260.6 165.6 

100 300.85 237.4 
Table 3.2: Average message overhead for cluster reformation 

 

 
Fig 5.3: Avg. cluster reformation message over N nodes 

Fig 5.3 shows average cluster reformation message for 
both using only primary CH and using our proposed 
secondary CH. The graph clearly indicates that using 
secondary CH generates fewer messages overhead in the 
network. 

3.2.2 Searching Phase 

In searching case we are comparing our approach with 
ORION [8] technique. We are taking same number of 
request messages for both ORION and our clustering 
approach. To get the reply for all requests we are counting 
the total number of messages for both approaches. The 
average numbers of messages are shown in Table 3.3 after 
running the simulation 100 times. 
 

Number of 
requests(N) 

Avg. query 
message for 

ORION 

Avg. query 
message for 

cluster 
approach 

5 75.4 68.8 
10 168.6 99 
15 247.8 163.2 
20 330.6 220 
25 369.6 248 
30 476.8 309.4 
35 593.4 424 

Table 3.3: Average number of message for N requests 
 

 
Fig 5.4: Avg. number of query message for N requests 

 
Fig 5.4 shows that using clustering approach the number of 
query message is less than number of query message using 
ORION approach. As ORION does not use clustering so 
compared to our clustered approach his query message rate 
is higher. In clustering approach as CH contains 
information for its member nodes, so if any one of its 
member contains the requesting file block CH replies to 
requesting node without broadcasting the message. In 
ORION the requesting query is frequently broadcast to all 
nodes in the network. For this reason the number of query 
message in clustered approach is less then ORION 
technique. 

    
In fig.6 (a), the comparison shows number of new 
messages for clustering when cluster-head is powered-off 
or move away from cluster. Cluster maintenance using 
secondary cluster-head approach as proposed here 
generates less number of new messages compared to single 
cluster-head approach.  In figure 6(b) we have taken 
random requests within the nodes and base on the number 
of requests we have calculated   average number of query 
messages required to complete the searching and it is 
compared with the present file searching approach ORION 
[8]. 
 

 
Fig 6(a): Avg. number messages in cluster reformation 
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Fig 6(b): Total number of query message required. 

4. Conclusions 

In this paper, a well-organized P2P file searching in 
MANETs has been proposed using clustering approach.  A 
set of constraints has been considered that makes the 
searching process without much message overhead.  Here 
we have taken into consideration different possible 
positions of a node for the mobility nature of nodes in 
MANET. We have shown the better performance of both 
existing and our approach. 
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