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In 18F-FDG PET, tumors are often characterized by their meta-
bolically active volume and standardized uptake value (SUV).
However, many approaches have been proposed to estimate tu-
mor volume and SUV from '8F-FDG PET images, none of them
being widely agreed upon. We assessed the accuracy and ro-
bustness of 5 methods for tumor volume estimates and of 10
methods for SUV estimates in a large variety of configurations.
Methods: PET acquisitions of an anthropomorphic phantom
containing 17 spheres (volumes between 0.43 and 97 mL,
sphere-to-surrounding-activity concentration ratios between 2
and 68) were used. Forty-one nonspheric tumors (volumes be-
tween 0.6 and 92 mL, SUV of 2, 4, and 8) were also simulated
and inserted in a real patient '8F-FDG PET scan. Four thresh-
old-based methods (including one, Tyqq, accounting for back-
ground activity) and a model-based method (Fit) described in
the literature were used for tumor volume measurements. The
mean SUV in the resulting volumes were calculated, without
and with partial-volume effect (PVE) correction, as well as the
maximum SUV (SUV.x). The parameters involved in the tumor
segmentation and SUV estimation methods were optimized us-
ing 3 approaches, corresponding to getting the best of each
method or testing each method in more realistic situations in
which the parameters cannot be perfectly optimized. Results:
In the phantom and simulated data, the T,,gq and Fit methods
yielded the most accurate volume estimates, with mean errors
of 2% = 11% and —8% = 21% in the most realistic situations.
Considering the simulated data, all SUV not corrected for PVE
had a mean bias between —31% and —46%, much larger than
the bias observed with SUV o« (—11% * 23%) or with the
PVE-corrected SUV based on Tpgq and Fit (—2% + 10% and
3% = 24%). Conclusion: The method used to estimate tumor
volume and SUV greatly affects the reliability of the estimates.
The Tygq and Fit methods yielded low errors in volume estimates
in a broad range of situations. The PVE-corrected SUV based on
Twga and Fit were more accurate and reproducible than SUV max.
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Automatic tumor delineation in '8F-FDG PET images is
highly desirable for improved quantification, objective
patient monitoring, and refinement of CT-based treatment
planning in radiotherapy. However, the tumor segmentation
task is challenging given the modest spatial resolution and
the relatively high noise level in PET images. A large
number of approaches have been proposed to segment
tumors in PET images. Many assume that voxels belonging
to the tumor have an uptake greater than a certain threshold.
This threshold can be set as a percentage of the maximum
voxel value in the tumor (/), possibly accounting for
surrounding activity (2). Alternatively, the threshold can be
calibrated as a function of the mean activity in a growing
region around the tumor (3), adjusted using iterative
approaches (4-7), or even applied to images of the glucose
metabolic rate derived from dynamic PET (8). Apart from
threshold-based approaches, gradient-based segmentation
relying on morphologic information or on active contours
has been proposed (9-1I). Methods including various
statistical models have also been described (/2,13).

To date, there is no consensus on which methods should
be preferred for tumor segmentation, because of the dif-
ficulty in assessing tumor volumes in vivo (/4). Although
the performance of the different segmentation methods has
been studied in specific configurations, a comprehensive
comparison of various segmentation approaches for a broad
range of cases has not been reported. Comparative studies
considering patient tumors in the context of radiotherapy
planning have underlined the great variability of the
volumes defined from the PET images as a function of
the segmentation method (2,715,16) but have not investi-
gated accuracy in tumor volume estimates. It has also been
shown that the standardized uptake values (SUV in g/cm?,
units will not be specified hereafter) strongly depended on
the methods used to define the tumor volume (/7,18).

The purpose of this study was to assess the accuracy,
precision, and robustness of 5 volume estimation methods
(1-3,6,19). Using these segmentation methods, 10 SUV
estimates were also compared. The comparisons were
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performed using phantom data and simulations of patient
PET scans. A detailed analysis of the performance of the
methods depending on whether the parameters they in-
volved were perfectly optimized was also included.

MATERIALS AND METHODS

Phantom Data

Seventeen spheres (Table 1) were inserted in the Data Spectrum
model ECT/TOR/P torso phantom (volume of 10.3 L), containing
a liver insert (1.2 L) and 2 lung inserts (0.9 and 1.1 L) (Fig. 1).
Five phantom configurations were considered, with activity
concentration ratios between the spheres and the background
compartment of 10.1, 8.3, 6.5, 4.8, and 2.9. This yielded a 1.2—
67.9 range of sphere-to-surrounding-activity concentration ratios,
depending on the location of the sphere (Table 2). For each
phantom configuration, a 3-min acquisition was performed on
a Siemens Biograph PET/CT scanner. Images were reconstructed
using ordered-subsets expectation maximization (6 iterations,
8 subsets), corrected for attenuation using a CT-derived map,
for random coincidences using delayed coincidences, and for
scatter using a model-based correction (20). The voxel size was
2 x 2 x 2 mm. The reconstructed images were postfiltered with
a 3-dimensional (3D) gaussian function of 5 mm in full width at
half maximum (FWHM). Among the 85 spheres (17 spheres x 5
acquisitions), 7 (the 5 smallest spheres and 2 spheres located in the
liver insert in acquisition 5; Table 2) could not be visually detected
and were excluded from further analysis, resulting in 78 spheres in
this dataset.

Simulated Data

The GATE Monte Carlo simulation software (2/) was used to
simulate PET data as acquired from the Philips Gemini GXL PET
scanner. A cylindric water phantom (22 cm in diameter and 19 cm
in height) including 6 spheres of 1.1, 2.1, 3.6, 8.6, 16.8, and 28.7
mL was first simulated. The spheres were in the central transaxial
plane of the cylinder, the center of each sphere being equidistant
and 5.5 cm from the axis. The activity in the phantom background
was 3.4 kBg/mL, and 4 acquisitions were simulated with sphere-
to-background-activity ratios of 2, 4, 8, and 12. These simulations

TABLE 1. Volumes and Locations of the 17 Spheres in
the Phantom

Sphere Location Volume (mL)
1 Lung insert 0.4
2 Background 0.6
& Background 1.0
4 Background 1.2
© Background 1.6
6 Liver insert 2.1
7 Background 2.7
8 Lung insert 3.8
9 Background 5.6

10 Background 11.6

11 Background 11.7

12 Background 13.6

13 Lung insert 19.3

14 Background 26.6

15 Background 27.9

16 Lung insert 58.1

17 Liver insert 97.3

.
-

-

-
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were used for calibration of the segmentation methods applied to
the patient simulations.

GATE was also used to simulate realistic tumors within the PET
scan of a patient (66 y old; 70 kg) with no tumor in the lungs (Fig.
2) (22). The PET “tumor-free” sinogram of the patient was first
simulated based on his actual Philips Gemini GXL PET/CT scan
by estimating the activity distribution from the reconstructed PET
images and the propagation medium from the CT scan. Tumors
were then placed in the healthy lungs, and a PET sinogram of the
tumors only was simulated using the patient CT as the propagation
medium, in which the attenuation of the tumor (considered as soft
tissues) had been added. The 3D contours of the simulated tumors
were derived from a nuclear physician’s manual delineation of 41
lung tumors in fourteen '8F-FDG PET scans of patients with non—
small cell lung cancer. The tumor volumes ranged from 0.6 to 91.8
mL (mean = 13.01 £ 19.5 mL). Each of the 41 tumors was
simulated with SUV of 2, 4, and 8 to yield 123 simulated tumors
with various activities and volumes. The simulated “tumor-free”
sinogram and the “tumor-only” sinogram were corrected for
attenuation using the appropriate attenuation maps and were added
after all counts originating from the tumor locations had been
removed from the “tumor-free” sinogram. The summed sinograms
were finally reconstructed.

All simulated sinograms corresponded to 2-min scans and
covered an 18-cm axial field of view. Because sinograms containing
only true coincidences were considered, images did not require
random and scatter corrections. Images were reconstructed using 3D
ordered-subsets expectation maximization (5 iterations and 5 sub-
sets) and postfiltered with a 5-mm FWHM 3D gaussian function.
The voxel size was 4 X 4 X 4 mm. The whole simulated activity in
the patients with tumors was between 39.8 and 43.0 MBq.

FIGURE 1. Maximum in-
tensity projection of phan-
tom containing 17 spheres.

Volume Estimates

Five methods for tumor delineation were considered. All were
applied to large manually defined volumes of interest (VOI)
containing the spheres or simulated tumors and including at least
80% of background voxels.

TABLE 2. Activity Concentrations in Lung and Liver
Inserts and in Background of Phantom for Each

Acquisition and Corresponding Sphere-to-Surrounding-
Activity Concentration Ratios

Acquisition Activity concentration (kBg/mL)

no. Sphere Lung Liver Body
1 28.2 0.4 (67.9) 6.8(4.1) 2.8(10.1)
2 18.4 0.3 (65.6) 5.4 (3.4 2.2(8.3
8 15.1 0.4 (41.2) 5.7(2.6) 2.3(6.5
4 11.3 0.4 (2990 59(1.9 2.4(4.8)
5 8.2 0.4 (19.6) 6.8(1.2) 2.8(2.9)

Data in parentheses are corresponding sphere-to-surrounding-
activity concentration ratios.
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FIGURE 2. Simulation of realistic pa-
tient data with lung tumor: activity
distribution in patient with no tumor
shown on actual PET image (A) is first
simulated using attenuation map de-
rived from patient CT scan (B). Resulting
sinogram (C) is added to “tumor-only”
sinogram F obtained by simulating only
tumor (D) within attenuation map of
patient in which tumor attenuation had
been inserted (E). This sum resulted in
sinogram G, which produced image H
after reconstruction.

Four methods, denoted Trax, Treg» Tmean> and Tpgq, considered
that all connected voxels with an intensity greater than a given
threshold belonged to the tumor.

In Tpax the threshold was defined as a percentage of the
SUV hax in the VOI.

In Ty, (6), the threshold was estimated iteratively using

Treg = B XSUVpean +, Eq. 1
where 3 and y were calibration factors.

In this approach, the tumor volume was first delineated using
Trax With « = 0.4 and the mean SUV (SUV,can) in this volume
was deduced. The corresponding threshold T,., was derived from
Equation 1 and a new mean SUV in the corresponding tumor region
was calculated. This procedure was repeated until the segmented
region differed by less than 1 voxel between 2 iterations.

In Tppean, the threshold was defined as a percentage 8 of the mean
SUV in a growing region Ry, (3). The algorithm was initialized
with R,y corresponding to a single voxel in the tumor. If voxels
connected to Ry, had an intensity of at least 8 X mean SUV, they
were included in Rg,,. Mean SUV was updated and the process
was repeated until no additional voxel could be included in Rgpoy.

In Tygq, the threshold depended on the activity Ipgq surrounding
the tumor and on the mean activity Iy in the volume defined by
the voxels with an intensity higher than 0.7 X L.« (2):

Tbgd =exlys + Ibgd~ Eq 2

In our implementation, I,zq was determined automatically. As
the original VOIs included about 80% of background voxels, the
histogram in this VOI had a gaussian shape roughly centered on
the mean background value. The mean background value was
deduced by fitting the histogram with a gaussian.

The fifth method, Fit, was derived from a previously published
method (23). It assumed that the tumor image could be modeled as
the convolution of the actual tumor volume of uniform activity
with a 3D gaussian function describing the local spatial resolution
{ in the reconstructed image. In our implementation (/9), the
tumor volume was initialized using the T,zq method with & =
0.25. Assuming that this volume was always larger than the true
tumor volume, this volume was eroded using a 1-voxel structuring
element. The 3 model parameters (number of erosions, activities
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Sinogram of the patient
without any tumor, corrected
for attenuation using B

* Counts coming from the tumor region were first removed
from sinogram C before summing with sinogram F.

1
Simulation

Sinogram to be
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|

Sinogram of the simulated
tumor, corrected for
attenuation using E

Reconstruction

in the tumor, and activities outside the tumor) that best fit the
observed tumor image in the least-square sense were identified.
The tumor image modeling and erosion were performed after
resampling the tumor model images to a 1 X 1 X 1 mm voxel size
with a piecewise cubic Hermite interpolating polynomial in-
terpolation (24), whereas the comparison of the model image with
the original PET images was performed in the original PET
sampling.

SUV Estimates

For each tumor segmented using Tax, Tregs Tmean> and Tpgq, the
mean SUV in the segmented volumes was calculated. Each of
these 4 mean SUV was also corrected for partial-volume effect
(PVE) using a recovery coefficient (RC). The RC was deduced
from the segmented volume by convolving the binary mask
corresponding to this volume with the 3D gaussian function of
FWHM 6 modeling the spatial resolution effect in the recon-
structed images (25). The PVE correction also accounted for
surrounding activity (25), which was estimated as Ij,zq in the Tpeq
method previously described.

The mean SUV in the tumor volume estimated using the Fit
method was intrinsically corrected for PVE as the sampling and
resolution effects were modeled.

The maximum SUV (SUV,,..) in the tumor VOI was also
systematically calculated.

In summary, for each tumor, 5 volume estimates (from Tpax, Treg,
Tmean» Toga» and Fit) and 10 SUV estimates (from Trax, Treg, Tmeans
Tyea without and with PVE correction, Fit, and SUV ) were
available. The SUV estimates were denoted SUVyey, SUVryegre,
SUVTmeans SUVTmeanRCv SUVTmaxv SUVTmaxRC’ SUVTbgd7
SUVTbngc, SUVFi[, and SUVmaX.

Comparison Protocols

Optimization of the Segmentation Methods. All segmentation
methods involved 1 or 2 parameters. To ensure a fair comparison
of the methods, these parameters have to be optimized for each
type of scanner, acquisition, and processing protocol.

Using the phantom acquisitions and the cylindric phantom
simulation, for each sphere we calculated the optimal parameters
minimizing the absolute value of the error in sphere volume
estimate for each method. We also determined the corresponding
FWHM 6 giving the smallest absolute value of the error in SUV
corrected for PVE with the RC.
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Given these optimal parameters (1 or 2 per sphere and per
segmentation method), the segmentation methods were first
assessed on the real phantom data using a leave-one-out procedure
(26): for each segmentation method, the parameters used to
segment a given sphere were the average of the 77 optimal
parameter values obtained for all other spheres. Similarly, the 6
value used to calculate the RC used for PVE correction was taken
as the average of the 77 optimal 6 obtained for all other spheres.

As this leave-one-out procedure assessed the optimal perfor-
mance of the methods that cannot be achieved in real situations,
we also used a hold-out procedure. The phantom dataset of 78
spheres was randomly split into 2 groups of 39 spheres. The first
group was used to optimize the segmentation and resolution
parameters for each sphere. The means over all spheres of these
optimized parameters were then used for segmenting the spheres
of the other group. The validation and test groups were identical
for all segmentation methods.

For the simulated patient data, a realistic approach was used for
optimizing the segmentation parameters. It consisted of optimiz-
ing the parameters for each of the 24 spheres (6 spheres X 4
acquisitions) of the simulated cylindric phantom. The averaged
parameter values were considered when applying the segmenta-
tion methods to the simulated patient data.

Figures of Merit and Statistical Analysis. For each segmenta-
tion method and each sphere or simulated tumor, the percentage
error in volume estimate was calculated:

volume of the segmented region — true volume
Evolume( ) =

% 100.
Eq. 3

true volume

The absolute value |E,qume|] Was also used to compare the
segmentation methods.

Similarly, the percentage error in SUV estimates was calcu-
lated:

SUV — true SUV

% 100.
true SUV

ESUV( 0) = Eq 4

The mean error and associated SD were calculated for each
estimation method and optimization procedure.

Sign tests were performed to test if the median of the E,qyme Or
Esuv distribution was significantly different from zero, using
a Bonferroni adjustment to account for multiple comparisons (27).
A Friedman test based on ranks and appropriate for multiple
comparisons on paired data was used to test whether several
distributions of |Eyoume] or |Esuv| were identical. A Tukey
procedure appropriate for the multiple comparisons of dispersions
(28) was used to rank the estimation methods as a function of the
variability of the errors. All tests were performed with o = 0.05.

RESULTS

Volume Estimates

We distinguished the results obtained for all the spheres
or simulated tumors and the results obtained for spheres or
tumors with a volume of 2 mL or more, as it has been
suggested that no accurate volume estimate could be
achieved for tumor volumes less than 2 mL (29). In the
phantom data, Tpcan and T, did not converge in 2 of 78
spheres (0.43- and 0.99-mL spheres with a contrast of 20
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and 3, respectively) and in 11 of 123 simulated tumors
(volumes from 0.64 to 2.4 mL with an SUV of 2). These
spheres and tumors were excluded from further analysis.

Figure 3 shows the tradeoff between the mean percentage
errors in volume estimate and the variability of the error as
measured by the SD of E,gume, for the 5 segmentation
methods and the 3 datasets (phantom data and leave-one-
out optimization, phantom data and hold-out optimization,
simulated patient data). These plots suggest that for
all datasets, the 2 segmentation methods performing the
best (lowest bias and smallest variability) are T,z and
Fit. Tean suffers from a large variability for all datasets.
Tmax and T, had variable performance depending on the
dataset.

Eyoume Was significantly different from zero only for
Thax and Tean and spheres larger than 2 mL for the leave-

A %0 T ® | *Treg
$$ # Tmean
600 o ¢ Tmax
£ s &:F:gd
- I
g ;x - & All spheres
200 ® Spheres larger
100 L2 than 2 mL
0 o«
-50 50 150 250
Mean error on the volume estimation (%)
Toed ¢ Treg
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1,200 | ®Tmax
;: 1000 # Tbgd
‘% 800 ° 1 Fit
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°
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FIGURE 3. SD of volume percentage error as function of
mean of volume percentage error E,qume for all spheres and
tumors (diamonds) and for spheres and tumors > 2 mL
(circles) using 5 segmentation methods: leave-one-out
phantom data (A), hold-out phantom data (B), and simulated
patient data (C). Black-edged symbols show cases in which
Eoume Was significantly different from zero.
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one-out dataset. For the simulated data, all the error
distributions had a significant bias.

Figure 4 shows the mean rank of |Eyoume| for the 5
volume estimation methods (Friedman test), when one is
considering all spheres and tumors of the leave-one-out
phantom data, hold-out phantom data, and simulated data.
The smallest rank corresponds to the smallest |E,qjume|- Fit
and Ty,,q were significantly less biased than T, for the
leave-one-out phantom data (Fig. 4A, red line). These 2
methods had the smallest ranks for the 3 datasets, consis-
tent with their lowest bias in tumor volume estimates seen
in Figure 3. Fit and T,e¢ had nonsignificantly different
accuracy, except in the simulated data, where Tyoq was
significantly less biased than Fit.

For the 2 phantom datasets, T,,c., led, on average, to the
largest error in volume estimate, and the differences with the
4 other methods were systematically significant (green and
brown lines in Figs. 4A and 4B). However in the simulated
data, the mean rank of T,.., Was significantly smaller than
the mean rank of T, (Fig. 4C, purple line).

When only the spheres and tumors with volumes larger
than 2 mL were considered (results not shown), identical
trends were found.

When the variability of the errors in volume estimates were
compared for all datasets (y-axis in Fig. 3), the 2 methods
yielding the most variable errors were Tpean and Ty, with
Trnean being systematically more variable than Tig.

For the phantom data, the smallest variability of the error
was systematically observed for T,,q and Fit, with no
consistent difference between them in terms of variability.
For the simulated data, Tygq had the smallest variability, but
this variability was not significantly lower than that of T ..
Fit had a significantly larger variability than Tygq and Tpax
for the simulated tumors.

SUV Estimates

The performance of the 10 SUV estimation methods was
assessed for the 76 spheres and 112 simulated tumors for
which the segmentation methods converged.

Figure 5 shows the SD of the SUV percentage errors as
a function of the mean percentage errors in SUV estimates for
the 3 datasets and for the 10 SUV estimation methods. The
mean SUV not corrected for PVE clearly showed a negative
bias. Focusing on the 6 methods including a PVE correction
(y-axis in Fig. 5), the SDs of the error were consistent
between datasets, between 19% and 31% for SUVgy,
SUV haxs and SUVr.re. The variability of the errors as
a function of the dataset was greater for SUVrpeanres
SUVregre, and SUVyeqre. However, the variability of the
errors in SUV was less different between methods than the
variability of the errors in tumor volume (compare y-axes of
Figs. 3 and 5), except for SUVrere, wWhich had the
significantly largest variability for the simulated data.

The hypothesis that the median of the SUV error
distribution was equal to zero was always rejected ex-
cept for SUVrreorcs SUVrmeanrc, and SUV,,, for the
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FIGURE 4. Comparison of mean rank of |Eyoume| for the 5
volume estimates: leave-one-out phantom data (A), hold-out
phantom data (B), and simulated patient data (C). Colored
lines highlight significant differences between methods.

leave-one-out sphere data. It was never rejected for the
methods corrected for PVE, except for Fit in the hold-out
sphere data.
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FIGURE 5. SD of SUV percentage error as function of mean
of SUV percentage errors: leave-one-out phantom data (A),
hold-out phantom data (B), and simulated patient data (C).
SUV corrected for PVE and maximum value are shown using
circles, whereas SUV not corrected for PVE are shown using
diamonds. Black-edged symbols show cases in which mean
error was significantly different from zero.

For noncorrected mean SUYV, this hypothesis was re-
jected for all datasets. For the simulated tumors, the median
bias was always significantly different from zero except for
SUVTeanres SUVTphgare, and SU V.

Figure 6 shows the mean rank of |Egyy| for the 10 SUV
estimates when all spheres and tumors of the leave-one-out
phantom data, hold-out phantom data, and simulated data
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are considered. The smaller the rank, the more accurate the
SUYV estimate. The mean SUV not corrected for PVE was
significantly different from the SUV corrected for PVE
and from SUV,,,, for the leave-one-out and hold-out data
(blue line in Fig. 6A and orange line in Fig. 6B). Com-
paring SUV,,.,x with the SUV corrected for PVE, the
only significant differences were between SUV .. and

>

SUVmax -
SUVFit 4
SUVTbgdRC A
SUVTbgd -
SUVTmaxRC A
SUVTmax -
SUVTmeanRC -
SUVTmean -
SUVTregRC -
SUVTreg -

SUV estimation methods

= Yo

t

*

1

RS

3 7 s

Mean rank and associated 95% confidence

interval for comparison

1

w

SUVmax |
SUVFit 4
SUVTbgdRC A
SUVTbagd -
SUVTmaxRC -
SUVTmax -
SUVTmeanRC A
SUVTmean
SUVTregRC
SUVTreg -

SUV estimation methods

*

——

1

ih*m

7 9

Mean rank and associated 95% confidence

interval for comparison

1

()

SUVmax
SUVFit {
SUVTbgdRC A
SUVTbgd -
SUVTmaxRC -
SUVTmax
SUVTmeanRC
SUVTmean -
SUVTregRC
SUVTreg

SUV estimation methods

II+
I ol
-1 |
|

.

7’7

|
|
—-
|
* -
1 , ,

1

3 5 7 9

Mean rank and associated 95% confidence

interval for comparison

1"

FIGURE 6. Comparison of mean rank of |Egyy| for 10 SUV
estimation methods: leave-one-out phantom data (A), hold-
out phantom data (B), and simulated patient data (C).
Colored lines highlight significant differences between
methods.

273


http://jnm.snmjournals.org/

Downloaded from jnm.snmjournals.org by on March 12, 2017. For personal use only.

SUVrmaxre and between SUV ., and SUVegre for the
leave-one-out data (red line in Fig. 6A).

For the phantom data and simulated data, the mean SUV
not corrected for PVE had the largest ranks. However,
SUVTmaxre Was not significantly different from SUVry,ax
for simulated data. SUVrygare had a significantly smaller
rank, compared with all other methods (purple line in Fig.
6C). SUVE;; and SUVeanrc Were significantly less biased
than SUV,,,.x (green line in Fig. 6C).

DISCUSSION

Although many methods have been proposed for tumor
delineation in '8F-FDG PET images (/—13), it is not clear
yet which method should be preferred. Comparing the
performance of these methods from the data published in
the literature is almost impossible given the variety of
situations in which evaluation studies have been conducted.
In addition, the performance of each method depends on
the proper optimization of its parameters. It is thus
extremely important to consider the robustness of any
method with respect to the setting of its parameters, given
that the optimal parameters can never be identified in
clinical configurations. The same observations are true for
SUV estimates.

Our study compared several methods for estimating the
tumor volumes or SUV, using 2 datasets and different
optimization strategies for setting their parameters. We first
considered a phantom including spheres as often used to
characterize the performance of tumor segmentation
methods (1,5,7,29) or SUV estimation methods (/7,30).
However, tumors are rarely spheric, and the activity
distribution in tissues is far more complex in patients than
in phantoms. We thus considered highly realistic Monte
Carlo simulations of patient PET scans, based on real
patient PET/CT scans. Such simulations were more repre-
sentative of clinical situations than the phantom datasets in
2 respects: first, the background activity distribution re-
flected heterogeneities observed in a real patient (Fig. 2).
Second, the tumors had shapes observed in real patients.

Three strategies were considered for setting the param-
eters of each method. The leave-one-out strategy ensures
the best operating conditions for each method. Although
the associated performance could not be achieved in
practical situations, this strategy allowed us to characterize
the potential of each method. The hold-out procedure
relying on training and test dataset is conventionally used
to assess the performance of estimation methods but
remains unrealistic for patient data. The realistic optimiza-
tion strategy when dealing with patient data consists of
optimizing the parameters using phantom data acquired and
reconstructed under the same conditions as the patient data.
We thus also considered this third optimization strategy.

Volume Estimates
We first compared the accuracy in volume estimates for
the 5 tumor segmentation methods (Figs. 3 and 4).
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Whatever the dataset and optimization strategy, the Tpgq
and Fit methods offered the best trade-off between bias
and variability in volume estimates. As expected, the
errors and SD were systematically larger for the hold-
out optimization than for the leave-one-out strategy when
the phantom data were considered (Fig. 3). However, the
ranking of the 5 estimation methods was consistent (Fig.
4), although 2 differences (Tpgq and Fit vs. Ty,,) found
significant with the leave-one-out optimization were no
more significant with the hold-out data. The ranking of the
methods with the simulated data was different from that
with the phantom data (Fig. 4). Tyeq and Fit still yielded
the most accurate volume estimates. Unlike in the phan-
tom data, Tpeq Was significantly better than Fit, and T«
performed the worst. These differences might be due to
the shapes of the “tumors,” the different background
patterns, or the different optimization strategies. To de-
termine whether the optimization strategy used for the
simulated data explained the significant difference be-
tween Tyeq and Fit, we also optimized the Tygq and Fit
parameters using a leave-one-out procedure for the sim-
ulated data (results not shown), but the resulting param-
eters were not significantly different from the parameters
derived from the simulated phantom. The poorest perfor-
mance of Fit, compared with Tygq, for the simulated data
was actually due to the inability of Fit to properly recover
the shape of the simulated tumors using the erosion
strategy. Tyeq might thus be more accurate than Fit for
highly nonspheric tumors.

The better performance of T,,.., for the simulated data,
compared with the phantom data, could be due to the
smaller range of “tumor”-to-background activity ratio in
the simulated tumors (from 8 to 32) than in the phantom
spheres (from 1.9 to 67.9). In particular, for spheres
with a sphere-to-background ratio smaller than 8 (34/76),
Tmean Often led to severe volume overestimates, with
a mean percentage error of 800% on these spheres, much
poorer than previously reported (3). Tpean thus does not
appear to be a good option when the processed images can
include a large variety of tumor-to-background activity
ratios.

Thax accuracy also depends on the tumor-to-background
activity ratio (37). For the simulated data, T,,,x parameters
were optimized using data with sphere-to-background-
activity ratios between 1 and 12, which did not match
those in the simulated tumors (8-32), yielding a systematic
underestimation of the volumes of the simulated tumors.
The optimization of the T,,., parameter using a leave-one-
out procedure for the simulated data (results not
shown) actually led to parameters significantly different
from those derived from the simulated phantom (P <
0.001). Similar to Tyyean, the performance of T,,.x is thus
highly dependent on whether its parameter has been
optimized considering tumor-to-background-activity ra-
tios similar to those observed in the images subsequently
processed.
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SUV Estimates

Overall, the comparison of SUV estimation methods
showed a systematic underestimation of SUV with the
methods that did not include any PVE correction, except for
SUV...x (Fig. 5), which often minimizes PVE (25).

Similar to what was observed for the volume estimates,
the ranking of the SUV estimation methods was identical
whatever the optimization strategy when the phantom
data were considered (Figs. 6A and 6B), but differences
(SUV1regre and SUVrpacre VS. SUV sy that were found
significant with the leave-one-out optimization were no
more significant with the hold-out optimization.

SUVrygarc Was not significantly different from the other
PVE-corrected SUV in the phantom data and significantly
less biased than all other SUV estimates in the simulated
data. This latter result is consistent with the ranking of Tygq
for volume estimates.

SUVE; is corrected for PVE but has a negative bias in the
phantom data, compared with SUV .1, SUVTpaxrc, and
SUVrpearc. This is because the Fit method uses only 1
parameter for both volume and SUV estimations. This
parameter has been optimized for volume recovery rather
than for activity recovery on phantoms, making the method
more accurate in estimating volumes than activity. In the
simulations, SUVy;, has the second smallest mean bias (3%
against —2% for SUVrypgqrc), Which suggests that the
optimization of a single parameter for Fit still makes it
robust enough to properly assess volume and SUV in
a variety of situations. The observed systematic negative
bias of Ty« in the simulated data leads to a systematic
positive bias in SUV.xre-

The variability in the SUV estimation error is related to
the variability in the volume estimates: for instance, Tyean
had variable errors in volume and also in SUV estimates.
Moreover, the relationship between the error in volume
estimate and in SUV corrected for PVE is nonlinear (32).
Small underestimation in small-volume estimates can lead to
high overestimation of PVE corrected activity. Most methods
overestimated the small volumes, but Tygq underestimated
volumes less than 2 mL in 41% of the cases (14% for Ty, 4%
for Tinean, and 14% for T,,,,) in the leave-one-out phantom
data. This yielded outliers in SUVyyeqrc error distribution
and explained its positive bias and higher dispersion in
the phantom data, compared with other methods.

Robustness of the Estimation Methods

Some methods were more sensitive than others to the
proper setting of the parameters they involved. For the
volume estimates, Tpax, Tmean» and Ty had very different
biases for the simulated data, compared with the phantom
data, whereas Tygq and Fit had a more constant bias across
the datasets and optimization strategies. This finding
suggests that Ty,gq and Fit are more robust than the other
methods with respect to the setting of the parameters.

For the SUV estimates, SUVpeqre and SUVg; did not
have the smallest rank for the phantom data (Fig. 6) but
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were not significantly less accurate than SUVrerc and
SUVmaxrc- For the simulated data, they yielded the most
accurate SUV estimates (SUVryeare rank being signifi-
cantly smaller than SUVE; rank), although training and
evaluation datasets had different characteristics. SUV rpgqarc
and SUVp;, thus seemed to yield the most robust SUV
estimates. They were also significantly more accurate than
SUV .« for all the datasets.

Limitations to the Current Study

The evaluation based on the simulated data was supposed
to be closer to real clinical situations than is the phantom.
However, our simulations remained too simple in at least 2
regards: neither respiratory motion nor heterogeneity in
tumor uptake was modeled. Our results might still be
representative of the performance to be expected for images
compensated for respiratory motion, such as respiratory-
gated images with appropriate signal-to-noise ratios (33).
Respiratory motion compensation (e.g., based on gated
PET/CT) before tumor volume or SUV estimates is cer-
tainly more appropriate than optimizing tumor segmenta-
tion methods for data corrupted by motion, given the large
variability of the motion blur in patients, as a function of
the respiratory amplitude or tumor location, for instance.
Further studies regarding the reliability of tumor volume
estimates and SUV estimates for heterogeneous tumors are
still needed. For heterogeneous tumors, however, the very
concept of tumor volume and tumor SUV might have to be
reconsidered, and approaches such as activity—volume
histograms might appear more relevant for describing
tumors (34) than is a single volume or SUV per tumor.

CONCLUSION

A comprehensive evaluation of 5 volume and 10 SUV
estimation methods demonstrated that 2 segmentation
methods (Typeq and Fit) and 2 SUV indices corrected for
PVE (SUVrygarc and SUVE;) yielded the most accurate
tumor volume and SUV estimates.
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