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INTRODUCTION

Many zooplanktivorous fish species in temperate
and sub-polar regions experience strong seasonal
fluctuations in prey availability, and often rely on a
transient zooplankton production fuelled by the
exponential primary production in late spring, which is
triggered by temperature-induced stratification and
increasing day length. As a life cycle adaptation to the
harsh conditions, many species build energy reserves
to avoid starvation (Schultz & Conover 1997, 1999, Biro
et al. 2005, Hurst 2007) and some even overwinter in a
state of passiveness and stop actively searching for
food. Such an overwintering strategy has been
reported for a number of species of high commercial
and ecological value (e.g. Winslade 1974a, Huse & Ona
1996, Kaartvedt et al. 2009), and is particularly pro-

nounced in sandeel ecotypes. The archetypical exam-
ple of this ecotype is the Ammodytes genus. Species of
this genus can remain buried in the sediment for up to
10 mo (Winslade 1974a). However, insight into the evo-
lutionary and ecological mechanisms underlying the
overwintering strategy in fish has so far remained
largely elusive.

The consequence of high mortality due to predation
is that many individuals will not live long enough to
reproduce. In this case foraging decisions become a
trade-off between predation mortality and energy gain
maximisation, also referred to as the energy/predation
trade-off (Houston & McNamara 1999). The discovery
of the energy/predation trade-off (e.g. Mittelbach
1981, Werner et al. 1983) led to a bloom of theoretical
and empirical research suggesting that this trade-off
impacts not only on the level of the individual but also
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at the level of populations and entire ecosystems (e.g.
Werner & Anholt 1993, Lima 1998). Sub-maximal
growth, temporal and spatial variation in distribution
of prey organisms and their predators, and climate
change-induced compensatory foraging activity are
just some of the consequences of the energy/predation
trade-off (Mangel & Stamps 2001, Biro et al. 2003,
2006, 2007, Dill et al. 2003, Schmitz et al. 2008).

In the present study, we adopt the principles of the
energy/predation trade-off in order to shed light on
the evolutionary and ecological processes underlying
the overwintering strategy. We consider the over-
wintering strategy as a plastic behaviour involving
2 annual decisions: When to end overwintering and
when to start overwintering. The combination of
these 2 decisions comprises the timing of the forag-
ing window during which the individual exploits the
food regime of the habitat. The optimal foraging win-
dow is defined as the one that maximises fitness
(lifetime reproductive index; R0). In this context we
ask the following questions: (1) Is overwintering also
the optimal strategy even when winter prey abun-
dance (background food level) is high enough to
support a positive surplus energy budget? (2) What is
the optimal timing of the foraging window, and how
is it influenced by predation mortality (including fish-
ing mortality) and food regime (for example the
intensity and timing of the zooplankton spring burst)?
(3) What is the fitness-related incentive of adapting
to changes in mortality and food regime? In order to
answer these questions, we developed a simple (few
parameters) generic model framework that linked
mortality, bioenergetics, physiology and behaviour of
the lesser sandeel Ammodytes marinus. Parameteri-
sation of the model was based on values from the
literature and our own recently performed ex-
periments. In these experiments, stomach evacuation
rate, stomach capacity and metabolism were mea-
sured (see Supplement 1 at www.int-res.com/articles/
suppl/m416p201_supp.pdf for details). The overwin-
tering behaviour and annual life cycle of lesser
sandeels is well documented and relatively simple to
model as dispersal of lesser sandeel larvae is limited
(Christensen et al. 2008) and adults are highly resi-
dential (Gauld 1990, Pedersen et al. 1999, van der
Kooij et al. 2008). Lesser sandeels reach sexual matu-
rity around the age of 2 yr and subsequently spawn
in December/January (Macer 1966, Bergstad et al.
2001). They are a commercially valuable, short-lived,
trophic key species (e.g. Furness 1990, Hain et al.
1995, Furness 2002, Frederiksen et al. 2005, Engel-
hard et al. 2008) occupying temperate and sub-polar
ecosystems worldwide (e.g. Sherman et al. 1981,
Brêthes et al. 1992, Van Pelt et al. 1997, Yamada
2009).

MATERIALS AND METHODS

Overview of the model. We developed an individual-
based bioenergetics model (an adaptation from Fish
Bioenergetics 3.0, http://aqua.wisc.edu/publications).
The model in the present study employs an adult individ-
ual that has reached its asymptotic size, so that all sur-
plus energy goes to reproduction. The simulation period
was 1 yr and addressed the optimal overwintering strat-
egy in relation to investing foraging effort at the cost of
mortality. The spawning date was fixed to January 1
(Macer 1966, Bergstad et al. 2001).

Energy gain was based on stomach size and evacua-
tion rates, and energy losses were determined by the
assimilation efficiency, standard metabolism and activ-
ity costs related to swimming. Temperature dependen-
cies were included in the stomach evacuation rate and
the standard metabolic cost.

The habitat was described as a 2-box system. The
individual could either be in its refuge (which for a
sandeel means being buried in the sediment), where
predation mortality is low and food supply is zero, or in
the pelagic zone (arena), where the individual can feed
at the expense of higher predation mortality (including
fishing mortality). During overwintering, the individ-
ual was permanently in its refuge. As sandeels also
burrow in the seabed within the foraging window, dur-
ing night time as well as during parts of the day
(Winslade 1971), we resolved the model on daily time
steps. However, physiology and diel behavioural pat-
terns were related to hourly time scales after each
daily time step, such that the individual in the model
only spent time in the arena during daylight hours
starting at sunrise and whilst the stomach was not
full. Gut filling dynamics were therefore a function of
prey availability, day length and gut evacuation. The
energy uptake, energy expenditure and mortality that
accumulated over the course of the year, as a result of
a given foraging window, were combined into the life-
time reproductive index R0 (an index for the numbers
of offspring produced per lifetime; see Stearns 1992).
The foraging window which gave the highest R0 was
considered the optimal foraging window. Individuals
that chose an overwintering behaviour that would
not let them accumulate enough energy to cover the
energy costs during the simulation year died from star-
vation. Model parameters are summarised in Table 1.

Details of the model. Consumption: Within the for-
aging window, consumption (C) on a given day t was
described as assimilated energy (kJ):

C(t) = N(t) · ε (1)

where N(t) is the number of encountered (and in-
gested) prey items on day t (see Eq. 5) and ε is the
caloric value (kJ) of each prey item after accounting
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for assimilation efficiency and the metabolic cost
associated with digestion, absorption and storage of
nutrients. The number of prey that could potentially be
encountered by the individual on day t was deter-
mined by the availability of prey and the day length:

Nenc (t) = ƒ(t) τ(t)                            (2)

where τ(t) is day length (h), and ƒ(t) is the food regime,
and describes encounter rate on day t (number of suit-
able prey encountered per hour). As a simplification,
swimming velocity was assumed to be constant and is
therefore not included in Eq. (2). The upper limit on the
number of encountered prey per day was determined
by available stomach volume at sunrise:

Nmax(t) = V – S(t – 1) + E (3)

where V is volume or capacity of an empty stomach
(numbers of prey items), S(t – 1) is the stomach fullness
on day t – 1 (numbers of prey items), and E is what has
been evacuated (numbers of prey items) since the pre-
vious day. As simulations in the present study were
carried out for only a single size, the same V was used
in all simulations. In order to keep the computation
simple, E was estimated in the following way at sun-
rise:

E(h) = S(t – 1) – exp{ln[S(t – 1)] + [a + bT(t)]h}     (4)

To avoid introducing a non-systematic bias to E, the
extent of the time period during which the stomach was
filling up on day t – 1 was accounted for. Evacuation
time h is therefore the time (h) since the midpoint of the
foraging period on day t – 1, which was calculated here
as 24 – H(t – 1)/2, where H(t – 1) is time spent foraging
on day t – 1, calculated using Eq. (6). By using this ap-
proach only a small systematic bias was introduced to
E. T(t) is a forcing function describing seasonality in
water temperature, and a and b are fitted coefficients
describing the temperature effect on stomach evacua-
tion. Both Nmax and Nenc are upper boundaries on the

number of encountered prey. In our model, the actual
number of encountered prey was therefore:

N(t) = min[Nenc (t), Nmax(t)] (5)

Behaviour: On a given day t, the individual was al-
lowed to be in 1 of 2 states: foraging (daily shifts be-
tween arena and refuge) or overwintering (per-
manently in the refuge). Furthermore, the individual
could only shift state twice during the year. In this way,
behaviour on the annual time scale was condensed into
2 annual decisions, when to end overwintering and
when to start overwintering, which when combined,
comprised the timing and duration of the foraging win-
dow. A given overwintering scenario is described in the
model by σ, which is a binary vector of length 365 cor-
responding to the 365 d of the year. σ(t) = 1 if the indi-
vidual, on day t, is foraging in the arena and σ(t) = 0 if
the individual is overwintering in the refuge.

To ensure that the individual did not spend unneces-
sary time in the arena (where mortality was high), but
instead went to the refuge during the hours after sun-
set and when its stomach was full, the time in hours
spent on day t in the arena was:

(6)

Energetic cost: The daily metabolic cost (R) is a func-
tion of the combined costs of standard metabolism and
activity:

(7)

where RS and RA are the hourly standard metabolism
and the activity metabolism, respectively, for 1 g of fish
(kJ), and w is the weight of the fish (g). RA is constant,
whereas RS depends on temperature:

RS(t) = cT(t) – d (8)

where c and d are fitted coefficients.
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Table 1. Ammodytes marinus. Model parameterisation for a 13 cm sandeel. Parameterisation was based on our own experiments
combined with a general assimilation efficiency (Ciannelli et al. 1998) and published data on calanoid copepods (Comita et al.
1966, Yamaguchi & Ikeda 2000, Gentleman et al. 2008); see Supplement 1 at www.int-res.com/articles/suppl/m416p201_ 

supp.pdf for information about the source of each parameter

Symbol Unit Definition Value

ε kJ Assimilated caloric value of 1 prey item 23.5 × 10–4

V Number of prey items Stomach volume 1860
a – Fitted coefficient in Eq. (4) –2.7 × 10–2

b – Fitted coefficient in Eq. (4) –3.6 × 10–3

RA kJ Isolated energetic cost of swimming g–1 h–1 34 × 10–4

c – Fitted coefficient in Eq. (8) 8 × 10–5

d – Fitted coefficient in Eq. (8) 25 × 10–5

w g Weight of the fish 6
ZA – Hourly mortality in arena varied
ZR – Hourly mortality in refuge varied
ƒ(t) Prey encounter h–1 Food regime as a function of day t varied
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Mortality: The daily mortality (Zd) was described by
the time spent in the arena and the refuge:

(9)

where ZA and ZR are hourly predation mortality in the
arena and refuge, respectively (ZA could also include
fishing mortality). From the daily mortality and the
overwintering scenario σ, the probability of surviving
1 yr is:

(10)

Fitness: If results of the equations for consumption
(Eq. 1), energetic cost (Eq. 7) and mortality (Eq. 9) are
summed over the entire year for a given overwintering
scenario σ, the lifetime reproductive index R0 can be
calculated in the following way:

(11)

where ω is the probability of surviving the larval and
juvenile stage. As juvenile and adult life-stages are
temporally separated, the juvenile and adult contribu-
tion to R0 factorises in Eq. (11), and the influence of
juvenile and adult life strategies on R0 can be investi-
gated independently. The sum of C – R over the entire
year is the annual surplus energy gain (G) and is
assumed to be proportional to individual fecundity.
When the inter-annual variability in abiotic conditions
is neglected, the reproductive output can explicitly be
summed over the entire life span as in Eq. (11). It was
assumed that population density affects the individual
either by increased larval/juvenile mortality (ω) or by
reducing annual surplus energy gain (competition).
This corresponds to population density effects of class
1 and/or class 3 respectively in the classification of
Mylius & Diekmann (1995), and thereby optimisation
of R0 rigorously finds the overwintering scenario σ that
corresponds to the evolutionary stable strategy. This is
a considerable simplification compared to explicitly
including population density effects in the model. In
the present study, R0 is simply optimised with respect
to σ in order to predict the overwintering scenario that
contains the optimal timing of the foraging window.

Forcing functions: The temperature forcing function
applied to the model was a stylistic and general repre-
sentation of the temperature cycle in the North Sea.
The function is a cosine function:

T(t) = Tmin + 0.5(Tmax – Tmin){1 – cos[2π(t + tmin)]} (12)

with minimum temperature of 5°C (Tmin) on January 31
(tmin) and a maximum temperature of 20°C (Tmax) on
July 31. Values of day lengths τ(t) correspond to the
annual cycle on Dogger bank, North Sea.

The main time window for copepod production in the
North Sea lasts for only a couple of months, with a steep
increase in abundance peaking in late spring, at annual
median temperatures, followed by a steep decline in
abundance (Carlotti & Radach 1996). A Gaussian distri-
bution and a constant background food level was used to
make a schematic representation of the food regime
contained in the forcing function ƒ(t). The unit of ƒ(t) is
number of prey encountered per hour. As a simplifica-
tion, all suitable prey encountered were of uniform size
(see Supplement 1). Unless stated otherwise, the back-
ground food level in the model (the food level that the
fish experience in the model outside the zooplankton
bloom in spring) provide the fish with just enough
energy to sustain the energetic cost of foraging, i.e. even
if the fish choose to forage in the arena during winter
the daily energy budget will not become negative. The
mean of the Gaussian distribution defines the timing of
the peak in the zooplankton spring burst, the standard
deviation (SD) defines the duration and increase/
decrease, and the space under the curve defines the
intensity of the burst.

Model simulations: Eq. (11) was optimised with
respect to σ for various scenarios of predation mor-
tality and food regimes. In order to investigate how
food regime affects the optimal foraging window, ƒ(t)
was manipulated either by changing the intensity or
duration of the zooplankton spring burst, or the back-
ground food level. In order to investigate how preda-
tion mortality affects the optimal foraging window,
Eq. (11) was optimised with respect to σ, for a range
of ZA (at 2 different ZR:ZA ratios). Alternative mor-
tality scenarios were also explored, in which daily
mortality during the foraging period was either con-
stant, i.e. not dependent on number of hours spent
in the arena, or correlated with temperature, i.e. ZA ·
(Tmax/Tmean).

As the model was solved numerically, R0 was calcu-
lated for all combinations of timing and duration of the
foraging window. This made it possible to compare R0

from suboptimal foraging windows with those from the
optimal foraging window. This comparison was used to
explore the fitness buffer capacity of an adaptive for-
aging window as opposed to a mal-adaptive or fixed
foraging window.

Parameterisation: Model parameterisation was car-
ried out for an adult female of length 13 cm and weight
6 g, and was based on a combination of values from the
literature and experimental studies conducted on
Ammodytes tobianus as part of this study. A detailed
description of the parameterisation and experimental
measurements of stomach evacuation rate, stomach
capacity, and swimming metabolism is given in
Supplement 1, and Table 1 provides an overview of
selected parameter values.
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RESULTS

The model was analysed both numerically and
analytically. The sections below contain the numerical
exploration with application to lesser sandeels. By
imposing certain simplifications on the model, it was
also possible to perform analytical exploration of the
model; the highlights are presented here and the
detailed analytical results are provided in Supplement
2 at www.int-res.com/articles/suppl/m416p201_supp.
pdf. The aim of the analytical approach was to verify
that the findings were not just the result of the chosen
parameterisation but were valid in general, and to
obtain a deeper insight into life strategy trade-offs.

General patterns and the effect of elevating winter
prey abundance (background food-level)

The model predicted that the optimal foraging win-
dow was more or less symmetrically distributed around
the Gaussian zooplankton spring burst curve, albeit

considerably narrower (Figs. 1 to 3). The timing of the
optimal foraging window remained more or less the
same when winter prey abundance (background food
level) supported a daily consumption of one third of
the consumption during the zooplankton spring burst
(Fig. 1C). The end and beginning of the overwintering
period depended on a combination of the entire annual
foraging history (including accumulation of mortality),
and not on a threshold daily surplus energy gain.
For example, when the zooplankton spring burst was
spread out over a longer period, by increasing the
standard deviation, the model predicted that sandeels
will initiate the foraging window earlier (and end it
later), and at lower daily surplus energy gain (Fig. 2).

Exactly how the optimal trade-off was determined
between feeding- and mortality-related aspects was
elucidated by mathematical analysis of Eq. (11). The
analysis confirmed that the optimal foraging window
was distributed symmetrically around the zooplankton
spring burst (and the minor asymmetry explained by
the phase lag between temperature and zooplankton
productivity). Further, the analysis revealed that 2 fit-
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Fig. 1. Ammodytes marinus. Optimal foraging window in relation to food regime. (A) Daily total prey encounter (given in
hundreds of prey items per day) for 3 different zooplankton spring burst intensities as a function of time of the year. (B) Onset
(dotted) and offset (solid) of the optimal foraging window as a function of relative spring burst intensity. The vertical lines refer
to the graphs in (A). (C) Onset (dotted) and offset (solid) of the optimal foraging window as a function of background food-level
(values on the x-axis are the winter prey abundance relative to spring burst peak abundance, as %). (D) Annual survival proba-
bility (P; solid) (%) and annual surplus energy gain (G; dashed) (kJ) as a function of spring burst intensity. In all simulations an

hourly arena mortality and refuge mortality of 1 × 10–3 and 1 × 10–5, respectively, were used
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ness regimes were possible. In Type 1 situations, R0

always exhibits a single optimal overwintering period.
Type 1 situations are characterised by a seasonal pat-
tern, where consumption minus energetic cost of forag-
ing is negative in a period during the winter. If con-
sumption minus energetic cost of foraging is positive all

year round, it is a Type 2 situation, where it is possible
that overwintering is skipped if the arena mortality ZA

is sufficiently low. We have not found Type 2 situations
in biologically relevant parameter regimes for lesser
sandeels in the North Sea, but they may exist for other
species resembling the sandeel ecotype. Even though
the model always predicts a single optimal overwinter-
ing period, the mathematical analysis also reveals a
range of mortalities so high that fitness in the demo-
graphic equilibrium falls below 1. This is due to the fish
size-determined upper limits on fecundity; see Supple-
ment 2 for technical details of the mathematical analysis.

Effect of the intensity and duration of the
zooplankton spring burst

Reducing the duration or increasing the intensity of
the zooplankton spring burst resulted in reduced dura-
tion of the optimal foraging window (Figs. 1B & 2).
However, there was a maximum level of spring burst
intensity above which the optimal foraging window
remained at a constant duration despite further
increase in spring burst intensity (Fig. 1B). This maxi-
mum level was determined by daily total consumption
shifting from being limited by prey encounter rate  to
being limited by stomach capacity and evacuation rate.
At low intensities of zooplankton spring bursts the
distribution of daily prey encounters followed the
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Fig. 2. Ammodytes marinus. Optimal foraging window in
relation to the duration of the zooplankton spring burst. Onset
(dotted) and offset (solid) of the optimal foraging window as a
function of the zooplankton spring burst duration (in d) (rep-
resented by the SD of the Gaussian spring burst curve). The
spring burst at SD = 25 corresponds to the medium prey
encounter graph in Fig. 1A. For illustration purposes, the
shapes of the spring bursts have been superimposed as thin
grey lines. An hourly arena mortality and refuge mortality of 

1 × 10–3 and 1 × 10–5, respectively, were used

Fig. 3. Ammodytes marinus. Optimal foraging win-
dow in relation to predation mortality. (A) Onset
(dotted) and offset (solid) of the optimal foraging
window as a function of hourly mortality in the arena,
for the default refuge-mortality:arena-mortality ratio
(ZR/ZA = 0.01) (black) and ZR/ZA = 0.1 (grey). (B) Effect
of a temperature-scaled ZA (grey) compared to the
default scenario (black). (C) Annual survival probabi-
lity in percentage (P; solid), and annual surplus
energy gain (kJ) (G; dashed) as a function of ZA for the
default scenario. The zooplankton spring burst inten-
sity used in all simulations corresponded to the 

medium prey encounter graph in Fig. 1A
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Gaussian spring burst curve, and hourly prey encoun-
ters was the limiting factor on consumption. However,
at high burst intensities consumption became limited
by stomach evacuation (E) and day length (τ), thus the
full potential of the spring burst was not utilised (note
the flat top on the upper 2 curves in Fig. 1A).

Increased intensity of the zooplankton spring burst
resulted in increased surplus energy gain (G) and
survival probability (P) values. However, G levelled off
when daily total consumption became limited by stom-
ach capacity (Fig. 1D,B). In the lower range of spring
burst intensities, the increase in P was due to the reduc-
tion in the duration of the optimal foraging window. In
contrast, in the upper range of spring burst intensities, an
increase in P was caused by the high prey abundance
leading to a reduction in the number of hours spent in
the arena per day (Fig. 4B; note the dip in hours spent
foraging per day; black dash-dotted line).

Effect of mortality

The duration of the optimal foraging window
depended on mortality in both the arena and refuge.
An increase in ZA resulted in a decrease in the duration
of the optimal foraging window. In contrast, the dura-
tion of the optimal foraging window increased slightly
when ZR/ZA was increased from 0.01 to 0.1 (Fig. 3A),
and the onset and offset shifted to earlier in the year,
by approximately 1 wk, when ZA was scaled with tem-
perature (Fig. 3B). The reduction in P following ele-
vated arena mortality was highest in the lower range
of arena mortality and levelled off toward the upper
range (Fig. 3C). In contrast, G decreased more or less
steadily as arena mortality increased.

Daily processes of importance

When the zooplankton spring burst intensity was
high, the top of the distribution of daily surplus energy
uptake became flat and slightly tilted (Fig. 1A). The
daily processes involved were explored more thor-
oughly in a scenario of a long lasting, high intensity
spring burst. The foraging window was centred sym-
metrically on the zooplankton spring burst and was
considerably narrower than the flat tilted top of daily
surplus energy uptake (Fig. 4A).

Warmer water increased metabolism as well as stom-
ach evacuation rate (Fig. 4B), and in combination with
increasing day length, the daily energy uptake more
than outweighed the expense of increased metabo-
lism. Based on this, one may expect that the optimal
foraging window should be shifted to later in the year.
However, the individual also spent more hours forag-
ing in the arena as days became longer (Fig. 4B, grey
dashed line), which in turn increased the daily accu-
mulated mortality and, therefore, shifted the optimal
foraging window to earlier in the year. This is illus-
trated by comparing the default scenario (Fig. 4A,
black line) to a scenario where daily mortality is con-
stant instead of being dependent on the hours spent
foraging (Fig. 4A, grey line).

Fitness buffer capacity and mismatch between
foraging window and zooplankton spring burst

We calculated R0 for the optimal foraging window for
both a high and a low zooplankton spring burst in-
tensity (using intermediate ZA). We then either shifted
timing of the foraging window (Fig. 5A) or reduced/
expanded it (Fig. 5B) and calculated the associated
values of R0. We found that a 14 d mismatch between
the centre of the foraging window and the peak of a
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Fig. 4. Ammodytes marinus. Behavioural and physiological
control of the optimal foraging window during a high inten-
sity and long-lasting zooplankton spring burst. (A) Onset
(dotted lines) and offset (solid lines) of the optimal foraging
window as a function of hourly mortality in the arena (ZA) for
the default scenario (black) and a scenario in which daily mor-
tality is constant (12 × ZA) and is thereby independent of the
number of hours spent foraging in the arena (grey). Hourly
arena mortality = 1 × 10–3; hourly refuge mortality = 1 × 10–5.
(B) Water temperature (°C) (solid grey); time spent in the
arena per day (h) (grey dashed); daily surplus energy uptake
(kJ) (black dashed); daily metabolic cost of foraging including 

standard metabolic cost (kJ) (black dash-dotted)
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low intensity spring burst (in either direction) resulted
in ~20% reduction in R0, and a 25 d mismatch resulted
in ~50% reduction in R0 (Fig. 5A). The fitness loss of a
temporal mismatch was lower for the high burst inten-
sity (Fig. 5A). Both contraction and expansion relative
to the optimal foraging window also resulted in notable
reduction of R0. High contraction of the foraging win-
dow eventually lead to negative fitness, which means
that the metabolic cost of overwintering exceeded
surplus energy gain during the foraging period.

Fitness buffer capacity and changes in predation
mortality and zooplankton spring burst intensity

We calculated R0 for the optimal foraging window.
We then changed ZA and compared the R0 for the case
of a fixed foraging window, where the individual main-
tained the foraging window that was optimal in the ini-
tial scenario, to the case where the individual adapted
the foraging window to the changes in ZA. We found
that the advantage for the individual adapting the for-
aging window was inconsequentially small. This exer-
cise is illustrated in Fig. 6A. The same type of exercise
was repeated, but this time the intensity of the zoo-
plankton spring burst was changed instead of preda-
tion mortality. We again found that the advantage for
the individual adapting the foraging window was small
(Fig. 6A,B). The main exception to this pattern was
where the initial scenario was one of relatively high
spring burst intensity (Fig. 6C). In this case, the indi-
vidual adapting the foraging period was notably better
than the individual that failed to adapt when spring
burst intensity decreased.

DISCUSSION

To facilitate an investigation of the energy/predation
trade-off in the context of the overwintering strategy
of sandeel ecotypes, we developed a simple model
framework that linked behaviour, mortality and bio-
energetics. We demonstrated that the optimal solution
to these 2 decisions was determined by an energy/pre-
dation trade-off, and found that the overwintering
strategy remained the optimal strategy even when
winter prey availability supported the energetic cost of
foraging many times. We also found that food regime
and hourly mortality affected the timing of the optimal
foraging window.

In the present work, we did not include inter-
annual variability in abiotic conditions, as we wished
to understand the link between regimes of abiotic
conditions and differences in the optimal overwinter-
ing period, with the aim of understanding local adap-
tations as well as expected responses to anthro-
pogenic and climate changes. Furthermore, timing of
the spawning window was fixed at January 1 in the
present work assuming it to be determined solely by
hydrographical properties ensuring maximal larval
retention rates. A complete life history investigation
should also consider optimisation of the spawning
window and inter-annual variability in abiotic condi-
tions; because an optimal life strategy corresponding
to an average regime of abiotic conditions may be-
come suboptimal when facing inter-annual fluctua-
tions. Our model can certainly be extended to include
stochastic fluctuations, thereby addressing a stochas-
tic optimisation problem, but this is beyond the scope
of the present work.
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Fig. 5. Ammodytes marinus. Fitness buffer capacity in relation to mismatch between foraging window and zooplankton spring
burst. (A) Fitness (plotted as relative values) as a function of translocation in time of the foraging window relative to the optimal
foraging window. (B) Relative fitness as a function of expansion/contraction of the foraging window relative to the optimal dura-
tion of the foraging window. The exercise was carried out for 2 scenarios: A low intensity spring burst (grey) (corresponding to
the lowest daily prey encounter graph in Fig. 1A) and a high intensity spring burst of relatively long duration (black) (correspond-
ing to the highest daily prey encounter graph in Fig. 1A). In all simulations an hourly arena mortality and refuge mortality of 

1 × 10–3 and 1 × 10–5, respectively, were used
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Model output in relation to available information on
lesser sandeels

Lesser sandeels make both seasonal and diurnal
shifts between the pelagic feeding arena and being
buried in the sandy sediments. Commercial landing
data strongly suggest that the seasonal foraging win-
dow for adults lasts for only 2 to 4 mo during spring,
with a peak in activity around May. This distinct pat-
tern is reflected in both the fishery and in the diets of
their predators (Macer 1966, Winslade 1974a, Reeves
1994, MacLeod et al. 2007). The timing and extent of
the foraging window seem to vary slightly from year to
year and from region to region (Macer 1966, Winslade
1974a, Reeves 1994, Sharples et al. 2009). Further-
more, lesser sandeel juveniles (mainly age-0 and 
age-1) have a prolonged feeding period compared to
adults (Macer 1966, Reeves 1994, Hamer et al. 2000,
Kvist et al. 2001). This pattern finds further support in
a study of the sandeel-eating shag Phalacrocorax aris-
totelis, which showed that intense feasting on sandeel
continued until at least October in years where juve-
nile sandeels were the most abundant item in the diet,

whereas in years where adult sandeel dominated the
diet, feeding activity concentrated around April (Harris
& Wanless 1991). It has been suggested that prey con-
centrations, light intensity, day length and tempera-
ture determine the shifts between overwintering period
and foraging period (Winslade 1974a,b,c).

In agreement with the published data, the general
trends that emerged from the present model simula-
tions predicted that adult lesser sandeels should only
forage during the peak period of the zooplankton
spring burst and spend the rest of the year overwinter-
ing submerged in the seabed. Simulations were based
on general and schematic representations of tempera-
ture and prey availability, as the main aim of the
study was to understand the generic links between
the seasonal environment and overwintering from an
energy/predation perspective, rather than attempting
to forecast geographical patterns in the North Sea.
However, Winslade (1974a) presented data for the
southern North Sea of monthly prey availability, sea
temperature and commercial sandeel landings from
before the sandeel fishery became strictly regulated by
quotas and seasonal constraints. When these environ-
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Fig. 6. Ammodytes marinus. Fitness buffer capacity in relation to
changes in predation mortality and zooplankton spring burst inten-
sity. Fitness (plotted as relative values) as a function of (A) hourly
mortality in the arena and (B,C) spring burst intensity for an adap-
tive case where the foraging window is adapted optimally (grey)
and for a fixed case where the foraging window is held fixed while
spring burst intensity or mortality is varied (black). The vertical
dashed line is the starting point at which the foraging window of
the fixed case is optimal. This starting point is the only difference
between (B) and (C). In (A), the exercise was carried out for low
spring burst intensity (thin black line) (corresponding to the lowest
daily prey encounter graph in Fig. 1A) and high spring burst inten-
sity (thick black line) (corresponding to the highest daily prey
encounter graph in Fig. 1A). The ranges of spring burst intensities
in (B) and (C) correspond to the range used in Fig. 1B. An hourly
arena mortality (ZA) of 1 × 10–3 was used in (B) and (C) and an
hourly refuge mortality of 1 × 10–5 was used in (A), (B) and (C).
Note: ZA = 1 × 10–3 results in an annual mortality that roughly cor-
responds to the annual mortality applied in the North Sea sandeel

assessment (ICES 2007)
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mental data were used in the model the predicted
foraging window enveloped 70% of total sandeel
landings (Fig. 7).

In the present study a constant hourly arena mortal-
ity of approximately 1 × 10–3 (and a refuge mortality vs.
arena mortality ratio of 1 × 10–2) was used in all analy-
ses where mortality was kept constant. At this level of
hourly mortality, the model estimated annual survival
probability to be roughly 50%, which resembles the
annual mortality of 0.6 estimated for lesser sandeels in
the North Sea for age 2 and older (ICES 2007). In real-
ity, daily predation risk presumably fluctuates over the
year. Firm measures of intra-annual fluctuations in
mortality were not available, and inclusion of a sub-
model of seasonal variation in mortality would involve
a detailed analysis of the evolutionary processes re-
lated to the close interactions and multiple feedback
pathways between prey and predator(s) as well as the
assemblage of alternative prey from which the preda-
tors can choose at a given time of the year. This was
therefore not considered to be within the scope of the
present study. However, as roughly 90% of the preda-
tors on lesser sandeels in the North Sea are poikilo-
therms (Furness 2002), a first step towards introducing
seasonal variation in mortality to the model would be
to assume that mortality due to consumption of sandeel
by fish predators is limited by the temperature-depen-
dent stomach evacuation rate of the predator. Results
presented here suggest that scaling mortality with
temperature has a slight effect on the outcome of the
model as it moves the foraging window to slightly ear-
lier in the year.

The total energy content of a 13 cm lesser sandeel in
July–August is approximately 50 kJ, and 85 kJ for a
15 cm lesser sandeel (Hislop et al. 1991, Pedersen &
Hislop 2001). Assuming that 60% of this energy can be
mobilised (Hislop et al. 1991), these values conform to
the values of annual surplus energy gain predicted for
sandeel at the lower range of zooplankton spring burst
intensities (or high population densities leading to
intra-specific competition for food).

Energy/predation trade-off in general

The majority of previous studies of the energy/pre-
dation trade-off in fish, and animals in general, have
focused on short-term processes (daily or hourly time-
scales, as opposed to the annual time-scale addressed
in the present study) such as diel vertical migration,
and ontogenetic or state-dependent diurnal decisions
regarding habitat choice and foraging activity (e.g.
Lima & Dill 1990, Houston et al. 1993, Burrows 1994,
Railsback et al. 1999, Biro et al. 2003, 2006). Those
studies show that the optimal behavioural response to
increased predation mortality is to reduce foraging
activity, given that foraging activity is proportional to
the mortality and a critical minimum energy uptake is
not compromised. This agrees with our predictions,
despite the difference in the time-scale at which the
trade-off was addressed. Fish studies investigating the
energy/predation trade-off on an annual time-scale
are much rarer. A field study utilising data from pas-
sive integrated transponder (PIT)-tagged roach Rutilus

rutilus and their main predators (Esox lucius and
Perca fluviatilis) indicated that roach make sea-
sonal migrations between habitats in order to
minimise the ratio between predation mortality
and growth rate (Brönmark et al. 2008). Related
model studies have focussed on diel vertical
migration of copepods using a state-dependent
approach and dynamic programming frame-
work to identify the optimal annual behavioural
and reproductive strategy (e.g. Fiksen & Carlotti
1998). Dynamic programming techniques are, in
many ways, a more advanced approach to solv-
ing complex optimality problems. However, it is
also far more difficult to interpret the results
from such models, and a comparison of the fit-
ness from the optimal strategy to that of sub-
optimal strategies is difficult if not impossible to
conduct. Furthermore, by imposing certain sim-
plifications, it was possible to solve the present
type of model conceptually and analytically.
This helps to identify which features and proper-
ties of the results are generic and whether other
types of results are possible.
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Fig. 7. Ammodytes marinus. Onset and offset (vertical grey lines) of
the optimal foraging window compared to monthly North Sea sandeel
catches from before the fishery became strictly regulated. Catch data
(black solid line; percentage of total annual catch), temperature (grey
solid line; °C) and copepod index (dashed line; number of copepods
per sample) reported by Winslade (1974a) were used to force the
model (the original copepod data are from Colebrook & Robinson
1961). Before using the copepod index in the model, values were
raised so that peak abundance in June corresponded to a daily total
prey encounter of 700. Annual survival probability was 50%, which

resembles the mortality applied by ICES for adult sandeels
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Daily processes

Using a mechanistic model of the ingestion rate of
Norwegian spring-spawning herring Clupea haren-
gus, Varpe & Fiksen (2010) show that high latitude
seasonality in day length and light regimes may be
more important in determining the onset of the forag-
ing window than the exact timing of the zooplankton
spring burst. A similar pattern arose from the present
model. Here, hourly prey encounters reached their
seasonal maximum when the spring burst peaked.
However, water temperature and stomach evacuation
rate were still low and day length still relatively short.
Maximum daily total consumption was therefore
reached later than the peak in the zooplankton spring
burst. The question of whether it is better to forage
during times when total daily consumption is max-
imised or during times when the hourly prey encoun-
ters are maximised therefore depends on whether
daily mortality is constant or proportional to hours
spent foraging. If daily mortality is proportional to the
number of hours spent foraging (which is how the
model here implemented mortality in the default set-
tings), then the daily mortality becomes inversely pro-
portional to the hourly prey encounters as long as max-
imum stomach capacity is not reached. However, when
consumption shifted from being limited by prey
encounter rate to being limited by stomach evacuation
rate, daily mortality became dependent upon day
length. It seems reasonable to assume that daily mor-
tality is proportional to hours spent foraging. It could
however be speculated that sandeels are more vulner-
able during the emerging and burying phases, and
during the vertical migration in the morning and after-
noon/evening, as indicated by some field observations
(Hobson 1986, Darbyson et al. 2003, Temming et al.
2004, Engelhard et al. 2008).

Behavioural plasticity and fitness benefits of
adapting to environmental changes

Behavioural plasticity can be a result of adaptations
to local environmental conditions driven by natural
selection of genotypes in the population (adaptations
on the population level) or can be a result of pheno-
typic plasticity (adaptations on the individual level)
(e.g. Via & Lande 1985, Kawecki & Ebert 2004). In con-
trast, when the individual perceives its surroundings,
processes the information, and acts accordingly and
momentarily, we often use the term adaptive decision-
making instead (e.g. Lima 1998).

We know that a range of behaviours may have fit-
ness comparable to that of the optimal behaviour
(Mangel 1991). In the present study, we found that the

fitness-related advantage of adapting the timing of the
foraging window to differences in predation mortality
(and/or fishing mortality) is very small, even when
mortality during the foraging period increases or
decreases many-fold. The minor fitness advantage of
adapting indicates that, at the population level, adap-
tations to local environmental conditions are possible
only if mortality rate is relatively stable on an evolu-
tionary time-scale.

The fitness-related incentive for an adaptive re-
sponse to differences in zooplankton spring burst
intensities (or intra-specific competition for food) was
not entirely clear. Even though there seemed to be
a considerable fitness-related advantage of adapting
overwintering behaviour according to a decrease in
spring burst intensity, the relative advantage of adapt-
ing to an increase in spring burst intensity was very
small. It therefore seems reasonable to assume that the
optimal behaviour during low spring burst intensities
is a stable optimal strategy. However, it may be that
with very high consumption, reserves and growth
become saturated and sandeels would benefit, in terms
of fitness, from starting the overwintering phase earlier
than predicted by the model.

The present study showed that inability to adjust
the timing of the foraging window to variation in the
timing of the zooplankton spring burst would have a
large negative effect on fitness. Expanding the forag-
ing window to increase the probability of capturing the
spring burst and thereby avoid mismatch is not an opti-
mal solution to the problem, since fitness decreased
rapidly when the foraging window covered periods
outside the spring burst, including its tail end. Consid-
ering this large fitness-related incentive of adapting
the foraging window to the spring burst timing, it
seems possible that local adaptations or phenotype
plasticity could have evolved. For adaptive decision-
making to have evolved, the individual needs ways to
perceive the advancement of the spring burst and its
fading out. The existence of such abilities remains an
open question.

Perspectives

The lethal aspects of predator–prey interactions, and
their implications for population dynamics and eco-
systems, are indisputably crucial and relatively well
understood. However, the implications and quantita-
tive importance of behaviourally mediated population
responses of predator–prey interactions, the non-lethal
aspects, are still poorly understood (Lima & Dill 1990,
Lima 1998, Dill et al. 2003). From this perspective, the
simple type of model framework presented here offers
an analytical tool to interpret observations and formu-
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late testable hypotheses regarding the overwintering
strategy and zooplankton burst-directed foraging activ-
ity. The model produced general patterns of behaviour,
bioenergetics and mortality related to lesser sandeels
in the North Sea, while at the same time illustrating
how sandeels trade off energy gain maximisation for
mortality reduction on an annual time-scale.

An important finding was that the precise level of
mortality and energy gain rates had little influence on
the foraging activity level. However, this does not
imply that predation mortality and anticipated energy
gain do not influence the behaviour of lesser sandeels.
On the contrary: the cost of predation related to forag-
ing activity is what led to the predictions that all forag-
ing activity should strictly coincide with the peak
period of the zooplankton spring burst. Inter-annual
shifts in the timing of the spring burst could therefore
cause the size of succeeding year-classes and spawn-
ing stock size to fluctuate, in particular when the pop-
ulation is below carrying capacity.

The notion that timing and intensity of the zooplank-
ton spring burst have substantial effects on population
dynamics of lesser sandeels has recently been pro-
posed in a study on the timing of reproductive allo-
cation in this species (Boulcott & Wright 2008). It is
also known that spring burst timing exhibits regio-
nal differences, inter-annual fluctuations and climate-
induced long-term shifts within ecosystems populated
by sandeels (e.g. Brander 1994, Edwards & Richardson
2004, Greenstreet et al. 2006, Sharples et al. 2006).
Understanding how sandeels, as a key mid-trophic
species and an important commercial resource, cope
with this variability is essential for understanding
population dynamics both in the present time and in
projections of climate change scenarios. We propose
that the type of model presented here can play a role
in this context, although we admit that focused field
studies are required to confirm for example the adap-
tive capabilities of sandeel.
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