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Abstract: The demand for fault diagnosis has increased with the
increasing complexity of VLSI devices. Recent analysis has found that
multiple defects frequently exist in failing chips. Therefore, the diagno-
sis of multiple defects is very important and is needed in the industry.
Here we propose a multiple-defect diagnosis method using an efficient
selection algorithm that can handle various defect behaviors. The ex-
perimental results for the full-scan version of the ISCAS 89 benchmark
circuits demonstrate the efficiency of the proposed methodology in di-
agnosing circuits that are affected by a number of different types of
defects.
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1 Introduction

The demand for fault diagnosis has increased with the increasing complexity
of VLSI (very large scale integration) devices. Fault diagnosis is a process
that deduces the location of the defect that caused the failures. Therefore, it
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is very important to develop an efficient fault diagnosis methodology in order
to improve device quality and to reduce production costs [1].

Single-fault diagnosis is a well-studied problem with various linear-time
solutions [2]. However, the single-fault model may not be adequate for diag-
nosing defects in modern devices, which tend to cluster and affect multiple
lines in a failing chip. Therefore, the diagnosis of multiple defects is very
important and is needed in industry. Multiple-fault diagnosis is a challeng-
ing problem because, in theory, the search space grows exponentially with an
increasing number of faulty lines.

In [3], the defect candidates are identified through a defect site identifi-
cation and elimination procedure. The effects of those candidates are then
analyzed and organized in a candidate forest. However, the diagnosis time
and the memory usage needed to create the candidate forest increase rapidly
as the number of defects increases. To alleviate this problem, an efficient
multiple-defect diagnosis method is proposed that does not require large,
growing data structures. During the entire diagnosis flow in the new method,
no characteristics of any failing patterns are used, and no assumptions re-
garding specific defect behaviors are made such that arbitrary defects can be
diagnosed. First, the enhanced path-tracing procedure identifies defect can-
didates, and several metrics (Ngpr, Npr) to rank the defect candidates are
determined. The candidate selection procedure then ranks and analyzes the
defect candidates to report accurate diagnosis results. According to compar-
ative experiments, the proposed diagnosis method dramatically reduces the
diagnosis time, and increases the diagnosability and resolution as compared
to the state-of-the-art method proposed in [3].

2 Enhanced path-tracing procedure

Most diagnosis methods use path-tracing [4] to reduce the defect search space.
For a given failing test pattern ¢, the path-tracing procedure [4] traces back
through the circuit from every failing observable point. An observable point
is failing if its observed response is different from its response when the CUD
(circuit under diagnosis) is defect-free. A signal line is called a site if the
signal line has a stuck-at value v € {0,1} for some test pattern t;. Any
lines encountered during the trace are implicated as potential defect sites.
The logic-value of a gate input is said to be controlling if it determines the
output value of the gate regardless of the other input values. The path-
tracing processes any internal lines while tracing back through the CUD in
the following manner. When a gate output is reached and all of the gate
inputs have non-controlling values, the path-trace implicates all of the gate
inputs and continues tracing from each input. If one or more inputs have
controlling values applied, only those inputs are implicated, and the trace
continues only from those controlling inputs. If a fanout branch is reached,
it is implicated, and the tracing continues from the corresponding stem.
Path-tracing typically implicates many defect-free sites, so we sought to
find a way to improve the accuracy of the diagnosis. In the path-tracing
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procedure, if one or more inputs have controlling values applied, those in-
puts are implicated, and the trace continues from those controlling inputs.
In this case, all inputs that have controlling values simultaneously become
defect sites to explain the fault effects. If any input that has a controlling
value remains fault-free, the output is also unchanged and remains fault-free.
Therefore, these controlling inputs are less likely to be real defects than the
non-controlling inputs. According to this observation, if only one input has
controlling values applied in the enhanced path-tracing procedure, those in-
puts are implicated, and the trace continues. Otherwise, only the output of
the gate is implicated and the trace stops. This method simply reduces the
number of implicated defect-free sites. Ngpr (Npr) is the number of implica-
tions throughout the enhanced path-tracing (the path-tracing), and indicates
how often a candidate is implicated during the enhanced path-tracing (the
path-tracing) for failing patterns.

3 Candidate selection procedure

The candidates implicated through the enhanced path-tracing are ranked
according to these metrics (Ngpr, Npr), and a list of defect candidates is
formed. Ngpr is the first priority and Npp is the second priority. Candidate
si/v; is said to output-explain an observable point out; for a failing pattern
ty if the fault-free value on site s; is v;, and an error from s; propagates to
out; in tj when all of the side inputs of the on-path gates have fault-free
values [3]. The candidate selection procedure selects the minimal group of
candidates such that the combined candidates jointly output-explain all of
the observed fail points from the defect candidate list and reports a diagnosis
output.

Our approach uses a fault simulator to evaluate the error propagation of
the defect candidate. The group of every failing observable point is called a
window, and a candidate is called a window match if there is an erroneous ob-
servable point within a window while there is no error outside of the window.
Ny, the number of the window match, is how often a candidate window
matches each failing pattern. The numerical difference between Npr and
Ny can separate a real defect candidate from the others. We found that
Ny is identical to Npp in most real defect candidates since the erroneous
effect of a real defect candidate tends to be propagated in the window. On the
other hand, if the erroneous effect of a certain candidate is easily propagated
topologically, that effect does not tend to be propagated in only the window.
The number of erroneous observable points within a window referred to as
Ngo is also exploited in diagnosis. A candidate that has a higher Npgo is
more likely to be a real defect. Candidates that have the same Ngpp and
Npr are distinguishable according to Ngo.

The final candidates are selected according to the procedure below.
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While ( the unexplained fail patterns exist ){
/* enhanced path-tracing procedure */
enhanced path-tracing for the unexplained fail patterns : calculate Ngppr and Npp
make the defect candidate list : sort candidates according to Ngpr and Npp
/* candidate selection procedure */
While( a new finial candidate is not selected ){
for ( the same ranked candidates from the top of the defect candidate list ){
fault simulate candidates for the unexplained fail patterns : calculate Ny s and Ngo
sort candidates according to Ngpo
if (a candidate ¢; == Ezplain Candidate && Npr(ci) == Nwar(ci ){
a candidate ¢; is selected as a new finial candidate }}}}

If a candidate output-explains a failing observable point that is not
output-explained by the final candidates, the candidate is referred to as Ez-
plain Candidate. In order to reduce the time of candidate selection proce-
dure, the same ranked candidates are simulated in parallel from the top of
the defect candidate list.

The example shown in Fig. 1 illustrates the candidate selection procedure.
Fig. 1 (a) shows the fail-log with four failing observable points for four failing
patterns. In Fig. 1, a “1” indicates an erroneous value. Fig. 1 (b) shows final
candidates correspond to failing observable points. An example of the initial
defect candidate list is shown in Fig. 1(c). First, Candidate 1 is checked.
However, Candidate 1 is not selected since Nppr and Ny of Candidate 1
are different. Then Candidate 2 is selected as a final candidate since it is
Ezplain Candidate and Npp and Ny s of Candidate 2 are identical. After
Candidate 2 is selected, the enhanced path-tracing procedure is performed for

Failing pattern 1| 1 1 c2 c2
Failing pattern 2 1011 c2|c4|c2
Failing pattern 3 1 c4
Failing pattern 4 101 c2|c4
(a) Fail-log (b) Final candidates correspond to
failing observable points

Candidate 1 Candidate 4 Candidate 3 Candidate 5
1 1

101 101 1 11111

1 1

101 1 1

Nepr: 4 Nepr: 3 Nepr: 2 Nepr: 1
Npriﬂ/ NPT: 3 NpT: 3 NPT: 1
NWM: NWM: 3 NWM: 3 NWM: 1
NEO:O NEO:4 NEO:3 NEO:3

(¢) Example of first candidate selection procedure
Candidate 1 Candidate 5 Candidate 3

1 1
101 1(1(1|1 1
1
101 1
Nepr: 3 Nepr: 1 Negpr: 0
NPT: 3 NPT: 1 NPT: 0
NWMZO NWM: 1 NWMZO
Neo: 0 Neo: 1 Ngo: 0

(d) Example of second candidate selection procedure

Fig. 1. Example of the candidate selection procedure.
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the unexplained fail patterns, and Ngpp and Npp are recalculated. Fig. 1 (d),
Candidate 4 is selected and the diagnosis procedure is completed since all
failing observable points are output-explained by Candidates 2 and 4.

4 Experimental results

The experiments were conducted using the full-scan combinational versions
of the larger ISCAS’89 benchmarks. To show the capability of our method for
diagnosing faults with various fault models, we injected multiple permanent
stuck-at faults, transition faults, and two-line (AND and OR-type) bridging
faults in the experiment. The test patterns were generated by a commercial
ATPG (automatic test pattern generation) tool and had 100% stuck-at fault
test coverage. We considered 60 random fault injections for each circuit, fault
type, and multiplicity. Multiple faults were injected by randomly selecting
a site. The fault is injected into the circuit if a fault has not already been
injected at that site and is detected by test patterns.

Diagnosability is defined as Sp/Sy, where Sp is the number of actual
defect sites identified by the diagnosis, and Sj is the number of injected
defect sites [3]. The resolution is defined as Sp/St, where St is the total
number of sites reported by the diagnosis. For any diagnostic approach in
the ideal case, the diagnosability is 1, and the resolution is also 1; that is,
Sp/S; = Sp/Sr = 1.0.

Table I shows a comparison of the diagnosability and resolution of the

Table I. The comparison of diagnosability and resolution
with those of the prior work

2 faults 5 faults 15 faults 21 faults
circuit |[F.T.| Diag. Res. Diag. Res. Diag. Res. Diag. Res.
(3] ‘New 3] ‘New 3] ‘New 3] ‘New 3] ‘New 3] ‘New 3] ‘New 3] ‘New

0.92(1.00/0.44/1.00/0.86/0.99|0.59/0.98|0.78|0.97(0.63|0.95|0.76/0.96 |0.61|0.95
0.80[{0.99/0.34/0.98/|0.74/0.96|0.54/0.91|0.66/0.93|0.56/0.89(0.69(0.91 |0.59/0.89
0.79(0.97/0.62(0.93/|0.74/0.93|0.62/0.91|0.65|0.85|0.59|0.75|0.64/0.84|0.61|0.76
0.94/1.00(0.41|1.00/0.88/0.99|0.55/1.00(0.78{0.93|0.62/0.84(0.69/0.91|0.56|0.82
0.87(1.00(0.45(0.99/0.85/0.98/0.61{0.94|0.71|0.92|0.58|0.87|0.72(0.890.60(0.84
0.85(0.99/0.51{0.93/0.75/0.93|0.65/0.80|0.65|0.84|0.60|0.65|0.60(0.820.57|0.63
0.92(1.00(0.40({1.00/0.88/0.99|0.65/1.00(0.83({0.98(0.49|0.97(0.79/0.970.44/|0.92
0.82(1.00(0.35(0.99/0.83|0.97|0.52/0.92(0.74/{0.95|0.46/0.89(0.71{0.93|0.45|0.86
0.80/0.98|0.46/0.96|0.70/0.94/0.49/0.90|0.54/|0.82|0.40|0.72(0.43|0.79(0.38/0.67
0.97/0.98/0.68(0.99/0.98/0.99(0.84/0.99|0.93|0.99(0.74/0.98|0.90(0.98|0.71/0.96
0.90/0.98|0.32(0.99/0.88/0.98|0.69/0.99|0.86( 0.84 |0.71|0.95|0.85| 0.83 |0.71/0.94
0.90/0.98|0.77/1.00/0.87|0.88|0.79/0.95(0.81| 0.76 |0.70|0.84|0.75/0.75|0.63|0.81
0.97/1.00/0.55(0.99|0.92/1.00(0.67/1.00|0.93|0.97|0.82/0.97(0.94/0.96 |0.85/0.93
0.90(1.00/0.51{0.98/|0.86/0.98|0.77/0.96|0.85|0.95|0.82/0.90(0.87/0.94|0.82(0.90
0.74/0.99/0.64/0.98/|0.78/0.96|0.81/0.92|0.77|0.89|0.80|0.80|0.74/0.87|0.78| 0.77
0.94({1.00/0.50{1.00/0.90{0.990.66/0.99|0.85|0.97|0.66/0.94|0.82(0.95|0.63|0.92
0.86(1.00/0.40{0.99/0.83|0.97|0.63/0.94|0.76/0.92(0.62|0.90(0.77/0.900.63|0.88
0.82(0.98/0.60(0.96|0.77/0.93|0.67/0.90/0.68|0.83|0.62|0.75|0.63/0.81|0.59(0.73

F.T.: Fault Types, S.: Stuck-at faults, T.: Transition faults, B.: Bridge faults

13207

515850

35932

s38417

538584

Average

R R R R R R R T R R R I R R R R
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(a) Diagnosability for 35932 (b) Diagnosis time for s35932 (¢) Memory usage for s35932

Fig. 2. The comparative experimental result for s35932.

proposed method with those of the state-of-the-art method [3]. In Table I,
the first column is the circuit name, and the second column is the type of
injected faults. The rest of the columns are the average diagnosabilities and
resolutions of different numbers of injected fault. The cases in which the
results of the proposed diagnosis method are better than the results reported
in [3] are in bold. In most cases, the diagnosability and resolution of the
proposed method are better than those of the method developed in [3].

Fig. 2 shows the diagnosability, the diagnosis time and memory usage of
835932 for a varying number of injected faults. The diagnosability of the
proposed method is better than that of the method in [3] in every case, while
the proposed method is significantly faster than that in [3]. The diagnosis
time of the proposed method increased very slowly and the memory usage
remains unchanged as the number of injected faults increased.

5 Conclusion

In this paper, we proposed a multiple defect diagnosis method that can cope
with a large number of defects, various defect behaviors, and arbitrary failing
pattern characteristics. The diagnosability and resolution of the proposed
method are high, while the proposed method is significantly fast. Therefore,
the proposed diagnosis method is very practical for large industrial designs
and has the flexibility to be applied in various environments.
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