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Abstract: This work presents a low complexity irregular topology
generation algorithm for Netwok-on-Chip (NoC) design flow. The ob-
jective of the algorithm is minimizing the energy consumption of the
final design. We tested the effectiveness of our algorithm by comparing
it with its earlier counterparts on several multimedia applications.
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1 Introduction

Network-on-Chip (NoC) has been proposed in the beginning of this millenium
as a new communication infrastructure for integrated circuits. The topology
selection is the very first step of the NoC design flow. The topologies for
NoC designs can be chategorized into two main groups as regular (e.g. mesh,
torus, fat tree) and irregular (i.e. custom) topologies. While the former group
exhibits the advantages of implementation easiness and reusability, the latter
group, on the contrary, can be customized for the given application offering a
huge optimization space for the designer. Early work focused on the energy
minimization as an optimization criteria for the NoC designs [1, 2, 3]. Sev-
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eral algorithms have been presented so far for energy aware irregular topology
generation, utilizing different optimization techniques such as MILP (Mixed
Integer Linear Programming) [1] and heuristic methods[2, 3]. Linear pro-
gramming based methods take very long run times to obtain the solution.
The MILP based method presented in [1] adheres to this timing disadvantage,
which makes it inapplicable to design automation flow. In [2], the authors
present a heuristic method consisting of three successive phases, which are
core clustering, cluster optimizing, and physical router mapping. They uti-
lize Gomory-Hu cut-tree algorithm for core clustering step. However, their
method may not obtain optimal clustering as they also claim. The optimiza-
tion method for this problem is not scalable since it does not follow well
defined steps. Their router mapping method is also non optimal and the
topologies created by this phase may need additional optimization steps. In
[3], we proposed a two phase irregular topology generation algorithm. In
this method, we first decompose the given application into clusters. We then
construct the topology by mapping the clusters to routers. The bottleneck
of this algorithm is the clustering phase that it may not produce the minimal
flow among clusters. Additionally, it has high complexity.

In this work, we present a novel application specific irregular topology
generation algorithm called FIT. The objective of our algorithm is minimiz-
ing the energy consumption of the final NoC design. We tested our algorithm
on several multimedia benchmarks and we observed very promising improve-
ments against earlier work. The novel contributions of this algorithm are
twofold. First, it proposes new node clustering and topology construction
algorithms separately, each of which has low complexity and easy to imple-
ment. Second, the algorithm can easily be modified to optimize different
NoC parameters such as minimizing number of routers.

1.1 Energy model

The goal of this study is minimizing the energy consumed by the network
resources of NoC architectures since the communication structures take sig-
nificant portion of the consumed energy in today’s electronic circuits. This
energy consumption is directly proportional to the amount of bit transitions
over the network. In order to estimate the energy consumption of NoC ar-
chitecture, we should use an energy model based on the total bit transitions.
In this work, we use the energy model presented in [4]. It is based on the
average energy consumption of sending one bit data from core v; to core v;
and can be formulated as

E;“::] = Noi; X Esyy + (nvz',vg' —1) x Ep,,, (1)
where Eg,,, and Ep,, represent the energy consumed by the switches and
the links, respectively, while 7,, ,; represents the number of routers the bit
passes through. Clearly, the bit passes through n — 1 links.
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Fig. 1. Design steps from CFG (a) to TG (d).

1.2 Problem definition

The topology generation problem can be defined as determining a topology
such that all communicating cores of the application can transmit data to
each other over the network and the energy consumption is minimized. The
resultant topology must ensure that each router can be reached from all other
routers of the network and all the cores must be connected to at most one
router port. To define this problem formally, we give the following definitions.

Definition 1 A CFG is a graph G(V,E), where each vertex v; € V repre-
sents a core (i.e. a node) in the application and each edge e; j € E represents
a dependency between two tasks v; and v;. The amount of data transfer
between v; and v; is represented by w; ; for all e;; in bits per second.

Definition 2 A topology graph TG is a connected graph T(R, L, F, U),
where R represents the set of routers, L represents the set of links between
two routers, F represents the set of cores connected to router ports, and U
represents the set of links connecting cores to router ports.

In Fig. 1.(a) and (d), we give a CFG of MP3-Encoder [1] and the TG
generated by our topology generation tool. Using the above definitions, the
application specific topology generation problem can be formulated as follows.

Problem 1 Given a CFG and a set of routers R with p ports, generate
a topology T(R, L, F, U) such that, for every e;;, there exists a routing
path p; ; € P and the total energy consumed by the network communication
(Enoc) is minimized, where

Enoc = Y, wijx Ep"™. (2)
Ve; €E

2 FIT: Fast Irregular Topology generation algorithm

Our topology generation algorithm has two main steps: Node clustering and
the topology construction. We give the pseudo-code of FIT in Fig. 2.

In the node clustering step, we aim to decompose the given CFG into
clusters such that the communication among the nodes of the same cluster is
maximized resulting in minimized traffic among clusters. After the clustering
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Data: G = (V, E) and the port number p of routers.
Result: T(R, L, F,U), routing table P, and En,c.
1 begin
2 Calculate the minimum number of routers r
3 Construct initial cluster list C' = {¢1, ¢2,...., cn } Where
cr = {1} c2 = {va},.oon = {on}
4 | Order E in descending order to L[| E|] based on the edge weights
5 | for k+ 1to |E|do
& Select ¢; ; from E[k]
T if |ci| + |¢j| < p then
E ;=6 + ¢y
] C=C-—c¢;
10 while |C| = r do
11 hop_dist = oo, weight = —1
12 for i + 1 to |C] do
13 for j + 2 to |C] do
14 if i # j A e + |e;| < p then
15 Calculate d; ;, the shortest path distance (number
of hops) between ¢; and ¢;, using Dijkstra
16 Calculate g; 5, the total weight of ¢; and ¢;
// @ij =wi +wn,;, where the path of ¢
// and ¢; is pij= {(ciack)v (Ca-,, €t)y ey (Cny C.‘.i)}
17 if d; ; < hop_dist A g; ; > weight then
18 L hop_dist = d; ; , weight = q; j
10 Cluster_1 = ¢;, Cluster 2 = ¢;
20 Cluster_| = Cluster_1 + Cluster_2
21 C =C — Cluster2
22 Construct R, F,U from ¢ // Nodes of clusters to routers
23 C" = tmaz, ' = Tmax // Cmax is the cluster with the
// highest weighted edge
24 R=R—rmazr
26 | Emptyport =p— |emaz|
26 while ? # 0 do
27 Select ¢; € €' with the highest communication with "
28 if R —r; =0 then
20 Connect r; — r; via l; ; with minimum Comm_Costy 57
30 | L=L+Lij, R=R—ry, F=R+n,C"=C"+¢
31 else
32 if Empty_port + (p—|c;[) — 2 > 0 then
33 Connect 1; — r; via I; ; with minimum Cemm_Costy 7
a4 L=L+1i‘j,R=R—T",R'=R'+T",C'=U+Gj
35 | Empty_port = Empty_port + (p— |ci|) — 2
36 else
aT Select ¢, € C with the highest communication with €
and Empty_port + (p— |cg[) —2 > 1
a8 Connect 1y, — ry via I with min. Comm_Cost £7%
39 Connect r; — ry via l; ; with min. Cmm.CostﬁE""’"
40 L=L+lL,;+L;, R=R—r.+r, =R +r.+r;,
C'=C1te+e
a | Empty_port = Empty_port + (p— |cx]) + (p — |es]) — 4
42 Construct routing table P using Dijsktra
43 Return T, P, and Enoc

Fig. 2. Pseudo-code of the algorithm.

step, the nodes of a cluster will be mapped onto the same router. In this way,
the heavily communicating nodes communicate over the same router and less
number of bits travels over the network links.

The maximum number of clusters and their sizes depend on the given
router specifications. If we have p ports for each router, we can have at most
p—1 nodes for each cluster since one port of a router must be used to connect
it to the network. In our algorithm, the number of clusters is equal to the
number of routers of the application, which can be determined as follows.

Theorem 1 Given a set of routers R with p ports (p > 2) and a CFG
with n nodes, the minimum number of routers r to generate a valid topology
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can be found by Eq. 3.

rzm:ﬂ. (3)

Proof of Theorem 1 Forr routers, each of which having p ports, we can
have at most pr ports. Fach link consumes two ports to connect two routers.
For r routers, we can have at least r — 1 links, which means the total links
consume at least 2(r — 1) ports. Then, the remaining ports can be used for
connecting at most pr — 2(r — 1) nodes. This inequality can be written as:

n<pr—2r-1). (4)

Solving this inequality for r gives us Eq. (3). Q.E.D.

In our node clustering algorithm (lines 2-21 in Fig. 2), we initially accept
each node as a cluster. We then merge the clusters based on the commu-
nication weights between them until the number of clusters is equal to the
number of available routers (lines 4-9). To do this, we order the edges in
decreasing order based on their edge weights. If there is a tie among the
edges, we give priority to the edge that its connected clusters have the high-
est total communication with their neighbors. We then merge two clusters
connected by this edge. If we cannot merge these two clusters as a result of
port constraints, we skip this edge and pick the next one.

Having visited all edges of the CFG, we may not reduce the number of
clusters to its limits. In such a case, using Dijkstra’s shortest path algorithm,
we calculate the minimum edge distances of the cluster pairs that can be
merged. We then merge two clusters with the smallest distance and the
highest communication weights. The rationale behind this selection is to try
connecting heavily communicating nodes close to each other to have smaller
hop distances. We continue this merging process until we meet the cluster
number constraint (lines 10-21). We give the core clustering and router
mapping in Fig. 1.(b) and (c), respectively.

The second step of FIT is the topology construction (lines 22-43). Af-
ter determining the clusters, we map each of their nodes to corresponding
routers (line 22). We then construct our topology by connecting routers to
the network one by one (lines 26-41). We start with the router that has the
highest communication traffic with other routers. The traffic between routers
is taken from the corresponding cluster communication data. We then se-
lect the router to connect to the network based on its communication weight
with the network. We connect this router if it does not block the connec-
tion of remaining routers. If they do, we pick an intermediate router that
has the highest communication with the network and it can help connecting
this router without blocking the remaining routers. We selectively connect
all routers to the network. We then determine the routing path of com-
municating nodes using Dijkstra’s algorithm and calculate the total energy
consumption (lines 23-43). The topology for MP3 Enc. is given in Fig. 1.d.

Complexity of FIT: The complexity of edge ordering is O(Elog E).
The complexity of node clustering is O(E) on the best case (lines 5-9 in
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Fig. 3. Energy consumption comparisons.

Fig. 2) and O(V2(E + V1ogV)) on the worst case (lines 10-21), where the
term O(E + V'log V) is the complexity of Dijkstra. The topology generation
algorithm takes O(R?) times (lines 26-41). From this analysis, the worst
case complexity of FIT is given by O(V2(E + VlogV)) while the best case
complexity is O(E + R?).

3 Experimental results

We evaluated FIT using five multimedia benchmarks; VOPD and MWD
from [2] and 263 Enc., 263 Dec. and MP3 Dec. from [1]. We compared the
estimated energy consumption values obtained by FIT against the ones ob-
tained by PATC [2], MILP based-based technique [1], and TopGen [3]. We
also calculated the energy consumption of the optimum design on 4 x 4 mesh
topology. In our designs, we used four port routers and 100-nm technol-
ogy size parameters. As power consumption model, we use the model in
[1]. In this model, the power consumptions of the routers are estimated as
328nW/Mb/s and 65.5nW/Mb/s for input and output ports, respectively.
The link power consumption is estimated as 79.6nW/Mb/s/mm. We give
the energy consumption comparisons of the mentioned algorithms in Fig. 3.
The values on the bar-charts are determined by taking the ratio of the energy
consumption values over the mesh based design measurements. As the bar-
charts show, our algorithm obtains the best solutions in most cases except
VOPD. We observed energy improvement values of 8.24% against TopGen,
21.02% against PATC, and 25.38% against MILP. The energy consumption
improvements show the accuracy of our FIT algorithm.

The CPU time of an optimization algorithm is an important evaluation
criterion since it affects the scalability of the algorithm on varying problem
sizes. In our case, MILP has the worst timing results as expected [1]. The
solutions for MILP in Fig 3 are obtained after aborting MILP solver in 8
hours. On the other hand, our algorithm determined the results in seconds
ranging from three to eight seconds. The other two algorithms [2] and [3]
took similar CPU times as our algorithm. However, the obtained results
show that our algorithm has better energy values than [2] and [3].

4 Conclusion

In this paper, we proposed a new Fast Irregular Topology (FIT) generation
algorithm for NoC architectures. It outperforms the earlier algorithms in
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performance and energy consumption values for evaluated benchmarks.
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