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Abstract: This paper presents a low-energy prime-field elliptic-
curve cryptography (ECC) hardware processor, suitable for low-power
and/or energy-efficient applications and systems. The ECC processor
is obtained by power-optimizing a previously reported design. The op-
timization is performed by making the power consumption profile of
the processor as uniform as possible, in an attempt to increase the
secondary battery life between discharge and recharge cycles and to
create resistance against simple power attacks (SPA) to the cryptosys-
tem by analyzing the power dissipation trace of the hardware. The
optimized ECC processor performs a single 192-bit scalar multiplica-
tion in 652 ms consuming only 22.3µJ at a clock frequency of 1 MHz.
This indicates, in addition to the more uniform power consumption, a
13% reduction in the energy and power consumption compared to the
previously reported design.
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1 Introduction

Data and communication security is an essential requirement in every com-
puting environment [1]. Providing security in pervasive computing environ-
ments, which rely on low-power and/or energy efficient devices such as wire-
less sensor network (WSN) motes and radio frequency identification (RFID)
tags, is very challenging because of limited available resources and high pro-
cessing demand of cryptography calculations [1, 2, 3]. As a solution to this
challenge, light-weight algorithms and protocols have been developed which
are more easily integrated in such devices [2]. However, standardized public-
key cryptography algorithms such as the elliptic-curve cryptography (ECC)
offer more robust and reliable security [2, 3, 4]. Therefore, several designs
have been reported which are able to integrate the ECC functionality in low-
power/energy devices [4, 5, 6, 7, 8]. While most of these designs (e.g., [4, 5, 6])
have used a binary-field ECC system to lower the hardware cost, some others
(e.g., [7, 8]) have invoked prime-field ECC processors which are more advan-
tageous when integrated in resource-limited applications [7].

In this work, we present a power/energy-optimized prime-field elliptic-
curve cryptography hardware processor with fairly uniform power consump-
tion. Section 2 describes the architecture of the initial ECC processor while
Section 3 discusses the power optimization techniques performed on the ini-
tial design and the results of the optimizations. Finally, Section 4 concludes
the paper.

2 Initial low-energy ECC processor architecture

We perform optimization techniques on a low-power energy-efficient hardware
implementation of a flexible prime-field ECC processor designed and reported
by our group in [7]. The benefits of the prime-field over the binary-field
ECC processors have been described in [7, 8]. In particular the benefits of
flexibility (i.e., the ability of hardware to calculate different curves without
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any hardware changes) have been discussed in [7]. The data-path of the
processor along with the details of the calculation units are shown in Fig. 1.
In this paper we describe the architecture only briefly. More details about the
overall architecture of the ECC processor and the controllers may be found
in [7].

The top-level controller uses the double-and-always-add method to per-
form a scalar multiplication with security against simple power attacks (SPAs.)
The lower-level controllers use the data-path shown in Fig. 1 (a) to perform
either a point addition or a point doubling, using the formulas given below:

Δ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

y2 − y1

x2 − x1
P1 �= P2

3x2
1 + a

2y1
P1 = P2

(1)

x3 = Δ2 − x1 − x2 , y3 = Δ (x1 − x3) − y1 (2)

Fig. 1. Initial ECC processor architecture [7] (a) Data-
path of the ECC processor. (b) Montgomery mul-
tiplier. (c) Adder/subtractor with reduction.

In either case, first, the denominator of the quotient in Eq. (1) is calcu-
lated using the adder unit shown in Fig. 1 (c). Next the modulo inverse of
the result is derived. The modulo inverse operation uses a modified version
of the Montgomery modulo inverse algorithm presented in [7] and [9]. The
inverse calculation uses both the adder unit and the multiplier unit along
with all the registers shown in Fig. 1 (b). After calculating the inverse, the
remaining operations of Eq. (1) and (2) are performed using the arithmetic
units.

Table I shows the specifications and the power/energy consumption val-
ues of the initial ECC processor, implemented in a 0.13µm standard CMOS
technology for a field size of 192 bits. The clock cycles and the timing of the
ECC processor are given for the SPA-secured version which uses the double-
and-always-add method [7]. Table I also shows three partial values for the
average power consumption, each of them measured for a different part of
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Table I. Initial ECC processor design — specifications,
power and energy consumption.

the calculations. The inverse calculation has two phases, a ‘calculation’ phase
and a ‘halving ’ phase. Other parts of the ECC calculations are grouped un-
der ‘the rest ’ phase. The ratio of the time duration of each phase to the
total calculation time is also reported as a percentage. The basis for distin-
guishing and separating these three phases is the changes in the data-path
configuration. In each phase of the calculations, the data-path is in a different
configuration, which affects the average power consumption. The difference
in the average power dissipation among the phases of the calculations is the
base of our optimizations, as will be described next.

3 Optimization of the ECC processor power consumption

In this section, we explain motivations for the power optimization strategy
used for the ECC processor along with the techniques employed for the op-
timization of the processor. The results are also discussed in this section.

3.1 Optimization strategy
To perform different parts of the ECC operations, the data-path is placed in
different configurations. As shown in Table I, this causes the average power
consumption to be non-uniform during different parts of the calculations
leading to large deviations from the total average power consumption in some
time intervals. A low-power/energy ECC processor with uniform average
power consumption has the following benefits:

1. In practice, the energy source of the hardware (i.e., a battery) must
be able to supply as much current as the highest value of the power
consumption. Our ECC processor, for example, must be supplied with
an amount of 63.3µW of power during the ‘halving ’ phase which ac-
counts for only 7.5 percent of the calculation time. With a uniform
average power consumption, the highest value needed is close to the
total average value, hence, reducing the required battery energy deliv-
ery capability. In addition to enabling the use of smaller battery due
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to lowering of the peak current demand, a uniform ‘power profile’ [10]
tends to increase the service time of rechargeable batteries such as the
Li-Ion batteries due to the rate capacity effect [11]. Finally, with a
uniform average power consumption, the battery management will be
easier, because it will be easier to predict the ‘power profile’ [10] of the
hardware.

2. Security attacks based on analyzing the ‘power trace’ of the cryptog-
raphy hardware (so-called simple power attacks), attempt to extract
secret data from the shape of the power trace [3]. Uniform average
power consumption causes the power trace to be nearly flat, which
makes it harder to distinguish different parts of the power trace from
each other. This, in turn, makes extracting the secret data harder for
the attacker and makes the hardware more secure against SPAs.

These factors motivated us to optimize the initial ECC processor design
in such a way that its power consumption becomes as uniform as possible.
Based on the results provided in Table I, the ‘halving ’ phase of the inverse
calculation has the highest power consumption value while taking a short
time. Hence, special attention should be paid to this part of the calculations.

3.2 Optimization techniques
As described above, to make the average power consumption of the ECC pro-
cessor uniform, we must lower the power consumption of the ‘halving ’ phase.
Detailed block-by-block measurements of the power consumption show that
the adder/subtractor unit is the main power consuming block in the ‘halving ’
phase (as well as in the ‘calculation’ phase.) Based on the inversion algorithm
(described in more detail in [7]) and the hardware architecture of the initial
design, two different techniques for lowering the power consumption of the
adder/subtractor unit are invoked. The techniques include operation isola-
tion and hardware reduction as explained next.

3.2.1 Operand isolation
As shown in Fig. 1 (c), the adder/subtractor unit is capable of performing
both ordinary and modulo operations. The modulo operation of this unit
is used for additions and subtractions of the ECC algorithm and ordinary
operation is used during the inversion algorithm. During the design of the
ECC processor, ‘operand isolation’ was applied to the inputs of the second
adder block inside this unit– i.e., the bottom adder in Fig. 1 (c) – during
both phases of the inversion (using AND logic gates), in order to lower its
power consumption. However, the complexity of the ‘calculation’ phase of
the inversion algorithm caused an increase in the total power consumption
and therefore we decided to remove the operand isolation gates.

Since the power consumption during the ‘halving ’ phase is much higher
than that during the ‘calculation’ phase, and our goal is to move toward a
more uniform average power consumption, we now apply the operand isola-
tion only during the ‘halving ’ phase. For this purpose, the controller isolates
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Table II. Results for the ECC processor after optimizations.

the inputs of the second adder only during the ‘halving ’ phase. This is much
simpler in terms of hardware complexity and can reduce the power consump-
tion in the ‘halving ’ phase, as can be seen in the upper section of Table II for
the ‘Operand Isolation’ results. Note that the partial average power values
show a more uniform average power consumption. The addition of the isola-
tion gates, however, causes a small increase in the power consumption of the
other phases of the calculations. As a result, only the power consumption of
the ‘halving ’ phase is reduced, and the total average power and total energy
remained nearly at their original levels.

3.2.2 Hardware reduction
In the design of the initial ECC processor, to complete every modulo addi-
tion/subtraction in one clock cycle, two adders are included in the adder/
subtractor unit (cf. Fig. 1 (c).) One way to reduce the power consumption of
the adder/subtractor unit is to reduce it to one adder only. Using this con-
figuration, every modulo addition/subtraction requires two clock cycles to be
completed. Since these modulo operations constitute a small percentage of
the ECC calculations, the impact on the total calculation time will be small.

The power/energy results for the ECC processor with only one adder in
the adder/subtractor unit are shown in the lower part of Table II. It can be
seen that the partial power consumption is reduced in both the ‘calculation’
and ‘halving ’ phases, and therefore, we have gained a total decrease of nearly
13 percent both in total average power consumption and in total energy.
More importantly, it can also be seen that this optimization has resulted in ac© IEICE 2010
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much more uniform average power consumption profile, which was the main
goal of the optimization.

3.3 Discussion
A comparison of the partial average power values given in Table II shows that
the “Hardware Reduction” technique has performed better, both in lowering
the power consumption and in making the average power more uniform.
To compare the average power obtained by the “Hardware Reduction” with
that of the original ECC processor, the “short term” average power is shown
in Fig. 2. The diagrams were obtained by averaging the power consumption
over short time intervals where each diagram includes three consecutive ECC
point operations.

In Fig. 2 (a), it can be observed that the large changes in the power
consumption may help an attacker in distinguishing different parts of the
calculations. In the more uniform diagram of Fig. 2(b), however, it is much
more difficult to distinguish and separate the details of the calculations. The
more uniformity, therefore, can bring more security against attacks based on
analyzing power traces.

Regarding the battery capacity and peak current, it should be noted that
the diagrams of Fig. 2 resemble instantaneous power measurements of the
hardware because of the ‘short term’ averaging of power. In the optimized
design, the average power in the ‘halving’ phase is lowered from about 63µW
to about 40µW. Since the average power in this phase more or less translates
to the peak power/current of the hardware, an increase in the secondary
battery life between discharge and recharge cycles will be achieved.

Finally, note that comparing the results of ‘Hardware Reduction’ pre-
sented in Table II with those of [5, 6, 7], shows that the optimized ECC
processor performs better in terms of the average power and total energy
consumption.

Fig. 2. Average power consumption measured for short
time intervals (a) Original ECC processor. (b)
The result after the ’hardware reduction’.
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4 Conclusion

In this paper, for the first time a low-power/energy prime-field ECC proces-
sor with a nearly uniform average power consumption was presented. The
proposed design was achieved by applying optimization techniques to a pre-
viously reported design. Making the average power consumption of the ECC
processor as uniform as possible brings more security against simple power
attacks and enables more effective battery management. The results for the
192-bit prime-field ECC processor, implemented in a 0.13µm CMOS tech-
nology, showed that one scalar multiplication could be completed in 652 ms,
using only 22.3µJ at a clock frequency of 1 MHz. The optimized design had
a much more uniform power profile. In addition, it exhibited nearly 13%
improvement in terms of energy consumption, with a negligible increase in
calculation time when compared to the initial design. Similar optimization
techniques could be applied to other cryptography hardware processors to
obtain a more uniform power consumption.
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