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Abstract: Subband adaptive filters are preferred in acoustic echo
cancellation systems with long echo tail lengths due to speed of con-
vergence and complexity savings. Recently, a new and novel subband
affine projection (SAP) algorithm was reported based on the polyphase
decomposition of the adaptive filter and noble identities. For good sys-
tem performance it is important to have a good variable step size (VSS)
algorithm as part of an adaptive filter. In this paper, based on the
method of delay coefficients (DC), we propose! a VSS algorithm for
the SAP adaptive filter, which is called as delay coefficients based vari-
able step size subband affine projection algorithm (DC-VSS-SAP). We
examine in detail the similarities and differences between DC method
for the subband and fullband scenarios. Further, we show how the
method of DC can be used to detect changes in echo paths and speed
up convergence of the adaptive filter.
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1 Introduction

Subband adaptive filters are preferred in acoustic echo cancellation (AEC)
systems with long echo tail lengths as it results in improved convergence
and reduced complexity. Recently, affine projection adaptive filters (AF) are
preferred as it results in RLS-like performance with LMS-like complexity.
The use of subband adaptive filters generally require the presence of cross
filters between adjacent subbands [1]. Recently, a new and novel subband
affine projection algorithm (SAP) was published [2, 3]. The novelty of this
method is that it avoids the use of cross filters by making use of the polyphase
decomposition of the adaptive filter and noble identities.

Speech is a non-stationary signal with varying input powers and silence
periods. In AEC applications the use of a variable step size (VSS) algorithm
to control the step size of the AF is very important to achieve good system
performance. More specifically, a high step size is needed during the tran-
sient phase of the AF or if there is a change in echo path to achieve quick
convergence. Further, a small step size (close to 0) is needed when the far-
end signal power is low (silence periods), near-end signal is present or the
AF is in the steady state. We therefore develop a VSS algorithm for the
SAP AF proposed in [2, 3]. The VSS algorithm is based on the method of
delay coefficients (DC) [4, Section 4.2.1], [5, Section 6.3] and is called as delay
coefficients-based variable step size subband affine projection algorithm (DC-
VSS-SAP). We examine the similarities and differences between the proposed
DC-VSS-SAP and its corresponding fullband method in [4, Eq. (19)], called
as delay coefficients based affine projection (DC-AP) algorithm. We show
that when the input signal is white in nature the subband method assumes a
form which is very similar to that of the fullband case. Further, we show that
the method of DC can be used to detect changes in echo paths and speed up
the convergence of the AF in such scenarios.

This paper is organized as follows. In Section II, we describe the method
of SAP [2, 3]. In Section III, we derive the DC-VSS-SAP algorithm based
on the method of DC. In Section IV, we show how the DC method is used
to detect changes in echo paths and speed up the reconvergence of the AF.
Section V is about results and discussions and Section VI presents conclusions
of the study in this paper.
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2 Subband Affine Projection Algorithm

A nowvel subband affine projection algorithm based on the polyphase decom-
position of the AF was recently proposed in [2, 3]. In this section, we briefly
introduce the SAP algorithm. The notations throughout the paper will be
consistent with the ones used in [2]. SAP is described with respect to Fig. 3 in
[2] which uses the polyphase decomposition of the adaptive filters and noble
identities. The system corresponds to M subbands and it is desired to esti-
mate an unknown echo path denoted by an N x 1 vector s*. The projection
order is denoted by P. The subband projection order is Ps = P/M. Through
out this paper we assume the indices i,j € [0,..., M — 1]. Using the analysis
filters ho, ..., hys—1, the far-end signal, z(n), and the near-end signal, d(n),
are partitioned into new sets of subband signals z;;(n) and d;(n), respectively.
The M polyphase components of filter s* are denoted by the N/M x 1 vec-
tors sf and their transforms are related as S*(z) = M1 2718 (2M). The
polyphase weight vectors estimated by the AF at time instant n are denoted
by the column vectors s;(n) while the subband error signals are denoted by
ei(n). Matrices U(n) and ¢(n) = U”(n)U(n) comprise of far-end signal en-
tries [2, Eq. (38), Eq. (39)] while E(n) is an error-signal vector [2, Eq. (40)].
Note that ¢(n) is dependent on the far-end signal power. Denote the step
size by u(n). Define S(n) = [sg(n),...,sﬂ_l(n)]T, d(n) = ¢(n) + dlp,
where Ip is a P x P identity matrix and ¢ is a small regularization factor
which prevents amplification of near-end noise when the far-end signal power
is low [5, pp. 339]. The tap-update equation is given by

S(n+1) = 8(n) + u(n)U(n)¢ ™! (n)E(n): (1)

Define the weight-error vector S(n) = [84 (n),...,8%,_,(n)]”, where ;(n)
= s —si(n). The undisturbed error vector is defined as &(n) = ST (n)U(n).
Let v;(n) denote the ith subband component of near-end background noise
v(n). We have

E(n) = &' (n) +v(n) (2)
where v(n) = [Vg(n), . ,V{M_l)(n)}T and v;(n) = [vi(n),...,vi(n — Ps +

1)]T. The mean square deviation (MSD) is defined as D(n) = E {gT(n)g(n) }
To prevent filter divergence, piopt(n) should be chosen such that D(n + 1) <
D(n). The permissible range of 11(n) to achieve this is 0 < p(n) < 2popt(n) [2,
Eq. (47)] and fastest convergence is achieved for

E{&ne ' )¢ ()}
B {ET ()¢~} (n)E(n) }

popt(n) = 3)

3 Delay Coefficients based VSS-SAP (DC-VSS-SAP)

The AF is said to diverge if (1) results in large values of S(n + 1). This
happens due to what is known as near-end noise amplification [5, Sec. 6.5].
More specifically, during silence periods of the far-end signal, ¢(n) ((Z)_l(n)>
is low (high), resulting in large values of S(n+1). The large value of S(n+1)
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also occurs during the presence of a near-end signal (E(n) is high). In both
the above scenarios, the VSS algorithm chooses very low values of u(n) to
offset the high values of U(n)¢ ' (n)E(n). It thereby ensures that S(n + 1)
does not attain large values, i.e., the AF does not diverge. In what follows
we present the proposed DC-VSS-SAP algorithm.

Note that &(n) is not a measurable quantity in (3) as it is dependent
on the unknown s* and hence one cannot compute popi(n) as per (3). To
compute fopt(n), we need to use the method of delay coefficients [4].
this section, we present DC-VSS-SAP. Let K(n) = E{S(n)ST(n)} denote
the weight-error correlation matrix. Define ag (n)=FE {g(n)gT(n)} For a
white input signal, it can be shown that [4, Eq. (18)], [5, Eq. (6.29)]

o2(n) = D) tr{p(n) (®)

where tr denotes the trace of a matrix. Note that (4) holds good only for
white input and is only approximately correct for speech signals (colored
signal) [4, Eq. (18)]. The fluctuations in ¢~!(n) from one iteration to the
next are small enough compared to £(n) and E(n) [5, Eq. (6.22)]. Making
use of the identity tr{MN}=tr{NM]} [5], we have

E{E"(n)¢~'(n)E(n)} = BE{tr{E"(n)¢~'(n)E (n)}
= E{tr{EM)E" ()¢ '(n)}

~ t{E{E(n)ET(n)}¢ ' (n)}, (5)

E{tr{UT (n)S(n)S” (n)U(n)$ " (n)}}
(1/N) D(n)tr{g(n)¢~ " (n)}

where we have retained only the diagonal elements of K(n). Using these
results in (3), the DC-VSS-SAP method calculates jiopt(n) as

D(n) - tr (¢(n)d~(n))
N - tr (Re(n)é(n))

where Rg(n) is computed as Rg(n) = aRg(n — 1) + (1 — a)E(n)E” (n) and
o is a smoothing constant. Let [s;(n)], denote the pth element of the vector
si(n). An estimate of MSD is given by [4, Eq. (23)], [5, Eq. (6.33)]

E{&(n)¢~ ' (n)€" (n)}

(6)

Hopt(n) =

. Nb—l MIM
D(n):bzg)([s*—s p) b%};}{sz } (7)

where, as required by the method of DC, the first b values of s* is 0. (This
means that the first b/M values of s;(n) are 0). This can be achieved by
delaying the loudspeaker feed by b samples.

For colored inputs, ¢(n) is a block diagonal matrix [2, Eq. (39)], and for
white inputs, it is a diagonal matrix. Retaining only the main diagonal of
¢(n) in (6) (the other diagonals are equal to 0), we arrive at DC based main
diagonal approximation SAP (DC-MDA-SAP), which computes jiopt(n) as

D(n) .
1 M=t E{e2(n)}

M2 Bl

Hopt (TL) = (8)
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Note that (8) resembles the full band algorithm derived in [4, Eq. (19)], [5,
Eq. (6.29)] except for the fact that the subband error powers are normal-
ized by the corresponding subband input signal powers and averaged over all
subbands. The matrix ¢(n) is a diagonal matrix for white inputs. Hence,
for white inputs, the methods of DC-VSS-SAP and DC-MDA-SAP are con-
sidered equivalent. However, for colored signals, DC-MDA-SAP is only an
approximation of DC-VSS-SAP. For large number of subbands, the signals
xi;j(n) can be considered to be white in nature and both the above methods
should yield similar performance as is confirmed later by simulations.

4 Detection of changes in echo paths

Changes in echo paths happen quite frequently in an AEC system. The user
could increase/decrease/mute the speaker volume and there could be people
moving around in the room resulting in changing acoustic echo paths. A
changing echo path increases the error signal e;(n) which results in very low
values of p(n) computed by the method of DC-VSS-SAP. The low values of
the step size practically freezes the AF (no adaptation), resulting in very slow
convergence. This observation, which is associated with the method of DC,
was reported in [4, Section 4.2.1]. It therefore becomes necessary to quickly
detect changes in the echo path and reset the AF. All step-size computations
are started afresh and quick reconvergence is assured.

MSD increases during changes in echo path. Since ﬁ(n) is an estimate
of MSD, it is expected to increase during echo path changes. Changes in
echo paths can be detected using low pass filtering (LPF) or smoothing of
D(n). The LPF or smoothed output is computed as D(n) = 0.9995D(n —
1)40.0005D(n). If D(.) increases monotonically for more than 20 continuous
samples, we report a change in echo path. This way, the method of delay
coefficients can be used as a change in echo path detector (CED). Once an
echo change is detected the AF is reset to enable quick reconvergence to the
new echo path. Simulation results are reported in Section V.

5 Results and discussions

All input signals are speech signals with a sampling rate of 16 kHz. The de-
fault values of (M,P) = (2,4), SNR = 20dB and a = 0.9 are used. The other
values used are N = 632, b = 120, s*Ts* = —0.42 dB. We use misalignment
(in dB), 101og(S” (n)S(n)), as a performance measure.

Fig. 1 compares the performance between SAP [2] and the proposed DC-
VSS-SAP. The SAP [2] algorithm uses a fixed step size of u(n) = 0.6, i.e.,
it uses no VSS algorithm. Recall that the proposed DC-VSS-SAP algorithm
is the delay coefficients (DC) based variable step size (VSS) method used in
conjunction with SAP [2]. It can be seen that the SAP [2] diverges during
the silence periods of the far-end signal and during the presence of a near-
end signal while the proposed DC-VSS-SAP ensures that the AF does not
diverge. The observation is in line with the reasonings given in Section III.
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Fig. 1. Comparison between DC-VSS-SAP and SAP [2].

DC-VSS-SAP, (M,P) = (2,4)
------- DC-MDA-SAP, (M,P) = (2,4)
------- DC-MDA-SAP, (M,P) = (8,16)
DC-VSS-SAP, (M,P) = (8,16)
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Fig. 2. Performance comparison between DC-VSS-SAP
and DC-MDA-SAP algorithms. Input signals are
speech signals with silence periods.

Fig. 2 is a comparison between DC-VSS-SAP and DC-MDA-SAP. It can
be seen that for a large value of M = 16, both methods are equivalent and
have the same performance, whereas, for M = 2, the DC-MDA-SAP has a
loss in performance compared to DC-SAP. This is in accordance with the
analysis in Section III.

Fig. 3 denotes results pertaining to the use of a change in echo path
detector (CED). The echo path is abruptly changed at sample number 1leb.
Use of a CED results in timely detection of echo path change and quick
reconvergence compared to the case when CED is not used.

6 Conclusions

A delay coefficients-based variable step size algorithm was proposed for a
recently published subband affine projection adaptive filter for use in AEC
applications. The motivations for the use of a VSS algorithm was discussed.
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Testvector 1, No CED
------- Testvector 1, With CED
Testvector 2, No CED
------- Testvector 2, With CED
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Fig. 3. Performance of DC-VSS-SAP in changing echo
path conditions with and without CED. When
CED is used, AF is reset on detection of an echo
path change. The system is suddenly changed
from s* to —s* at fullband sample number 1e5.

The VSS algorithm ensures the AF does not diverge by computing the op-
timum step size at each time instant. Differences and similarities between
the VSS fullband and subband algorithms were mentioned. It was shown
that for white inputs, the VSS subband algorithm assumes a form similar in
nature to the fullband VSS algorithm. A change in echo path detector was
proposed based on the method of DC which improves the convergence rate
of the filter whenever there are changes in echo paths.
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