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Abstract: The first phase in optical music recognition (OMR) is
staff-removal. The goal of this phase is to remove staffs and keep musi-
cal symbols with high precision, which is very important for next phases
in OMR including segmentation and classification. In this paper a novel
staff-removal method is proposed. In this method we used run-length
coding to compress the input image and then the staff-lines are de-
tected and removed using two common features, namely the thickness
of lines and the space between them. Afterwards, The nonstaff objects
such as long objects, dynamic wage and destroyed texts are removed
using projection and morphological operations.
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1 Introduction

All musical documents contain a set of parallel horizontal lines which are
called staff or stave. According to the type of a musical document the num-
ber of lines per staff is different. For example in tablature documents each
staff has six horizontal lines, but in modern musical documents each staff has
five horizontal lines. Two important features of staffs are Staff-line height
and Staff-space height (see Fig. 1). Staff-line height is the thickness of the
lines in the staff and Staff-space height is the space between the two lines
of the staff. The first step of optical music recognition is staff-removal. Al-
though it is a very important step, but there are suggested algorithms that
do not need to remove staffs [1, 2]. The two musicals documents that are the
focus of most of the researchers are printed and handwritten musical docu-
ments. Since the staff-lines in handwritten musical documents are not always

Staff-space height {

Staff-line height <

Fig. 1. Staff-line height and staff-space height.
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straight (horizontal or parallel), staff detection and removal could become a
complicated process.

There are different algorithms for staff-removal. Some of them use local
maximum in horizontal projection of the black pixels of the image [3, 4] or
in vertical projection [5] with Hough Transform [6]. Assuming these lines are
straight and horizontal, then local maximum detect the lines. This method is
based on a Line Adjacency Graph (LAG). LAG looks for potential sections
of line: sections that satisfy criteria related to aspect ratio, connectedness
and curvature. For gaining better performance, there are some methods that
use combination of projection techniques [1, 7.

Fujinaga used a set of image processing techniques, including run-length
coding (RLC), connected component analysis, and projection [4]. After per-
forming a run-length coding on the image to find the thickness of staff-lines
and space between the staff-lines, any vertical black run that is greater than
twice the staff-line height (i.e., staff-line thickness) is removed from the orig-
inal image. Then connected components are scanned and any component
whose width is less than staff-space height is removed.

In the literature, there are other proposed algorithms for finding and
removing staff-lines. Some of them used line tracing to find staff-lines [8].
Mahoney [9] used rule-based classification of thin horizontal line segments.
In [10] Reed and Parker proposed a method for grouping of vertical columns
based on their spacing, thickness and vertical position on the image. Miyao
and Okamoto used staff segmentation [11]. In this method, Segments are
horizontally linked based on DP matching. Dalitz et al. in [13] improved the
methods of Miyao and Okamoto. Dutta et al. proposed a method in which a
staff-line segment is considered as a horizontal linkage of vertical black runs
with uniform height, and neighboring properties are used to validate it [12].
Cardoso et al. proposed a method based on graph theoretic approaches [14].
This algorithm uses the image as a graph, where the staff-lines result as
connected paths between the two lateral margins of the image. A staff-line
can be considered as a connected path from the left side to the right side of
the music score. As staff-lines are almost the only extensive black objects on
the music score, the path to look for is the shortest path between the two
margins if paths (almost) entirely through black pixels are favoured.

This paper is organized as follows. Section 2 describes the proposed
method. Section 3 reports the results of our algorithm in details. Finally in
Section 4 the concluding statements of the paper and future works are given.

2 Proposed methodology

Our method is based on run-length coding. Assume that we have an original
image as is depicted in Fig. 2a. Let runs be a sequence of pixels with the
same color (or other characteristics). At first, the vertical run-length cod-
ing method is used to have a compact representation of the image. Then,
two common features including staff-line height (SLH) and staff-space height
(SSH) is employed to remove the staff-lines. SLH is the most frequent black-
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(a) Original Image

(b) Vertical black runs removed
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Fig. 2. Steps of the proposed algorithm applied on a sam-
ple image.

After estimation the SLH
and SSH, we use a coarse-to-fine approach for removing the staff-lines from

runs and SSH is the most frequent white-runs.
the image. In the coarse step, any vertical black runs whose heights are
more than twice the SLH are removed from the image (Fig. 2b). In spite
of this filtering, some non-staff objects such as long objects, dynamic wages,
destroyed texts and noises remain in the resulting image. This is because
the thickness of these objects is similar to the thickness of the staff-lines.
To eliminate these objects we propose a fine non-staff removal step based on
vertical projection. The proposed approach consist of 6 steps. At first, the
vertical projection is performed on the previous result image. It produces an
array with the length of the image height. Each element of the array shows
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the number of black pixels in its corresponding row in the image. Let V be
the vertical projection on the complement of the binary image calculated by:

w
wlr] => NOT(Sc(r,c)) Vr=1..H (1)
c=1

where S, is the resulting image of the coarse non-staffremoval step in which
Sc(r ¢) denotes the pixel in row r and column c. Also W and H illustrate the
width and the height of the image S., respectively. The vertical projection
of the image given in Fig. 2b is shown in Fig. 2c. It is evident that the
staff-lines create a long pick in the vertical projection (v). Primitively, we
remove the peaks whose height is less than a threshold as:

mpp] = Ll <T 2)
0 otherwise

where T is the pre-defined threshold which can be set as a ratio of W. We set
this threshold to /8. This operation eliminates the non-staff small object
such as noise and symbols which were not removed in the coarse step. The
output of this operation is presented in Fig. 2d. However, there are some
other musical symbols such as slurs, ties, dynamic wages and any long objects
which produce a long pick in the vertical projection. This fact is obvious in
the Fig. 2d. In order to remove these objects, we propose a morphological-
based schema as follows. First, a dilation operation is performed on the
vertical projection. This operation connects the peak of the staff-lines to-
gether and makes a wide peak for each five staff-lines, as shown in Fig. 2e.
The corresponding peaks of the non-staff objects are distinguishable in this
figure. Afterwards, we perform an erosion operation on the dilated vertical
projection. As the result, the peaks of the non-staff objects are removed
while the peaks of the staff-lines become thinner (Fig. 2f). After that, a di-
late operation is again performed to retrieve the corresponding peaks of each
five staff-lines without extra objects (Fig. 2g). The mentioned morphological
operations can be summarized as:

ve = dilate(erode|dilate(vy, M), M|, M) (3)

where, the parameter M (i.e. structuring element object) is an all-ones vec-
tor of length 3 x SSH. Afterward, the result of the previous step (ve) is
conjugated with the binary-vertical projection (v1) as:

V3 = AND(Ul, UQ) (4)

The vector vz includes some peaks correspond to the staff-lines (Fig. 2h).
Now, we can utilize the vector vs to remove all non-staff objects in S.:

Sp = NOT(AND(NOT(S.), V3)) (5)

where V3 is a matrix, which size is equal to the size of the original image.
Fach column of V3 is equal to vector vs. Fig. 21 shows the image which just
contains the staff-lines. Finally, the symbols image J can be retrieved by
following equation and is demonstrated in Fig. 2j:

J = NOT(XOR(Sp, 1)) (6)
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3 Experimental results

In our experiments, we have used the benchmark test sets provided by
Dalitz [13]. This test set includes 32 ideal music images and a set of deformed
images generated from the ideal images [12, 13]. To evaluate the performance
of the proposed method, we have used the pixel based metric [13]. The re-
sults of our experiments are shown in Table I. This table reports the average
Precision, Recall and the Error rate [15]. Our proposed method provide note-
worthy results for all forms of deformations. We have obtained the highest
recall for the ideal images, while the precision on the ideal images is higher
than the average precision off all the images. Our results are also compared
with some well-known methods (proposed in [4], [12] and [13]) in Table I.
The precision of the proposed method is higher than our base method [4].
Our method achieved the highest recall and the lowest error rate.

The main advantage of the proposed method is its accuracy in removing
long objects, printed text, slurs and ties. Most likely there exist long objects
in music notation documents that have similar thickness to staff-lines. Our
method effectively detects and eliminates these lines along with dynamic
wages. Also, the music notation images usually include the text of poems
and information about the composer. Our method performs much better
than the others in detecting and eliminating these texts.

Table I. Results of the proposed method and well-known

methods.
Deformation Type Precision Recall Error rate
Ideal 92.89 99.83 0.024
Kunongo 90.80 98.99 0.036
Line Thickness Variation-v1 95.62 99.28 0.021
Line Thickness Variation-v2 95.42 99.24 0.022
Line Y Variation-v1 91.46 97.77 0.048
Line Y Variation-v2 91.41 97.87 0.048
White Spickles 93.83 98.54 0.026
Typeset Emulation 90.51 99.62 0.047
Average of the proposed method 92.73 98.89 0.034
Fujinaga [4] 88.95 92.40 0.099
Dalitz et al. [13] 98.77 87.59 0.064
Dutta [12] 95.98 96.22 0.037

4 Conclusion and future work

In this paper we proposed a method to remove the staff-lines from the musical
images. First of all, objects having heights more than a certain threshold are
removed. The threshold is based on staff-line height. Then, a projection
technique is used to detect the staff-lines. Afterwards, the remained objects
that are not staff-lines are removed using morphological operations. At the
end, the detected staff-line image is mapped to the original image, so all
objects but the staff-lines could be detected. The proposed method, in spite
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of its simplicity, is shown to perform better than the well-known methods.
Moreover, the proposed method is less time consuming.

In future works we are going to apply our methods on deformed and
degraded images. Major applications of our technique include producing
music Braille and also writer identification. Moreover, the algorithm can be
used for restoring damaged ancient images.
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