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ABSTRACT

In recent years, virtualization computing has bee@mworldwide reality present in datacenters seroér
most organizations. The motivations for the uséhis solution are focused primarily on cost reduttiand
increases in availability, integrity and securifydata. Based on these benefits, recently it watest the
use of this technology for personal computers a$ What is, for desktops, giving birth to the saled
desktop virtualization. Given the technical advgetaof the approach, its growth has been so sigmifi
that, before 2014, it is expected to be presemivar 90% of organizations. However, this new mettsod
completely based on a physical client-server aechire, which increases the importance of the
communication network that makes this techniquesiptes Therefore, analyzing the network in order to
investigate the effects according to the environnimplemented becomes crucial. In this study igsied

the local’'s client hardware and the applicatioa,, ithe service used. The purpose was to detaildffects

on computer networks in a Quality of Service (Q@&yameter, throughput. Secondarily are outlined
perceptions regarding the Quality of ExperienceEJ2oThis culminated in an assessment that traees th
feasibility for applying this technology.

Keywords: Desktop Virtualization, Computer Networks, Qualdl Service (QoS), Quality of Experience
(QoE), Client-Server Architecture, Thin Client, Eléc Energy Consumption

1. INTRODUCTION are already well-established and well-known (Eden,
2011), the analysis of the results from this stualyich
Given the rapid pace at which the Desktop also includes the disadvantages of the technigags @
Virtualization technique is being disseminated (RIX, role of significative relevance.
2011; Thibodeau, 2012; Oliveiret al., 2013), it is of In this study, it was investigated how the trafiiic
fundamental importance to study its effects. Sirtce, networks with desktop virtualization is affected by
design a network to support such solutions, metares  different uses of local hardware and software sesui
necessary to outline their impacts. In this stusiych Specifically, it was measured a Quality of Ser\iQ®S)
study was performed through controlled trials thelped parameter in computer networks with VDI for distinc
to analyze some characteristics of the Virtual ek and classifiable experimental setups. This paranveds
Infraestructure (VDI), including the disadvantages the flow rate, i.e., throughput (Motat al., 2011;
associated with this technique. Because, onceeitsfiis GCNET, 2012; Adibi e al., 2010). Such
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implementations have addressed how the reduction in

of CompiBeience 9 (7): 827-837, 2013

Access Client+Computational peration+Software

local physical hardware of the access client can beService.

applied to each service tested, as well as its @oghe

Examples:

communication channel. Thus, this study seeks to

establish how the relationships between application *

employed access client and network traffic work.

Second airily, perceptions are exposed regardieg th

Quality of Experience for each setup balancingiihwhe
measured throughput. That is, for
implementation along with the use of a particutzitveare
tool, it was correlated to the measure of the Qa@meter
with the degree of satisfaction of the user expegeAs the
QoE definition delimits the level of user satisiagt a
relevant property to the data captured from thevort is
obtained. Therefore, it consolidates the knowledgehe
impacts of the solution that is the subject of #higly.
Finally, this study provides information for thesiin

of networks with virtual desktop infrastructure,

FatClient_Acessing_Physical_Desktop_Video
ThinClient_Streaming_Audio
ThinClient_Acessing_Virtual_Desktop_Text
FatClient_Acessing_Virtual_Desktop_WebBrowser

each hardware

As an example, suppose it is wanted to analyze the
‘lean’ client for the implementation of virtualized
desktop testing playback of the video file. Sucbetup
would be defined by:
“ThinClient_Acessing_Virtual_Desktop_Video”.

2.1. Network Traffic Analyzer-Sniffer

In the investigation carried out in this study, tioée
of the network traffic analyzer, i.e., Sniffer isucial

considering issues related to management techniquedecause it is through it that all measurementsuality

Such data should, consequently, provide that dBtsi
about the adoption of solutions of this nature haléts
cost taken into consideration.

of service parameters of a network are recordeds Th
tool is able to intercept and examine all the gmtekets
that transit in a given communication channel. This

This study addresses the implications of changes indentification allows capturing specific informatio

local
throughput
virtualization. Applications are classified into ufo

software services: Video, Audio, Text and Navigatio
(Web Browser). The variation of the physical hardava
in the access client was characterized by two @svic
Thin Client-TC (‘Slim’ Terminal) and Fat Client-FC
(‘Robust’ Terminal). As for the physical server dse

the tests, it is noteworthy that there is the u$eao

hardware and application variation on

the parted or congregated by configurable predetermined
of computers networks with desktop characteristics that it is demanded to observe and

examine. It is emphasized that a network traffialwrer
can be either a hardware device designed or adémted
this purpose, as well as a computer software progra

In this study, the sniffer used to monitor QoS
parameters was the WireShark Network Protocol
Analyzer® Version 1.7.0. It is noteworthy that this
computer program is free open source software,fiee

structure of a server Composed by a h|gh performanc access, modification and distribution. ThUS, Wira'®h

personal computer and it is utilized for the exmenmts

contitutes a programmable and/or adaptable to whate

performed in all setups proposed. The communicationN€cessity or requirement. Another important featire

channel, in which the studies were conducted, \uas t

WireShark is that it does not have an active roléhe

Ethernet networks, also known as IEEE 802.3 (IEEE-N€twork, not placing, removing and/or altering any

Institute of Electrical and Electronic Engineers).

2. MATERIALS AND METHODS

The structure of the equipment utilized in the
experimental set-‘Setups’ is outlined Kig. 1 below.
This structure is called, for the sake of conveoégn
physical structure, while the other compositionsitth
complete the setup, each one allowing the difféa&on
of equipment, software service and

The logical structure was defined with the follogin
naming scheme in order to make it to be intuitivel a
self-explanatory for each Setup. Thus, each setup
defined by.
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traffic. This means that its only function is reldtto the

channel (i.e., ‘network’) monitoring WireShark
Foundation, 2012.
2.2. Server's Physical Machine-High

Performance Personal Computer

Manufacturer: Dell, Model: Dell® Vostro 260s Slim,
Integrated Network Card: 10/100/1000 Ethernet LAN o
system board; Memory: 6 GB DDR3 SDRAM at 1333
MHz, Processor: 2nd Generation Intel ® Core ™ i5-
2400 (3.1GHz até 3.4GHz-Turbo Boost 2.0, 4 Threads,
6Mb Cache, 64 bits), Video Card: AMD Radeon HD

i 64501GB DDRS3, Dimensions (width, height and depth):
35.0%x10.5%x45.0 cm.

JCS
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The Client is represented by
the equipment the user utilizes
to interact with the system,

] alternating between the Fat
Client Client and the Thin Client.
The network is
represented by the
Ethernet communication
network channel through
which data travels,
® composed by CATS
cable and network
Server cards in tlye server
and client.

The server is a concentrator of
information and the service provider. Tt is
noteworthy that its network interface is
monitored by the Sniffer.

Fig. 1. Setups physical structure

Other relevant information pertinent to the server:

» Operating System installed on the physical machine:

Server: Microsoft Windows Server ® 2008 R2
Enterprise (64bits)

» Software to Monitor Network Interface: Installed on
the server: WireShark Network Protocol Analyzer ®
Version 1.7.0

e Hypervisor Software: Installed on Server: VMware
Workstation ® 8

e Virtualized Hardware (created from the Hypervisor):
Processors: 4, Memory: 4GB, HDD: 60GB,
Network Card: Ethernet

» Operating System Installed on the Virtual Machine:

Microsoft ® Windows 7 Ultimate (64bits)

» Software for Media Playback-installed on all OS of
this experiment, except the Thin Client's OS: VLC
Media Player 2.0.1

» Software for Text: Notepad (Windows native)

» Software for Navigation: Mozilla Firefox®

2.3. Client's Physical Machine-Thin Client

Access Terminal

Manufacturer: Net Computer Technology Co. Ltd.,
Model: NC600W, Integrated Network Card:

10/100/1000 Ethernet LAN on system board, Memory:

20MB RAM, processor: 533 Mhz, native OS: Microsoft
Windows ® CE 5.0, Dimensions (width, height and
depth): 11.9x11.9x2.5 cm.
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2.4. Client’s Physical Machine-High
Performance Access Terminal (Fat Client)

Manufacturer: Dell, Model: Dell Alienware M11x
Laptop, Integrated Network Card: 10/100/1000 Ethern
LAN on system board, Memory: 6 GB DDR3 SDRAM
at 1333 MHz, Processor: 2nd Generation Intel ® CHre
i7-2637M (1.7GHz, 4 Threads, 4Mb Cache) OS:
Microsoft Windows 7 Home Basic (64bits) ®;
Dimensions (width, height and depth) 28.5x2.3x22.0c

2.4.1. Transmission Channel-Ethernet Network
IEEE 802.3

Figure 2 illustrates the point-to-point Ethernet
Network present in the experiments. This is a setiEem
of all the physical elements present in the netwiork
question. That is, there is the diagram showing the
ethernet network board (card) of client and seived
network cable CAT5e RJ45 connectors to the semdr a
the client. All these elements compose the netwibiik,
is the transmission channel.

2.5. Detailing the Study

The setup of the investigations, that is, the asdgm
of the environment, consisted in connecting,
alternately, the server to the clients and monitaffic
on the physical network interface located in thevee
A Fig. 1 and Z2illustrate this. It can be observed that
the server is, at one time connected to the Thiantl
and at another time connected to the Fat Clientoti,
there were five different computational operations
conducted, described as follows.

The stages that tested the audio and video services
occurred as follows. In the first case, understasdhe
case of employment of local conventional structure,
occurred the local client capacity utilization..,i.the fat
clients via remote access file or stream media
(‘streaming’), performing only one transmissionvideo
or audio, using the local structure. For this, skever is
connected to a Fat Client and through the progra@ V
Media Player, installed on both server OS, as tBeoD
the Fat client, originated media playback. Thise fil
multimedia content was in Server’s Hard Drive arasw
accessed by the client, which initiated the trassion.
The moment that the playback started, monitoring th
network interface of the server via WireShark sniff
software, also started. Importantly, these testsewe
conducted producing the file with the collectiont o
information in segmented sections sixty secondshén
second case, referred to as a session of the physic
environment with Fat Client, also understood bykias
Access to Physical Server through ‘Robust’ Client.

JCS



Vitor Chaves De Oliveira et al. / Journal of Comp8eience 9 (7): 827-837, 2013

Client’s ethernet network card.

(e

Cable connector RJ453.

)

CATS5e network cable.

)

Cable connector RJ45.

)

Server’s ethernet network card.

Fig. 2. Point-to-point ethernet network

It was carried out a transmission of a sessiorRé@mote
Desktop Protocol (RDP) of the OS installed on the
Server, reproducing the same files (audio and yidio

is noteworthy that in this trial, the file itselfas not
physically transmitted from one machine to anotlaer,
in the previous case, but played on a machine ésgerv

Virtual Desktop is accessed by clients in a sessian
RDP protocol and the tool present in it was platgethe
client’s screen.

As for the text service, it was performed a writing
(‘typing’) test the loked (‘triggered’) the “A” keyin
uppercase, with the same character repetition speed
all keypads for all examinations. Such speed was se
at exactly the intermediate value between average
speed and maximum speed. In this service, it igtwor
to point out that there is no way to measure tles irs
relation to the monitoring network, a traditionakél
structure. This is because this service only exista
local and conventional solutions, it does not depen
on a communication network to be executed.
Therefore, tests were done only with a remote acces
(via RDP) to the physical and virtual desktop thgbu
robust client and thin client.

For the navigation service, the same charactenidtic
not having the measurement of a conventional local
structure is present. The reason for this is thatgoal of
this study is to measure the cost of VDI and tloistcin
this case, only exists between a client and a serve
through the access in a remote session of a Physica
Virtual Desktop via a robust client and thin client
Furthermore, it is necessary to characterize the
navigation service experiments, since it was cotatlic
with certain characteristics. The first step before
conducting the tests was the local retrieving (isgy
and previously loading in the machines OSs (Physica
and Virtual) of ten random web pages. These pages
contained mixed content, as they are known in the
Brazilian Internet portals, including: Brazil Yahoo
Google Brazil, Carta Capital, UOL, Globo.com, Gaogl
Earth, Microsoft. These pages were saved and ptetba
(‘open’) in tabs in a single window in the FirefoaXeb

and displayed in another (Fat Client). The sameBrowser. Only with this completed, it is initiated
happened with the third evaluation, called Server's manually and randomly testing this service for each

Physical Desktop Access with a ‘Slim’ Terminal, the
difference, for this case, is that the access ttibanged
to Thin Client. The last two cases were achievedudyh
the prism of the desktop virtualization technolo§ych
an environment has been implemented as followshen

experimental characterized setup.

It is emphasized that the tests with the different
clients, Thin Client and Fat Client occurred sefeya
Thus, firstly, a setup is accessed it with one tygbe
client, the tests are ran and measurements arerped

Server's OS is installed a program that enables theand only after a trial with an access client endeds

creation of virtual hardware, the hypervisor, adlle
VMW are WorkStation. With this software, it is cted

a virtual machine, whose resources have already beeaccording to the type of client,

explained above. On top of this virtual machineijsit
installed an OS and that created a Virtual Deskiip).

In this VD, it was placed the referred files to be
displayed or the service to run. Thus, the seriite
guestion was located on the hard disk of the VDe Th
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executed the next, with another type of client. fSuc
experiments are referenced as already described,
service and to
computational operation implemented.

As for the Quality of Experience reviews present in
the results, it is necessary to mention that such a
assessment is subject to the perception of a godup
evaluators, the authors of this study. Also, ndtatt
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the execution of the experiments was recorded by aas follows.Figure 3 illustrates the results, whileable 1
camera and then displayed to other members of theshows the perceived QoE.

research group and all agreed with the assessme . .

perceived by the authors (QoE). "8.2. Audio Service

The tests for the audio service were performed
identically to the last one, video service testscdbed
. . above. So it also showed a significant number ofdas
3.1. Video Service and used the same equipment attached in the saye wa
To consolidate the knowledge about the behavior ofchanging only the service to audio.
throughput in networks with desktop virtualizati@n The audio file used for playback had over 100 min i
relatively large amount of samples is required. sTHD0 length and throughput measurements were obtained fo
measurements of 60 sec each were obtained foidke v each one-minute interval. This was performed far th
service analysis. As already mentioned above, afirst one hundred minutes (duration of test). The
continuous video, without repetition of passageithw following refers to the average throughput for etioie
duration of more than one hundred minutes was usedblock of sixty seconddsrigure 4 and Table 2 show the
The information obtained are only described graghic ~ results for the audio service.

3. RESULTS

3

Throughput Mbits/s

¥

L8]
i

[ 3]

1 4 710 13 1619 2225 2831 34 374043 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 100
. . . . Test Number

Fat client_Accessing Virtual Desktop Video

Fat client_Accessing Virtual Desktop Video

~Fat Client_Streaming Video

Thin Client Accessing Physicsl Desktop Video

Thin Client Accessing Virtual Desktop Video
Fig. 3. Throughput Results for the video service
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0.35
Throughput Mbits/s
0.3
0,25+ A
m.ﬂ : ~ G A -
0. 7

0.1-

Fat client_Accessing_Physical Desktop_Audio
Fat client Accessing Virtual Desktop Audie
- Fat Client Streaming Video

Thin Client Accessing Phvsicsl Desktop Audio

Thin Client Accessing Virtual Desktop Audio

FEL LU "U'U' “V'

Test Number

1 5913 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 03 97

Fig. 4. Throughput results for the audio service

Table 1. Avarage throughput and QoE for the video service

Structures-setups Throughput Mbits/s Standard deviation QoE

Fat client_Accessing_Physical_Desktop_Video 2,27530 0,0917 Satisfactory
FatClient_Accessing_Virtual_Desktop_Video 2,35739 09ag Satisfactory
FatClient_Streaming_Video 0,73757 0,0199 Satisfgctor
ThinClient_Accessing_Physical_Desktop_Video 4,82345 0,0540 Unsatisfactory
ThinClient_Accessing_Virtual_Desktop_Video 4,95285 ,05216 Unsatisfactory
Table 2. Avarage throughput and QoE for the audio service

Structures-Setups Throughput Mbits/s Standard deviation QoE
FatClient_Accessing_Physical_Desktop_Audio 0,19504 ,00288989 Satisfactory
FatClient_Accessing_Virtual_Desktop_Audio 0,20418 00299489 Satisfactory
FatClient_Streaming_Audio 0,19520 4,4947E-05 Satiefy
ThinClient_Accessing_Physical_Desktop_Audio 0,20912 9,1320E-05 Satisfactory
ThinClient_Accessing_Virtual_Desktop_Audio 0,21344 ,00D18275 Satisfactory
% Science Publications 832 JCS
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0.064
Throughput Mbits/s

0.05 MWM‘M‘\WWW

0.04
0.03
0.02 4
0.01 - Sl —r Lﬂ P r - v -
Test Number
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15913 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97

Fat client Accessing Physical Desktop Text

Fat client Accessing Virtual Desktop Text

Thin Client Accessing Physicsl Desktop Text

Thin Client Accessing Virtual Desktop Text
Fig. 5. Throughput results for the text service

3.3. Text Service divided into measurements every sixty seconds and

N ) . another one, of 10 min as well, but no subdivisjons
The Notepad tool specifies the text service tested optaining conjugated (‘integrated’) results.

this study. Note that the streaming operation has N verifying this service, the experiment availed itse

applicability for this type of service, since it is f the same tooling of hardware and software presen
exclusively used for streaming media flow. Thus, j, yhe text evaluations. However, the text applmat

there remained four exp.erimental setgps to obserquaS replaced by a software tool called Web browser.
Flklle tse{wfr? stuﬁ|edt. TZEg.ESfalciﬂlg W'th_Table 3 The operation, as previously described, aimed at
lllustrate throughput and QOE for this service. accessing pages randomly, simulating the activitg o

It is important to keep inmind that the tests were : :
100 min long, segmented into a hundred equalusers systemFigure 6 below reflects the throughput

measures. In addition, it's worth reminding thae th measgrlements obt_ained for the first _type_ mentioned
same hardware equipment present at diagnosis éor th(Subdivided) and displays them graphicakygure 7

audio service is employed. shows the bytes trafficked during the 600 sec ahea
o . set for the second type (integrated). Whilable 4
3.4. Navigation (Web Browser) Service presents the perceptions regarding the qualityhef t

To analyze the navigation service it was conductedexperience  (QoS), which  applies to both
two typification of tests. The first, lasting tenimates, classifications of experiments.
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Table 3. Avarage throughput and QoE for the text service

Structures-Setups Throughput Mbits/s Standard deviation QoE
FatClient_Accessing_Physical_Desktop_Text 0,01309 70Z1E-05 Satisfactory
FatClient_Accessing_Virtual_Desktop_Text 0,05003 00102942 Satisfactory
ThinClient_Accessing_Physical_Desktop_Text 0,01008 , 72@6E-05 Satisfactory
ThinClient_Accessing_Virtual_Desktop_Text 0,01015 00m050 Satisfactory

Table 4. Avarage throughput and QoE for the navigationiserv

Structures-Setups QoE
FatClient_Accessing_Physical_Desktop_Web Satisfactory
FatClient_Accessing_Virtual_Desktop_Web Satisfactory
ThinClient_Accessing_Physical_Desktop_Web Satisfactory-with exceptions
ThinClient_Accessing_Virtual_Desktop_Web Satisfactory-with exceptions
T 7 -
Throughput Mbits/s
6 -
5 -
4 -
3 -
2 -
1 -
0 T T T T T T T T T
1 2 3 4 5 6 7 8 9 10
—FatClient_Accessing_Physical Desktop_Web Test mumber

———FatClient Accessing Virtual Desktop Web

ThinClient_Accessing Physical Desktop Web

ThinClient Accessing Virtual Desktop Web

Fig. 6. Throughput results for the navigation service igttd)

% Science Publications 834 JCS



Vitor Chaves De Oliveira et al. / Journal of Comp8eience 9 (7): 827-837, 2013

Bytes

30000000 7
25000000 1
20000000 4

15000000 4

10000000 4

50000000 <

l
-

o]
-
-
-

Iat client Accessing Physical Desktop Web
Fatclient Accessing Virtual Desktop Web

Thin Client Accessing Physicsl Desktop Web
Thin Client Accessing Virtual Desktop Web

Fig. 7. Total Throughput Results for the navigation seryamjugated)

The thin client's performance in relation to the video was poor (low) quality of experience offetedhe
Quality of Experience, was satisfactory, but with user at all times which used reduced hardware en th
exceptions. This is because it performed functiohat client. The comparison between the conventional
with scrolling slower than the Robust Client. Iettests  structure and VDI showed that the cost of desktop
conducted, it is clear the difference between aings  Vvirtualization is significant for video, since tlaverage
content via Web Browser between the two clients throughput in the case of using DV was more thiatetr
typifications. It was also observed that for pageth that in the event that used the conventional desl&ach
unique content in text Thin Client provides a Qtyadif behavior can be explained by the fact that the VDI
Experience identical to the Fat Client and tha thi totally dependent on user interaction and it preveine
quality, in terms of loading time and to scroll thereen  use of artifices that require less network QoShsas
diverge away in accordance with the increasing amou buffering. Regarding the performance of the thierdl

of multimedia content and images on the web page. for this application with VDI, it is noted that eddition
to result in unsatisfactory QoE, such employment
4. DISCUSSION required a throughput that, on average, was twhee t

required by the robust client. So, it's possible to
The first service, video, showed the highest objectively observe that is not advantageous, liatios
throughput demand in relation to the other servives to the network load, to employ reduced local hareéwa
all cases investigated. Another feature observethén the client access for the video service, otherwismuld

% Science Publications 835 JCS



Vitor Chaves De Oliveira et al. / Journal of Comp8eience 9 (7): 827-837, 2013

add a high cost (in terms of throughput) to thevoek concluded that the navigation service consumes
and still produce a quality of experience that does significant network throughput and that it is maetif
meet the needs of this application. according to the amount and type of content acdesse
The second service, audio, reproduced a sound with  Fyrthermore, it shows that the use of reduced
satisfactory QoE for all tests in all structuresamned hardware on the client should be aligned to the typ
and presented a low throughput. This parameter, Of:gntent that will be accessed. That is, if the wsssds
average, showed minimal variations remaining contsta {5 sccess applications that are textual, such as,ne
during most of the tests. As for the reductionie tocal books and mail, the TC can be an interesting choice
hardware using the Thin Client it was considered asg,t if there is a need for graphical content sash
appropriate, once it resulted in a applicable pestmce imaées and videos, it is advisable to choose thesib

compared to the robust client in all compositions i R ber th | . f wai
analyzed. Thus, it is explained that the audio iserv client. Remember that, current_y, a varlet_y Ol eaite
) ’ tools run on Web platform. So, if access via Thiie&

when used in a desktop virtualization solution does is intended, designing a simple graphical (‘planty

entail high costs to the network and allows vaiatin i .
local client without harming the quality of experie user interface should be mandatory. This means that
' this evaluation can act as an indicator for the

The third service, text, followed the trends of the an ' !
audio service, presenting an excellent QoE andwa lo development of software applications, setting ie th
throughput and it also supported the use of thgntlin ~ réquirements analysis the VDI and the local haréwar
the access equipment role. The term “transparesgtiu  intended as the access client.
to describe a behavior in which a change to another
situation is not noticed can be applied in testth whis 5. CONCLUSION
service. This is because both from physical tassiized ) . ) )
remote structure and from Thin Client to Fat Clitiwre In view of the above, it is reiterated that thisdst
were no changes in the network behaviour or in thesought to present the feasibility of VDI solutioimsan

performance of this software tool. Therefore, this €XPOSitory way. This study has shown the cost of

application instigates the use of VDI for varioypds of ~ desktop virtualization in various local hardware
software products that deal primarily with text ynl €nvironments and software applications, regarding t
Some of those are known as ERP (e.g., SAP'throughput load on the network..lt sought to preval
DATASUL) and groupwares (e.g., ICQ, MSN, Outlook). background for a subject that is in the currenpocate

The forth service, navigation via Web Browser, agendal and. which knowledge its impacts are stil
outlined a differentiated framework for the QoE and uncertain. This research showed these effectsaiious

. . common services to computer users and to various
throughpqt. The throughput varied according to theaccess clients. This madep it possible to identhg t
access client’s type employed. The TC deman(.jedtaboufeasibility of using VDI for different purposes, h is
a third of the throughput presented by the roblisht the main contribution of the research described.
For the performance analysis through QOE perception

the Fat Client sh q full tisfact . For future work, it is interesting to evaluate, tap
) € ra n?n showed a Tully satistactory scenario 4 analyze other quality of service parameter$ sisc
transparent’. While for the Thin Client, there was

thi kind of ise in th bi tjitter, latency and losses. There is also the pdggito
something new, a Kind of compromise 1n the subjec vary the type of channel, such as optical and es=®l
of quality of performance experience. That is, dgri

) o i .°  networks while increasing network complexity,
the mvestlgat.lons, page sqrollmg aT‘d page swiighi subsequently increasing the number of elementfien t
worked, but in quger periods of _t|me compe}rgd 0 network: clients, nodes and intermediate routers.
tests conducted with the robust client. In additign
was noted that this additional time is reduced 6. REFERENCES
according to the decrease of graphical contenthen t
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