Jour nal of Computer Science 2012, 8 (12), 2008-2016

ISSN 1549-3636

© 2012 Science Publications

doi:10.3844/jcssp.2012.2008.2016 Published OnlifE23 2012 (http://www.thescipub.com/jcs.toc)

A HEURISTIC MOVING VEHICLE LOCATION PREDICTION
TECHNIQUE VIA OPTIMAL PATHSSELECTION WITH AID OF
GENETIC ALGORITHM AND FEED FORWARD BACK
PROPAGATION NEURAL NETWORK

'Baby Anitha, E. and K. Duraiswamy

!Department of CSE, K.S.R. College of Engineering,
Tiruchengode, Namakkal District, Tamilnadu, India
2Department of CSE, K.S. Rangasamy College of Techgplog
Tiruchengode, Namakkal District, Tamilnadu, India

Received 2012-07-13, Revised 2012-10-23; Accepte@-2Q112
ABSTRACT

The moving object or vehicle location predictionséa on their spatial and temporal information is an
important task in many applications. Different nuath were utilized for performing the vehicle moveine
detection and prediction process. In such worleretls a lack of analysis in predicting the velsdtecation

in current as well as in future. Moreover, suchhmds compute the vehicles movement by finding the
topological relationships among trajectories andatmns, whereas the representative GPS points are
determined by the 30 m circular window. Due to fiscess, the performance of the method is degraded
because such 30 m circular window is selected lyulzing the error range in the given input imae
such error range may vary from image to image.éduce the drawback presented in the existing method
in this study a heuristic moving vehicle locatiorediction algorithm is proposed. The proposed Istigri
algorithm mainly comprises two techniques namelgtinization GA algorithm and FFBNN. In this
proposed technique, initially the vehicles frequeaths are collected by monitoring all the vehicles
movement in a specific period. Among the frequeathg, the vehicles optimal paths are computed &y th
GA algorithm. The selected optimal paths for eaehicle are utilized to train the FFBNN. The wedlitred
FFBNN is then utilized to find the vehicle moveméuatm the current location. By combining the progas
heuristic algorithm with GA and FFBNN, the vehiclesation is predicted efficiently. The implemeintat
result shows the effectiveness of the proposedisteualgorithm in predicting the vehicles futumehtion
from the current location. The performance of teearstic algorithm is evaluated by comparing theute
with the RBF classifier. The comparison result sh@ur proposed technique acquires an accuratelgehic
location prediction ratio than the RBF predictiati@, in terms of accuracy.

Keywords: Moving Vehicle Location Prediction, Genetic Algdmih (GA), Feed Forward Back
Propagation Neural Network (FFBNN), Frequent Pa#ea]ial Basis Function (RBF)

1. INTRODUCTION accommodated into data mining algorithms (Rodeick.,

2004). Spatial data mining comes into picture wtten

In the recent years, it is found that data mining a real data establishes a relation with spatial datather
knowledge discovery has become some of the populawords, spatial data mining is the application otada
fields of researches. An important subset of thiarch ~ mining processes to spatial data (Li and Wang, 2005

is looking at the particular semantics of space tme Spatial data mining is the technique of extractmglicit

and the approach in which they can be sensiblyknowledge, spatial relations, or other patterns dina not
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explicitly stored in spatial databases (Buahgl., 2011).
Spatial data mining has deep roots in both trauattio
spatial analysis fields (such as spatial statistinglytical
cartography, exploratory data analysis) and variats
mining fields in statistics and computer scienaglisas
clustering, classification, association rule mining
information  visualization and visual analytics)
(Diansheng and Mennis, 2009).

The objects that are characterized by spatial ilmcat

and/or expansion as well as by numerous non-spatiatopological

attributes are contained in the spatial databasten& al.,
2001). In spatial data mining, the prediction ofuing
objects location based on the time series is afiignt

In Mobile and Spatiotemporal databases, monitoring
of continuous spatial queries over moving objeds i
necessary in several applications such as Public
Transportation, Logistics, Location Based Serviaad
more. In many applications, the moving vehiclesatam
prediction plays an important role. Many methodsewe
developed to find the vehicle location, which areefty
discussed in the following section. In such work&re
is a lack of analysis in predicting the vehiclesalion.
The vehicles location is predicted by finding the
relationships among trajectories and
locations and also the GPS points are determine@0by
m circular window from the image error range. Th®e
range of the image is not static; it varies fronaga to

task in several applications such as wireless hasedimage. So this technique is not applicable foirafiges.
location-aware devices and networks of sensors andMoreover, there is no standardization available for

traffic analysis. The need for analysis, modelingl a
processing of traffic data is of much concern as th
amount of moving vehicles are increasing speedigne
day. Likewise, the extraction of additional infortoa
about traffic conditions, optional routes and phoiesi
prediction of troublesome situations, such asitrgéfms,
becomes necessary (Brakatsoulas al., 2004).
Mathematical study of spatial objects and its geoime
properties which are preserved under deformatioih s
as twisting and stretching are used in investigatime
topology of a spatial object. The study of the {opgal

selecting the suitable input image. If all the akaid
drawbacks in the literary works are solved, thea th
moving vehicles location prediction performance is
improved with higher accuracy.

In this study, a heuristic moving vehicle location
prediction algorithm is proposed to predict the iokels
future location from the current location. The prsgd
technique is based on Genetic Algorithm (GA) anddre
Forward Back propagation Neural Network (FFBNN).
The vehicles optimal paths are determined by onthef
most popular optimization techniques called Genetic

changes of spatial objects over time, i.e., of time Algorithm (GA). The vehicles optimal paths are thesed

dependent geometries called moving objects,
important in several applications such as Geogcaphi

iSto train the FFBNN and this well trained FFBNN are

utilized to predict the vehicles future location kiyowing

Information Systems (GIS), spatiotemporal databasesthe vehicles current location. The rest of the wtisl
the processing of animation images in multimedia organized as follows: Section 2 reviews the relatetks

applications and the topology control of Wirelegen$or
Networks (WSN) (Liu and Schneider, 2010).

with respect to the proposed method. Section udéss
the proposed heuristic algorithm, which is detailedts

With embedded GPS devices and other sensors theubsections. Section 4 discusses about the imptatizen

tracking of moving objects, whether it is a tinyllce
phone or a giant ocean liner, is becoming increggin

results and section 5 concludes the study.

accessible. Such enormous amount of data on movind-1. Related Works
objects poses immense challenges on effective and A handful of research works available in the litara

scalable analysis of such data and explorationt®f i
applications (Liet al., 2006). The tracking data is
obtained by sampling the positions using typic&@liyS

deals about the moving objects or moving vehicles
location prediction techniques.
Diansheng and Mennis (2009) have proposed a

to produce data that in database terms is Common%raph-based approach that treats trajectory data as

referred to as trajectories (Brakatsoukisal., 2005).

Recent progress on satellite, sensor, RFID, vided a
wireless technologies has made it possible
systematically track object movements and collegieh

amounts of trajectory data, e.g., animal movement
data, vessel positioning data and hurricane tragkin

to

complex network. They have also developed a tecigniq
that establishes the topological associations among
trajectories and locations and utilizes a spatially
constrained graph partitioning method to discoatural
regions defined by trajectories which are withire th

data (Leeet al., 2008). It is important to know the context of vehicle movements. Moreover, it is been

approximate position of a mobile user in order perate
it, for this the knowledge about the positions aflite

found that the discovered hierarchical regions can
effectively facilitate the understanding of trapast

objects has led to the location-based services andatterns and discovered the trajectory clusters tina

applications (Monrealet al., 2009).
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Pena and Santos (2011) have proposed an approach to In Fig. 1, initially the vehicles visiting paths in
store data about moving objects and also discussedifferent time periods are collected and then wegate

regarding the key concepts associated in movingctdj
and their characteristics. For the analysis of mpwbjects,
an overview of the existing data mining technigaesl

some future guidelines has also been presented.

frequent paths for each vehicle. After that, theqgérent
paths are given to the optimization process tocsetmst
frequent paths for each vehicle. The most freqpatits
from the optimization process is given to the FFBfoN

Liu and Schneider (2011) have developed a modelperforming training whereas this well trained FFBMN

which determines the topological changes of a cerpl

moving region through snapshots called observations
They have introduced a two phase strategy: the firs

phase partitions the observations into severaluetiain

utilized in the vehicles future location prediction

2.2. Frequent Paths Selection
In this proposed method, the graph G is designed

units and uniquely maps a unit before the change tayith n number of nodes (junctions) and the nodes ar

exactly one unit after the modification and theoset
phase interprets the topological change by integgatll
basic topological changes from evaluation units.

connected by the paths. The number of vehiclesién t
designed graph is represented as V 3, {%,...,Vi},
where, m is a value based on the number of vehibbgs

Shaw and Gopalan (2011) have derived anwe are considered and the paths are denoted apP =

application of the modified priori algorithm in catinate
sets of trajectories to find the frequent tranjecto
coordinates. In order to reduce the unnecessangtsea
time and space, certain additional steps have hddad
in the algorithm to prune the coordinate sets gaedr
They have also explained the basics of data otigma
database structure to hold the coordinate datasetghe
implementation of the algorithm with the objectentied
programming language by an illustration. Their téghe
can be applied to interesting game domains to fimel
recurrent trajectory of an object shot by a playich
follows a trajectory path.

Satpathy et al. (2011) have delivered a concise
analysis of the trajectory data mining. There atit s
open research issues which are still unexplorecdhcele
in their study, certain future works and
challenges have been reported.

2. MATERIALSAND METHODS

21. Proposed Heuristic Moving Vehicle

L ocation Prediction Technique

Here, a method for predicting the vehicles future 5¢ £™ = o1, P,

location is proposed. The proposed heuristic ptidic
technique consists of four stages namely, freqpattis
selection, optimal paths prediction for each vehibly
GA, optimal paths training in FFBNN and vehicleufe

p2....p- Moreover, the weights W for nodes are
assigned within the arbitrary integer values [1, im] a

different time period T = {t t, ,...t}, the vehicles y

visited paths need to be collected. The designeghgis
illustrated inFig. 2.

The vehicle vy initially start traversing at the node 1
in a time period it and its next visit to the node 2 by
utilizing the path 1->2 and subsequently it vie hodes
3 and 4 via the paths 2->3 and 3->4 respectively.

In this same time period,,t the other vehicle's
traversing paths are also to be computed. The aimil
process is repeated for all vehicles in differemet
periods and the collected paths from the aforerorat
graph in three time periods are listed in Trable 1.

As can be seen from thEable 1, the vehicles are

research utilizing different paths to reach the same tangade in

different time periods. Similarly in different timgeriods,
the vehicles y visited paths are collected and the frequency
value of path visited more than once by the pdsicu
vehicle v, is calculated. Based on the frequency value, the
vehicle v, frequently visited paths p is computed and an
index value is allocated for each computed freqperti.
The number of frequent paths for the vehigldssdenoted
...p} and the corresponding index value
for the frequent paths is represented"8s=1{iy, i, ...},
where is a value based on the number of selecegddnt
paths for the vehicle,y

location prediction by FFBNN. This proposed mef[hod 2.3. Optimal Path Prediction by GA

predicts the vehicles location by finding the védsc

frequent paths and allocating weights to each ef th

To find the precise future location of the vehicle®

nodes (junctions). Each path's frequent values andselect the optimal paths from the number of frequen

node’s weight values are utilized to find the védsc
optimal paths via the optimization algorithm GA.€Th

paths §. The optimal paths selection by GA finds the
precise paths for all vehicles utilized to identifiye

optimal paths from the GA are then utilized in the Vehicles future location. Genetic algorithm offéretter

FFBNN training and testing process. The structure o solution

proposed heuristic technique is illustratedrig. 1.
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Vehicles visiting pathsin

different time periods

Vehicles frequent paths
selection

Vehicles optimal paths
prediction

Optimal paths training in
FFBNN

Vehicles furure location
prediction by FFBNN

Fig. 1. Structure of proposed heuristic moving vehicle tioca
prediction technique

It begins with the definition of the problem to weland
creates an objective function to compute the plessib
candidate solutions (chromosomes), i.e., the dbgect
function is the way of identifying the individuatqalucing
the best result. To acquire the best solution,thtineshold
selection by GA carries out five basic processés: (
Chromosome Generation, (i) Computing fitness fiongt
(iii) Crossover, (iv) Mutation and (v) Termination.

[ T Nodesn= {1, 2,3, 4.5}
2 Vehicles V = {v1, v2, v3, v4, v5}

<~ A 4 Total number of available

5
.

Pathsp=7

Fig. 2. Sample designed graph
2.4. Generation of Chromosomes

Here, an initial population of N individuals i.e.,
chromosomes are  generated arbitrarily. The
chromosomes are represented by binary string, where
each binary position of the chromosome denotesna.ge
Here, we generate the chromosomes as follows Eq. 1:

"' =igigiai}™
O<lsn -1 (1)

In Eq. 1, V" is the I" chromosome of the vehiclg,v
and n is the number of chromosomes that are
generated. Also, each gene value in the chromospme
Oc'™ is an index value of the vehiclg frequent paths.
Among the number of generated chromosomes, the best
chromosomes are selected based on their fitnes®.val
This fitness function calculation for th& thromosome
is described below.

2.5. Fitness Function

In this stage, the generated chromosomes are
evaluated by the fitness function. Fitness functien
applied to choose the optimal chromosomes for the
problem. The corresponding path’s frequency anckisod
weight values of chromosomes gene index values are
utilized in the fitness function calculation. Thitnéss
function is calculated as Eq. 2 and 3:

Vil :1 < iy
F X;fx )
£ =v(p;) + (W, *wn) 3)

where, E™ is the fitness function of thd' kchromosome
generated for the vehicle,vand £* is the individual
fitness value of the index (gene) valyelh E. 3, v(p) is
the frequency value of the frequent path ywhich is
presented in the indexand W, ; and Wn are the weight
value of the nodes and the pathigopresented between
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these two nodes. The genes individual fitness vidue FFBNN is well trained by this optimal paths and
calculated by Eq. 3 and the chromosomes fitnessprovided an accurate fitness value for the inpuileno

function is also calculated via Eq. 2. Then, theef$s is  yalues. The proposed vehicle future location préstic
calculated for all the chromosomes and the be& n NN structure is shown ifig. 3.

chromosomes that have the highest fithess value are tho EEBNN contains two input units, one output
selected. Subsequently, the selected best chrongssom units and N hidden units. Initially, the input data is

are subjected to the crossover and mutation opesati transmitted to the hidden layer and then, to theputu

2.6. Crossover layer. This process is called the forward pashefitack
In this stage, a single point crossover is perfate propagation algorithm. Each node in the hidden rlaye

a crossover rate of )R The gene values are exchanged 99? mputbll‘rom t.h(; mputdlayer, WTIChTﬁre hn:jtﬂb;ﬂdl

between chromosomes based on the crossover rate af§th suitable weights and summed. The hidden layer

finally obtained g2 children chromosomes. input value calculation function is called as bias
function, which is described below Eg. 4:

2.7. Mutation
Hg
In this stage, the children chromosomes are mutatedy, :B+Z(Whnli LEw.n2 ) (4)
at a mutation rate of JRin order to obtain /2 new h=1 " "
chromosomes. Here, new genes are generated and
substituted in the genes of previously obtaineddotn In Eq. 4, nl andn2 are the input node values of

chromosomes, where the mutation point is placed.
Consequently, we obtain/8 new children chromosomes
and n/2 best parent chromosomes.

the index j. The output of the hidden node is the non-
linear transformation of the resulting sum. Sanmcess

is followed in the output layer. The following ES§.
2.8. Termination denotes the activation function of the output lay&he
output values from the output layer are comparetth wi

The above process is repeated until it reaches th'%arget values and the learning error rate for tharal

utmost number of iterations I. Once it reache$é, hest

c™ chromosomes that have highest fitness value ar@etwork is computed, which is given in Eg. 6:
chosen. Among the best'™t chromosomes, some 1
chromosomes contain same index values. This réiplica 0=—=— ©)
of index values creates complexity in the furtheacpss. 1+e =™
So, the repeated index values are taken on onesionca

i imi Hy-1
and the remaining repeated values are eliminated. V:Hi 3 g -1} ©6)
2.9. Optimal Paths Training in FFBNN d h=0

By performing the above process, now we have |, gq 6 yisthe learning error rate of the FFBNN,*D
number of optimal paths index values for each \ehic s the gesired output angfis the actual output. The error
and these optimal paths are utilized to find thhicle between the nodes is transmitted back to the hitijess
future location by FFBNN. To accomplish the locatio g4 this process is called the backward pass obalok
prediction process, the optimal paths index valags  ,oha0ation algorithm. The reduction of error byckoa

selected from the vehicle’s best chromosomes avehgi  ronagation algorithm is described in the subseigieps:
to the FFBNN. The Feed Forward Back Propagation

Neural Network (FFBNN) is employed to perform the ¢ Initially, the weights are assigned to hidden layer
training and testing process. In training phaseh éadex neurons. The input layer has a constant weight,
value of vehicles best chromosomes and the whereas the weights for output layer neurons are
corresponding paths nodes are given as input to the chosen arbitrarily. Subsequently, the bias function
FFBNN. For example, we select one index vajueom and output layer activation function are computed b
the best chromosomé™ of the vehicle y. Here, we using the Eq. 4 and 5

have taken the FFBNN input asindex corresponding *  Next, the back propagation error is computed fahea
paths node values nl and n2. In FFBNN, there s H  Node and the weights are updated by using the:Eq. 7
number of hidden layers and one output layer, wigch

an individual fitness value of the index as £*. The Wi =W, +AW, , (M

////A Science Publications 2012 JCS
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nl;

n2;

W2H 4

Ik_Y_J' w ~ J '\_Y_/
Input layer Hidden layer Output layer

Fig. 3. Structure of optimal paths training in FFBNN

where,d the weightAw;h is changed, which is given as In Eq. 9, f is the fitness value of the pathgnd K,

Eq. 8: have the path value, which has the highest fitmeafse
© than the others. Suppose we get the patlhgving a
Aw, , =8Y, E* (8) highest fitness value than the other paths, thés th

_ _ highest fitness value path is considered as a\isiting
where, is the learning rate that normally rangesnfr  path of a vehicle y from the current node.nin this way,
0.2 to 0.5 and € is the BP error. The bias function, the vehicles future location is predicted from tuerent
activation function and BP error calculation pracese  position. The well trained FFBNN reduces the time
continued till the BP error gets reduced i.é9 8.1, If complexity as well as gives the optimal future céds
the BP error reaches a minimum value, then thepaths, because the training process in FFBNN isechr
FFBNN is well trained by the paths node values for gyt by the GA algorithm. The similar procedure is

performing the vehicle location prediction. The Wel followed for all vehicles to predict the future &ion
trained FFBNN provides an appropriate fitness value efficiently and more accurately.

for the respective input path values.

2.10. Vehicle Future Location Prediction by 3.RESULTS

FFBNN
The proposed heuristic moving vehicle location

_The well trained F.FBNN is utilized to predict the prediction technique is implemented in the working
vehicles future location. Let us assume that the platform of MATLAB version 7.12. The proposed
vehicle v, initial starting node jnis given by the user. e istic technique accurately finds the movingiciels
Subsequently, all the possible paths p via nodesgeaiion by finding their frequent paths. Here, tie
visited by the vehlclenva.re given to the well ”a'r!ed vehicles frequent moving paths are collected arh th
FFE;NN a:d we %c])t thetrf]'m?ﬁs valhu_es f(_)r_ta_lll theunrt1p optimal frequent paths of each vehicle are compbted
paths p. Among the patns, the ve iclewsiting nex the GA optimization technique. Each vehicle frequen
path is pred_lcted by _the|r fitness value outpunirthe path is trained in the FFBNN and later in perforg®n
FFBNN, which are given as: testing, the vehicles moving location is predictEde
vehicles frequent moving paths are noted at cetiaie,

R = maX{fy, oo Tp} ) Which is listed in the beloWable 2.

\Y
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Fig. 4. Sample moving paths of vehicle A (10-4)

Table 1. Different paths obtained in three time periods

Time periods (T) Vehicles (V) Visited paths (p)
tl vl 1->2->3->4
v2 3->4->2->1
v3 2->3->4->5
v4 1->2->3->4->5
vb 4->5->3>2
t2 vl 2->3->4
v2 3->4->2->1
v3 2->3->4->5
v4 1->2->3->5
vb 4->5->3>2
t3 vl 1->2->3->4
v2 3->2->1
v3 2->4->5
v4 2->3->4->5
v5 4->3->2

Table 2. Sample frequent paths of five vehicles

Vehicles A B C D E

Frequent paths  1-2 1-7 5-9 6-8 10-2
2-5 2-10 7-10 7-10 4-10
3-9 4-7 6-10 8-9 2-8

Table3. Optimal frequent paths obtained for each vehicle by

Table4. Different vehicles performance accuracy results by
exploiting proposed heuristic moving vehicle
location prediction technique

Vehicles A B C D E

Accuracy 80 80 100 80 100

Table5. Different vehicles performance accuracy results by
exploiting RBF

Vehicles A B C D E

Accuracy 80 80 40 40 20

The Table 1 shows the vehicles moving paths with
different starting nodes. These paths are not thstm
frequent path of the vehicles. So, we have to fimubt
frequent paths for each vehicle. By using thesgquieat
paths, the optimal frequent paths are computecdyaumh
to the FFBNN. The sample moving paths (in blue Qolo
of vehicle A is illustrated in the followingig. 4.

At present, we find all the vehicles optimal freque
paths and these optimal paths of each vehicle lare t
trained in FFBNN. This well trained FFBNN is utiid
in the testing process. The proposed heuristicrigole
is tested with five numbers of vehicles and thadjmted
results are given in the followingable 3.

The proposed heuristic technique prediction acgurac
is shown in the belovirable 4. The vehicle prediction
accuracy is calculated by utilizing the formula.

Accuracy = correctly predicted paths/total number
optimal frequent paths.

The proposed vehicle path prediction performance
is compared with another one classifier as RBF.

The optimal paths are givehable 3 is given to the
RBF for performing the training process and thintrd
RBF (Yang and Zhang, 2012) is tested with moving
vehicles. The prediction accuracy of RBF for five
vehicles is given iTable 5.

The comparison result of both methods performance
measures are given in thég. 5.

4. DISCUSSION

As can be seen fronfable 4-5 and Fig. 5 our
proposed technique has offered 88% mean accurdcy bu
the RBF prediction method has given only 48%
accuracy. Among the five vehicles, four vehicles

proposed heuristic - moving  vehicle location 5 aqiction accuracy results are higher than the RBF
. prediction technique method and the prediction accuracy of vehicle Baise
Vehicles oA B - S D--- - E-- for both methods. However, our proposed technicag h
Frequentpaths 10 9 1 9 1 8 3 2 10 not produced low accuracy result. The graphical
4 10 8 5 1 6 6 4 3 9 representation of the accuracy performance reshtis/s
4 2 2 3 4 6 6 4 4 6 that our heuristic moving vehicle location prediati
9 6 8 4 7 8 9 3 7 8 technique accurately finds the future moving lomati
3 2 9 83 910 8 4 4 1 thanthe RBF method.
///// Science Publications 2014 JCS
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100
90
80 -
70 4
60
50 - " Proposed technique
40 ® REB
30 4
20 4
10

Accouracy

A B C D E
Vehicles

Fig. 5. Graphical representation of proposed and RBF ptiedi accuracy

5. CONCLUSION Buang, N., M.Z. Abdullahand and M.S. Zakaria, 2011.
Exploring spatial relationships for knowledge

In this study, the proposed heuristic moving vehicl discovery in spatial data. Proceedings of the
location prediction algorithm was illustrated intaié International Conference on Computer Engineering
with its implementation results. In the proposed  and Applications, (CEA’" 11), IACSIT Press,
methodology, the vehicles future location predictio __ Singapore, pp: 487-491. . o
was done using GA and FFBNN. The optimal frequent Diansheng, G. and J. Mennis, 2009. Spatial datangin
paths were computed for all vehicles through GA and ~ and  geographic  knowledge  discovery-An
the selected optimal frequent paths were utilizethe introduction. Comput. Environ. Urban Syst., 33:
FFBNN training and testing process. All these 403-408. DOL:
processes have improved the performance of the  10.1016/j.compenvurbsys.2009.11.001
proposed heuristic moving vehicle location predisti  Ester, M., H.P. Kriegel and J. Sander, 2001. Alfons
algorithm. The results have shown that the proposed and applications for spatial data mining. Geographi

heuristic algorithm has accurately found the vedscl Data Mining and Knowledge Discovery, Research

future location with higher accuracy than the RBF Monographs in GISTaylor and Francis.

classifier. Thus, our proposed heuristic algorithas Lee, J.G., J. Han, X. Li and H. Gonzalez, 2008.

offered better performance in predicting the vedscl TraClass: trajectory classification using hierarchical
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