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ABSTRACT

Multicast communication allows a single messagekgtato be routed to multiple nodes simultaneously.
Membership in a multicast group is dynamic, allgywirodes to enter and leave the multicast sessesid&s the
benefits, multicast communication presents theleige of securing the communication. In order &serve
confidentiality the general encryption mechanisradufor point to point communications are used. AcHit
encryption mechanism rather a general one is ndedadit the multicast communication requiremeritensin
the life time of a secret key is very short ancuiesg a frequent change. Moreover, the next geaeraireless
networks have very limited resources and need t& ligeight security mechanism. The proposed cipher,
Multicrypt, is similar to the One Time Pad and Hifpher based on a sub band coding scheme usipgiticgple

of Orthogonal Vectors. The proposed cipher is bamedhe assumption of Computational Diffie Hellman
problem and insolvability of Hadamard conjectutas Idesigned to have multiple keys to decryptrtiessage
like asymmetric cryptosystem so that a (key) commige of a member would not lead to compromise ef th
entire system, less computational and communictioverheads, less storage complexity and thare izeed
for state-full members. This study also presentexd@ensive security analysis and the performanalysia with
RSA, a public key encryption mechanism used tdbéstasession keys. With the help of security asialhe
study proves that brute force attack does not comige the system. Multicrypt cryptosystem has tHyability

of dynamically adding and revoking members. Thégperance of Multicrypt is relatively better in tesrof key
setup time, encryption time, decryption time, eption throughput and decryption throughput than R #e
simulated setup. The proposed cipher is also prtwvbd secure against IND-CPA and IND-CCA attacks.

Keywords. Key Management, Multicast Encryption, Multicast Géty, Orthogonal Matrices, Hadamard
Matrices, Encryption Mechanism, Cryptosystem

1. INTRODUCTION Most of the existing work use one of two approaches
) ) ) o (Rafaeli and Hutchinson, 2003; Steiner al., 1996;

A multicast encryption scheme provides confideityial  Manz et al., 2010; Begum, 2011). In the first kind of
for multicast data-ensuring that any parties othan the approach, symmetric key encryption is used andidite is
intended recipients should not be able to access th encrypted with a Traffic Encryption Key (TEK) thi
ums?r?gsgag)e/bg;a%ahsi::c %%%%rgzi;?ﬁuxgrg‘?g& ar;eemymov known only to the multicast group members. Managfiregy
. ; : o keys is a problem in this approach. The TEK is gkdn
in and out of the group, in order to preserve ctamiiality, Wh)ien men?bers join or Ieaveprf[he group to providwgéaxd
cryptographic keys are used. The cryptographic oosth and backward secrecy. This process is known asyieg

designed for point-to-point communication are badared >t . . .
to cater to the requirements of multicast commuaioica ~ AMong the efficient solutions, the Logical Key Hiaghy
But unlike point-to-point communication, multicast (LKH) (or Key Graph) (Wonget al., 2000) has individual

communication environment is very dynamic in natine ~ and auxiliary keys organized into a hierarchy aaghe
such an environment, the secret key used to peeservgroup member is assigned to a leaf and holds elkéys
forward and backward secrecy (Canetttal., 1999) of the ~ from its leaf to the root. The root key is shargcath group
data has to be renewed each time a member eith@sler ~ members and used as the TEK. New TEK is distribijed
joins the group. encrypting it with keys that deleted members dohate.
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So O(logn) is the best known storage (for bothreeand The motivation of Multicrypt Cryptosystem is that i
members) and communication complexity the LKH basedsymmetric schemes, more nodes hold the same (group)
schemes achieved, where is the size of the multrasp. key increasing the risk of being compromised.

The problem with this approach is that revokingrayls Furthermore, the symmetric schemes expect stdte-ful
user involves changing the keys for all others #mel  members. If a member misses a rekey message tivéih it
receivers must be state-full to receive the IatEs. be excluded from the service eventually. The asyimene
The second approach uses asymmetric key cryptasyste key cryptosystem overcomes these disadvantagesithut
(Boneh and Franklin,1999; Bonehal., 2005) and allows increased computational ~and  communicational
the receivers to be stateless. This includes thek wo ~ complexities. Moreover, the decoupling of the group
cryptography such as traitor tracing broadcastygtion, dynamics and overheads through rekeying is negessar
initiated by Fiat and Naor (1994). It's based onrgption A lot of work has been done to modify the
schemes where a cipher text can be decrypted byphkaul  cryptographic methods designed for point-to-point
parties with different keys. The scheme requirefo@(  communication systems with sole aim of reducing the
tlogn) keys per user and the transmission of I6¢f t logn) overheads involved during rekeying. But hardly, any
messages where t is the number of revoked userehBo work on designing a cryptographic method for maltic
and Franklin (1999) proposed a scheme based on- Reedommunication without re-keying has been done.
Solomon codes and the representation problem forede The objective behind the construction of a provably
logs. There is a line of work (Tzeng and Tzeng, 1200 secure multicast cryptosystem is the following:
Kim et al., 2003) classified as Asymmetric Threshold . .
Decryption-based (ATD-based) muiticast encryption i ® A Provably secure encryption mechanism robust

which a private key is shared using a (t+1, n+®<hold against brute force, IND-CPA and IND-CCA attacks
scheme and the ‘shares are distributed asymmatricall© Multiple keys to decrypt the message like
Namely the centre is given shares and each usgves asymmetric  cryptosystem so that a (key)
one share. The centre broadcasts a cipher texhesggith compromise of a member would not lead to
partial decryptions. Any member with a valid shafehe compromise of the entire system

private key can produce another decryption shae an°® Less computational and communicational overheads
recover the message. With such schemes, user aslyoh during dynamic user revocation and addition

store a key of constant length. Both the messampleaity  *  Less storage complexity

and sender storage is O(t), independent of thepgsine. * No need for state-full members
The Encryption scheme described by Harkinal. (2005)
using finite frames and Hadamard arrays is a cipimaifar

to one-time pad and McEliece cipher based on suldl ba
coding scheme. The encryption mechanism is an
approximation to the one-time pad encryption schérhe
cipher is for a general communication security. Tipher
uses finite frames and Hadamard arrays as keylifiderity
exhibited by the cipher enables a chosen plairatéadtk.

This study proposes a cryptosystem, namely,
Multicrypt, which is close in algebraic structure t 2. DEFINITIONSAND NOMENCLATURE
Harkins et al. (2005) encryption scheme, extending our o .
earlier work (Prakash and Uthariaraj, 2008; 200@e  2-1. Definition 1 (Multicrypt Cryptosystem)

Multicrypt presented here has a modified Authetitca A Multicrypt Cryptosystem denoted by M = (K. R.

Encryption, Decryption algorithms such it is moffcent D.) consists of the following procedures
in terms of computational complexity and secutiigrt our ' '

earlier work. Unlike our previous work, in this dyueach  2.2. Procedure R

encryption does not require exponentiation, demmpt _ i

makes use of the multiplicative inverse which can b A Probabilistic algorithm to compute the secret
computed prior, authentication procedure is singpliind ~ initialization data for a new user subscribing tee t
security analysis are more rigorous. The proposedsystem. The procedure, R, getsasm input associated
Multicrypt operates with multiple keys like asymmet  With the user and returns the user’s secretlkeyhere,
cryptosystems but provides mechanism for memberl ={ly, 5.l fandl; OT.

revocation and addition without rekeying. This pdyp of .

Multicrypt will help any key management protocol to 2-3- Key Generation K

reduce the overheads involved in rekeying dranitioa A probabilistic polynomial-time (in k) algorithm
terms of computation and communication. which takes a security parametédr (initial) the number

The definitions and nomenclature used in this
study are presented next, followed by descriptiébn o
the proposed Multicrypt Cryptosystem with the
security analysis, then the performance analysihef
proposed mechanism is presented and conclusion
summarises the principle, contributions and
performance of the proposed mechanism.
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of group members n, users to be revoked as inpdit anTable 1. Nomenclature used to describe multicrypt
generates the encryption key K. The execution ef th n_ Number of members in the group
algorithm K to obtain a K is denoted asKK. m) (1<l<n)  The " member of the'lgroup
{msg}« Encryption of the message msg using secret key K
¢’ Decryption of the cipher text using secret key K
i—my{Data}, | sends data to yrencrypted with key K
Public key of member m
Private key of member

2.4. Encryption €
A probabilistic polynomial-time algorithm that, on ER::

inputs K, the encryption key and a string nisdo, 13 K Encryption key of the zone under consideration
produces an output®{0,1} U {0} called the cipher text. T; Sub-key of m
c & (msg is denoted for the operation of executingn ﬁ XBB \S/giltgl; B:ac;dpurg[d%fc'ta\oaf”fa%d B
K and msg while ¢ denote the cipher text returned. A+ B Vector Addition ||
25 Decryption D Al|B Concatenation of A and B
3.2. Scheme 1

A deterministic polynomial-time algorithid takes a
key; O T and a cipher text € {0, 1}* to return the
msgd {0, 1}*U {O}. The operation of executing D dh
and c is denoted as msgDr; (C).

Key Generation K and Authentication Procedure R
should be executed together by the Core (an entitgh
controls the generation and distribution of crypagudnic
keys to the members in a multicast session) of widet 33 Construction of Hadamard M atrices
of n members for initial group setup. Addition oémbers )
is done by the R while revocation of the memberihvts If an (N+1x(N+1) array is formed whose rows are
a trivial operation (as explained later) is perfechby the ~ €ach of the PN sequences, formed by same primitive
K algorithm itself. The Multicrypt algorithm is beg on ~ Polynomial, by replacing 1's with -1's and 0's wiffis

The Hadamard matrices defined in Definition 3 can
be easily constructed from PN sequences. PN
sequences are sequence of 1's and 0’s where the
numbers look like statistically independent and
uniformly distributed.

the Principle of Orthogonality defined as of each sequence along with adding an initial rdw o
length N and an initial column of length (N+1) wid
2.6. Definition 2 [Principle of Orthogonality] 1’s, the resultant array is a*22n Hadamard matrix:
Two vectors X, YIR" are orthogonal or perpendicular v ={R1 ,,,,, RN}
if X,Y = 0. Moreover X, ..., X;,OR" are mutually

orthogonal if X X; = 0 whenever # j. A set of mutually
orthogonal vectors is called an orthogonal set. uslily 3.4. Scheme 2

orthogonal unit vectors {y.\, 0 R} are said to be The Hadamard matrix can be generated by choosing
orthonormal. Alternatively, {§ V....,vp} is called an  p hadamard arrays HAHA,,...,HA, each of size, say,
orthonormal set. exg for 1<i<p, where each;ds either 2,4, or 8. Then

o ) constructing e &...e,-sized matrix HAy by the tensor
2.7. Définition 3 [Hadamard Matrices] product of these matrices p Eq. 1 (Steigeal., 1996;

A square ®Bn matrix H with elements1 that satisfies Harkinset al., 2005):

HxH" = nl, is called a Hadamard matrix of order n. V=HA. =" OHA. =HA. OHA . OHA ..... OHA
The nomenclature used in this chapter to describe e e P (1)
Multicrypt Cryptosystem is described Trable 1. V={vi.w}
3. MULTICRYPT-AL GORITHM 35 Scheme 3
DESCRIPTION The Gram-Schmidt Orthogonalization is a procedure
for replacing linearly independent vectorg, X X,, with
3.1. Key Generation K mutually orthogonal vectors Y...Y, such that Span

_ _ ) ) {Y 1,....Yp}= Span{Y,,...,Y}. The algorithm inductively
The key generation process is an important process generates Y.... Y, in such a way that for each k = 1....
the Multicrypt encryption scheme. The Hadamard span {Y1....Y} = span{Y;....Y}:

matrices are used as one of the components ofehe k

These matrices exhibit good orthogonal properfldse V:{yl,...,yp}

Principle of Orthogonality enables cross correlatio

values to be zero which is exploited in the Muitr In all of the above schemes, V is the set contginin
encryption scheme. Three potential schemes for kewectors which satisfy the Principles of Orthogotyali
generation are presented here. The key generation algorithm generates two keys,
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namely master key and sub-keys. The master keygenerated from key generation process. Let q erge |
denoted by K is computed and used by the Core @nd s prime number and g be the primitive root of g and\NX<q.
keys denoted b/; are computed mutually between Core Throughout this study,"gmod 9 is denoted asg' dor
and the user through the authentication procedtie.  simplicity. Let G = {0,1,...9-1}. Then each multicast
master key is the sum of the sub-keys given by: subscriber registers with the multicast servicevioler as
given in Algorithm 1.

This algorithm is a modified key establishment

o NN | protocol described by Boydet al. (2006). The

where, ; = W g%/l O and yO V. 'I_'he_set of sub- authentication process uses random oracles whioh ca
keys () is computed by the authentication procedure pe jnstantiated by any proved agreed upon candidate

K=F +T,+o 4T

given below. one way function like MD5.
3.6. Authentication Procedure R 3.7. Encryption g
It is a probabilistic algorithm to compute the secr A probabilistic polynomial-time algorithm that on

initialization of data for a new user subscribirg the input, the encryption key and a string msp, 1}k

system. The authentication procedure R receivepasN produces an output [6{0,1}' U { O} called the cipher
and N, which are random nonce associated with the usetext. c—e[msg], is denoted for the operation of

and Core respectively. The authentication procediitgns  executing on K and msg while ¢ denotes the cipher
the user's secret kéy where,I” = {['y, > ,...I'}} and I, O text returned. The encryption mechanism is desdribe
I Let V = {v;, v,...v;} be the set of orthogonal vectors in Algorithm 2.

Algorithm 1 Authentication procedure R

Member Core
1. m':N [ {0,3¢

2. m - Corg { n ,Core ,b}

KU corej
3. Corg :N {0}
4.core :SID,,, =d" [I¢°
5-Core, “M = H, (m! HCorgH SIR,,.; 118"

6.core :5, =H (] corgd sip, Il
7.Corg :Deletely
8-core - m [ g {core msi,,} |
9.m/:sID, =¢" |Id"
10.m/:M = H,(m/| Core| SID, 14"
11.m :Verify{l,Corqr ,m ’S”:r)ﬂ.'}M
12.m/:§ =H, (ni] Cord SID, |I*
13.m : DeleteN
14.m) :~ Core { 2,m Core SIDh}]M
15.Core :Verify{ 2,n ,Corg ,SII{Z“)I,}M
16.m' : ACCEPTED
17.Cor§ :ACCEPTEL
18.Corg — m {y,Corg ,th }l’SK

19-C0reI M=y ox ghite
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Algorithm 2 Encryption Procedure—csx[msg]
%. w = I(<)’¢0\EP_Encode (msgQ)
= K*w

A=

3. ChooselllG
4.B —X*r
5, c=A+B

Algorithm 3 Decryption Procedure (msdr(c))
1. KRy =g'\he
2.w=(c,V )*KR

3. msg = OAEP_Decode (w)

The following steps describe the encryption funttio
€k to encrypt msg:

Encryption Padding (OAEP+) described by Shoup
(2001) is used to obtain w. Given a plain text msg,
the padding algorithm (OAEP) randomly chooses
ro{o,4 ,un{ o} ,o{ o wo{ o}f ,¥{ g% and
then computes:

u=(G ()0 m)IIH(r]m

t=H(u)Or

w=ult

The scalar multiplication of w and vector K gives A
where, K is the key

r 0 G is chosen randomly angkvis computed. The
resultant is then scalar multiplied withte obtain B
The cipher text c is obtained by the vector additio
of Aand B

3.8. Decryption D

A deterministic polynomial-time algorithm D takes a
key ', ={v,,S _{ and a cipher text c = {0,1}' to return
some msg}{0,1}* U {O0}. The operation of executing D
onTl; and c is denoted as msg Dr; (c). To decrypt c,
with decryption function B the algorithm is as
described in Algorithm 3.

The following steps describe
procedure:

the decryption

The decryption function finds the transposé

where yO V
To obtain w,

compute w (e )*kr*,
wherekr* is multiplicative inverse oKR 0G.

To recover the message from w, the decryption

algorithm uses the decoding or reverse pad Of = 4 r+. .+r -1,

OAEP+ scheme.
Compute u, t, r' as follows:
u= w[O...n+ k - 1:|

t=wn+k. k]

r=H(u)0t

///// Science Publications
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If c=H(r|m), then the algorithm outputs the clear

text msg. Otherwise, the algorithm rejects the eiph
text and does not output a cipher text

The following theorem proves that the decryption
algorithm described above provide correct decryptio

3.9. Theorem 1

The scheme is said to provide correct decryption if
for any key"; O and any message m&g{0, 1}*

Prlc « E (w):c=1 or Q, (c) =msg]=

3.10. Proof

Consider the user and Core common secret derived
during authentication procedure given Ry = g%, the
multiplicative inverse ofkrR denoted by<R;‘n1 , the sub-
key of a user i given by, = v,.g* and the master key
given by K =I'; + .... ', The decryption provided by
the decryption algorithm is correct because:

Dy (Eq (w)) =D, (¢) =(c.¥) *KR? = (Kw +v,.0. )*KR?

Expanding the above equation:
Dy (B (W) =(((0 +-c +v677) wory 3 F) kR2

By the definition of Principle of Orthogonality the
above equation can be simplified as:

D, (Ex (W) =g *KR *w =w

The decryption algorithm uses the reverse padding
procedure then to recover the message msg from the
given cipher text. Thus, for any ms@ and valid user
secret keyl;, the decryption algorithm will output msg
with probability equal to 1.

3.11. Dynamic Key Addition and Revocation

Any member can be dynamically revoked and added
with trivial computations. Members have to be reask
during multicast communication session in the ewvdra
voluntary member leave or compelled member leave. |
that case, the leaving member's key should be eslok
without affecting the state of the other activerusecret
keys. Let | be the leaving member whose membehstsfo be
revoked. The member revocation is done as follogvE

()

Similarly, dynamically adding a membef ()
during a transaction can be done without affectimg
functioning of the other active members as Eq. 3:

®3)

K=Ti+. +T +T,,

AJAS
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3.12. Property 1 4. SECURITY AND PERFORMANCE
A traitor t that redistributes his user secret Keyo ANALYSIS

unauthorized members can be traced. The security analysis proves that Multicrypt istsec
3.13. Proof against IND-CPA and IND-CCA with the help of
standard formal security models.

Assume that the user t is a traitor, re-distribytitis
secret key for unauthorized access. Then the pirate 4.1. Theorem 2
decoder's would bd; = v.g° the t's user secret key.
Given the pirated decoder, the identity of thetdracan
be traced as follows:

Multicrypt encryption function is a one-way funatio
and the following hold:

e The function is easy to compute. Namely, there

* The Core knows the public key of every usgr exists a PPT algorithm A which on input msg
which was obtained and verified during the process returns G- ex(msg) in time polynomial in |msg|
of authentication procedure execution. e The function is hard to invert. Namely, for all PPT

. T, algorithms there exists a negligible functian(.)
Hvi DV.computel N such that Eq. 4:

) .|tfh(r —1)_then ! . Pr msg:{o,} = (msf s 'sD(k) (4)

+ i"user is the traitor =A(1%,c);E(msg) = ¢

Hence the traitor can be traced.
4.2. Proof

3.14. Property 2 . ) _
_ . The Multicrypt encryption scheme given by ¢ = K*w
_Any member can be dynamically revoked with vj*r consists of scalar multiplication, vector additi
trivial computations. and one exponentiation which could be done in
3.15. Proof polynomial time with an algorithm which on input gns

bers h b ked in th 2 v returns ¢ = f (msg). To prove the sec case, conside
Members have to be revoked inthe eventof a@yn . nomially bounded adversary A having access
member leave or compelled member leave (traitorjhat _
case, the leaving member’s key should be revokéubui 0 (q,gid““ .g° ¢ mS@) . Then the task of the adversary is

affecting the state of the other active user sd@gs. Let | ; o L
be the leaving member whose membership has to béo find msg'= msg o, [ msg= . In order to compute msg

revoked. The member revocation is done as follows: the adversary should compute any user secret
keyr, =(v, xKR,, ) . The task of the adversary then is to:

o Kisgiver byK =r, +....+F +..+I,
« To revoke a member I, delete I's secret Keyrom e Find the generated orthogonal matrix (V) or find a
K. The process is given by: vector v, OV. LetPr| (V'=V)|c] be the probability that

finds the orthogonal matrix or a vector given the
cipher text (c)

Any revoked member cannot decrypt the messages Findh=gNA“EDrgiven(q,g,d‘A R } forg 1., 1
subsequently maintaining forward secrecy. Asslimes
the user secret key that was revoked and ¢ = K.yng? Let Prih =g“™ |(q,0,9* .& .clbe the probability that A

the cipher text obtained after revocation. Thercess of  finds HII. Therefore, equation (4) can be written as Eq. 5:
decryption using the revoked kEyis given by:

D, (Ec (w)) =D, (¢) =(c.¥) *KR?E = (Kw +v,.0.{ )*KR?

K=+t 44T, -,

Pr[msge{ O,}k ;g ( msp ;msg’ (A"l)(r.( mig }

=(Pl(v=V)ic] P n= ¢ (pats b ) X

Then by the principle of Orthogonality the above

equation can be simplified as: Multicrypt is similar to a sub band coding schers.

Dy, (c)=0 in sub-band coding scheme, encoding a message twice
results in two different cipher texts, encryptinghassage
Hence any revoked user cannot decrypt the messagesvice results in two different cipher texts. Themmrical
correctly after revocation. experiment carried out by Harkiesal. (2005) shows that
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a brute force attacks on is infeasible. Moreovée t oracles that model communicating parties in a ngtwo

experiments and mathematical proofs by Harlénsl. and where the adversary's goal is to distinguishtidr

(2005) show that the garbage or random value rdaddethe challenge it is given is a correctly shared &eys a

during the encryption process can control the @muan  randomly generated value. This study also provithed

adversary would need to make a guess of V. first computational proof of security for a cryptaghic
Further, two Hadamard matrices are consideredprotocol. By following this approach namely, thellBee

equivalent if one can be obtained from the othemdmating  and Rogaway or BR models, another formal security

rows or columns, or by interchanging rows or colamup proof is presented here to prove that the proposed

to equivalence, there is a unigue Hadamard matoxders  cryptosystem is IND-CPA and IND-CCA secure.

1, 2,4, 8 and 12. There are 5 in equivalent nestrid order

16, 3 of order 20, 60 of order 24 and 487 of o2ler ~ 4.5. Theorem 3

Millions of in equivalent matrices are known foders 32, :

36 and 40. Using a coarser notion of equivalenatalso Let .“D{IND'CPA’ IN.D.'CCA} -and a multicast

allows transposition, there are 4 in equivalentrices of encrypt!on scheme is resilient agallnst. any attddype

order 16, 3 of order 20, 36 of order 24 and 29drdér 28. U, only if Advy, (k) , of any polynomial time adversary A

Therefore, if the orthogonal matrix (V) is carejulhosen  is a negligible function ofl(k):

as proposed by Koukouvinos and Simos (2011) then th

attacker needs to try all possible key values tad fihe 1

matrix. Due to the randomness introduced in theyption Adviy, (k) =[Pr(b'= B =]

process, an exhaustive key search does not gipeslble

plain text messages. The same plaintext messaga whe

encrypted twice will result in two different ciphéexts. 4.6. Proof

Therefore, it becomes hard to perform an exhaugkye o - )

search. Assuming the key is Carefu”y chosen aa(kdy |ndIStInnghabl|lty under chosen plaln text attamk

space is sufficiently large then it can be writtest Eq. 6: left-right indistinguishability under chosen platext

attack is to consider an adversary not in possesfithe

secret key, chooses two messages of same lengtin. Th
NN . one of the messages is encrypted and the cipheistex
The problem of findingg"+"= given (q,g9.d" ,d" ,c)is

equivalent to the problem of Computational Diffielitnan ~ 91Ven to the adversary. The working of the lefttig
(CDH). Assuming, CDH problem is intractable and-one €ncryption oracle is as given in Algorithm 4. Tlebeme

Pr{(V'=V)|c]<O(k) (6)

way. The adversary has negligible probability afling h*  is considered secure if the adversary has negigibl

=h. Therefore, the probability can be written asEq advantage in guessing which one of the two messages
was encrypted.

Prl(n= ") (agd & H=o( X () The problem for the adversary is to find to which
oracle it is interacting. The adversary can make

Hence, we get Eq. 8: polynomial queries to the oracle as the adversary i
polynomial bounded. An adversary, is constructedtiwvh

P{msgh{oy}k =g ( msy ;msi;g(k) ®) is given a left-right encryption oraclg(LR(m,,my,b))

=A(1%c);e(msg) = ¢ h that takes as input two messages and return the

encryption of either the left or the right messagehe
4.3. Corollary 1 pair, depending on the value of the bit b. The bit
If & is a one way function, then with OAEP+ the b{0,1} is chosen random. The adversary construdson

encryption scheme is IND-CCA and IND-CCA2 secure Snown in Algorithm 5.
(Shoup, 2001) , _ .

Then from Theorem 2 and Corollary 1, Multicrypt is Algorithm 4 Left or Right Encryption Oracle
IND-CCA and IND-CCAZ2 secure. Oradeek( LR( msg ,msg )t)

4.4. Alternate Security Analysis 1. b0,{0.3 and msg .msh0{ 4,

Bellare and Rogaway (1994) gave the first formal 2. if msg,=msg then returi
model of security for the analysis of authenticatand 3¢ (ms )
key agreement protocols. It is a game-based diefiniin -8 Msg
which the adversary is allowed to interact withed of 4. return
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Algorithm 5 Adversary Construction for IND-CPA Atties
Adversary A« ( LR( ...)

Algorithm 7 AdversaryAsK(m(“'b)J o

& (LR(-b)).Dy; ()

Adversary A

1m0 m< 0|1

2. ¢c, ek(LR(mO,ml,l))
3. if ¢, =¢c,?1:0

Algorithm 6 ExperimentExpl!® V" ( A)

Exper ment Exf§° " ( A
1K <K
2.b- A
3. if A querid (.) on a ciphertext previously retuned &y
(LR(....b))? 0:b

& (LR(+b)).Dy, ()

when, b = 1, the oracle returng,c= x(0")|Ex(0"). that g =

¢, due to the randomness introduced in the algorithm.(msg)

1 msg, - Oimsg- 1

2. ¢ E((LR(msg ,msg b
3.¢ « cAl

4. msg D (¢)

5. if msg = msg ?1:!

The adversary goal is to guess the value of b cityre
The adversary construction for indistinguishabilityder
chosen cipher text attack is as given in Algorithm

The adversary queries with the message {negq)
each one block long and it's returned a cipherdektflips
the bits of ¢ to get ¢’ and then submits the cifbet ¢’ to
the decryption oracle. When b = 1, let ¢ be thbaigext
that was returned from the encryption oracle. Thgn,
wal+v,><rD1 Now the decryption part, msg =

Moreover, g is a random permutation and the adversaryDri(c’) Z msg or msg. A close observation of the

algorithm would return 0 similarly, when b = 0, theacle
returns ec, = £¢(0")|Ex(1"). From the description of the
same multicrypt encryption algorithm it can be obséd

that g = & due to the randomness in the algorithm. The

adversary algorithm would return 0. Therefore:
P e (A== of £ (4= ]

Therefore, the adversary making a guessfbthe

value b becomes hard as it can be observed that

adversary algorithm will return 0 for both left aright
oracle functioning. In other words,

Pr(b = b)=ls Therefore:
2

k)#Pr(b:l)—%#D

IND-CPA
Advy ™ (

(

Alternatively:
AL () P Exi!™ < (4=
-Pr Exdy> e (8)= 1] =0(K

Hence, A’'s IND-CPA advantage is
Indistinguishability under chosen cipher text dttae a
stronger type of attack. In this type of attackadmersary
has access to decryption oracle as well. A deawypti
oracle can be assumed as any user with valid Keyiraj
decryption service. As in the case of chosen plakt
attacks, the adversary is given the left or rigitrgption
oracle described Algorithm 4. The experiment igjasn
in Algorithm 6.
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encryption and decryption process would confirmdiaem
that in any case msgmsg. It can thus be written that;

Pr[EXp&,I‘ND—CPAjl ( A) - l:| - PV[ EX#;ND—CPA)“ ( @ - ﬂ

Therefore:

vio- CPA |: IND-CPA)* ];|
—Pr[ Exﬁw‘ND <PA ()= 1]

AdvIiP<PA (k) =00 (K)

Hence the Multicrypt encryption scheme is
resilient against any attack of typau and
Adv',a‘D{PA(k)) of any polynomial time adversary A is a

negligible functiond (k).
4.7. Performance Analysis

In this subsection, the performance of Multicrypt i
analyzedTable 2 gives the time complexity of Multicrypt.
Simulations were carried out in which the averageet
taken by Multicrypt for key setup, encryption and
decryption were calculated. The results obtainedanying
key size and data size are plotted=ig. 1-6 respectively.
Also, the simulation compares Multicrypt with RSA,
standard public key encryption mechanism.

The operating characteristics are:

4.8. Key Length

The length of the two keys, the master key and the

sub-keys are the same. Therefore, the length dfaiiés
equal to the dimension of the vectqr Vherefore, the
length of the key is denoted abits.
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Multicrypt performance
(Key size=1024)

100000

10000
1000

Data

== Avg Key Setup Time (ms)
Avg Throughput (b/s)

6144
size (bits)

== Avg Encryption Time (ms)

Fig. 1. Multicrypt Performance for varied Data sizes

Table 2. Time complexity analysis

Plain text length O(n, ) bits
Cipher text length o(1,) bits
Encryption complexity (21, ) operation

Decryption complexity oll, +1) operation

Key length o(1,) bits
Revocation complexity 0 @)

Keys per user o)

Keys per Core O(lusérCore|)

4.9. Plain Text Length

The plain text or the message m can take values fro
the group setup (®.9.q). Therefore, the range of
message is g<msg<q. If the size of q jits then the
size of msg would also bg hits long and it’s of O().

4.10. Cipher Text Length

Cipher text c is given by ¢ = K*msg +*r As msg
and r are scalars, the length of the cipher terfjisal to
the dimension of K. If the vector K is of dimensin
the cipher text is of Q).

4.11. Encryption Complexity

The encryption complexity is determined by counting

the number of operations performed during the @®cEhe
encryption process consists of two scalar mulggihm and
one vector addition. Therefore, one scalar mutgion
involves multiplying, vector dimension times thealst.
The number of multiplication is equal to the dimensof
the vector, sayil then scalar multiplications constitutes to
2l multiplications. The number of additions perforrniad
adding two vectors is equal to the dimension ofvibxetor.
Therefore, the complexity is given by Qf2lssuming
addition as trivial operation.

4.12. Decryption Complexity

In the decryption process, one vector dot produnct a
scalar multiplication is performed. The complexiben
from the above discussions is shown to be oftQjl.

4.13. Smulation

The performance of the Multicrypt cryptosystem was
simulated using Java programming language in Intel
Core Pentium i5 machine. The average key setup, time
encryption time and decryption time were analysed.

4.14. Average Key Setup Time

The average key setup time is the time taken in
milliseconds to set up the key for a given key sizee
Multicrypt cryptosystem needs to set up the keys as
described in the key generation procedure. In the
simulation carried out, it's the time taken to gette the
sub-keys [; = wxg¥|didr) and master key (K
=M+, 4+ ).

4.15. Average Encryption \ Decryption Time

The average encryption\decryption time is the time
taken in milliseconds to encrypt \decrypt a given
message with the master key.

4.16. Average Throughput

Average throughput is the number of plaintexts
encrypted and decrypted in bits per sec. In otlwedsy it is
the ratio of size of message in bits to the suawvefage key
setup time, encryption time and decryption timedn.

4.17. Multicrypt Performance-Varied Data Sizes

The performance of Multicrypt for the parameters
indicated above for different data sizes for adikey size
of 1024 were analyzed and are plottedFig. 1. The
analysis was carried out for varied data sizesingnfgom
2048 bits (2 MB) to 10240 bits (10 MB) in steps26i48

The decryption complexity is determined by counting bits (2 MB). The key size is fixed at 1024 bitse(tfecure
the number of operations performed during the msce standard size for Diffie Hellman Key Exchange sgtup
1857
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ENC-DEC-Throughputratio

=]

—#— Throughput Ratio

—_ =

5
= —t —
= 10
=
5
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2048 4096 6144 8192 10240
Datasize

Fig. 2. Average Encryption — Decryption Throughput Ratio

Multicrypt performance
(Data size = 4096)

100000 — — —
1000 !
Y ”/I’——"-—_.
0.1 1024 2048 3072 1096
Key size
—8—Avg Key Setup Time (ms) Avg Encryption Time (ms)

—+—Avg Throughput (b/s)

Fig. 3. Multicrypt Performance for varied Key sizes

Average key setup time
(Data size = 4096)

1000000

10000 7'4././. —o—Multicrypt
100 1 —* —B-RSA

1 T T 1
1024 2048 3072 4096

Time(ms)

Key size (bits)

Fig. 4. Average Key Setup Time for varied Key Sizes

From the Fig. 1 it can be observed that average encryption throughput and average decryption thpug
encryption and decryption time increases with iasee  remains constant as shownhig. 2. Even fromFig. 1, it

in data size. This is due to the fact that messange is  can be observed that the average encryption thpautigh
between g<m<g.q is the modulus in the group setup a and average decryption throughput remains constant
g is the primitive element or the generator. Larjer ~ across varied data sizes.

number of bits for q, larger would be the magnitude
the number that can be represented and larger wisuld

the cardinality of the group. The analysis were carried out for varied key sines

Therefore, 2 larger the d’?“mber of bits for qﬁé?eb"g bits like 1024, 2048, 3072 and 4096 though the reecu
message can be encrypted in one encryption whimegs ) e
with less number of bits (a small value) will reeui recommerjded standard key S|ze-for le'fl.e .Hellmary Ke
multiple encryptions and decryptions. Moreover, the Exchange’s (DHKE), Computational Diffie Hellman

throughput ratio defined as the ratio between @meera (CDH) assumption to hold is 1024.

4.18. Multicrypt Performance-Varied Key Sizes
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Average encryption time
(Data size =4096)

2372

s0n | —*— Multicrypt —#—RSA

108.8

Time (ms)

03

1024 2048 3072 4096
Key size (bits)
Fig. 5. Average Encryption Time for varied Key sizes
Average throughput

(Data size =4096)
100000

7 10000 : ¢ e
= 1000 LS
=
S 100 - —e— Multierypt
£ —B—RSA
= 10

1

1024 2048 3072 4096

Key size (bits)
Fig. 6. Average Throughput for varied Key Sizes

From Fig. 3 it can be seen that the key setup time encryption mechanism is so comprising that it caubd
increases with increase in key size which is thenent  be possibly clearly fitted into any of the classifion of
property of DHKE set ups. The average encryptioretis  cryptosystems like symmetric, asymmetric, broadaasit
relatively less. An important observation would th&  threshold. Elgammal encryption mechanism which coul
decrease in average encryption as the size ofrkegeises.  be arguably close to the working of Multicrypt will
This is due to the fact that not every encrypti@®ds  efinitely perform below Multicrypt, since it reqes a
exponentiation. A closer analysis of the encryption peyy key to be generated for every encryption. RSl
algorithm will reveal that they are one time setm an asymmetric cryptosystem was chosen to only
subsequently they are used with trivial and few-tiial — penchmark the performance of Multicrypt key sefopet
operations. Another reason for this decline of ayer average encryption and decryption throughput. Eseilt

encryption time with increase of key size is theKBH ¢, i 1ation were analyzed and plotted asrgive
group set up. In this kind of setup, as explainetbre, : ;
Fig. 4-6 respectively.

message can take values only between g<m<q. Therefo FromFig. 4, it can be observed that the key set up time

the choice of number of bits for q affects the nembf increases with increase in key size for both RS an

Zgg(r)};ﬁx)(;?ate%r inﬂ(])ene z'ﬁgr Ot]iconmglsj?gre ertrtlﬁé (S;:an bQ\/Iulticrypt. But relatively, it can be observed that
yption. larg - GG, Multicrypt average key set up time is significantbss

'afger WOU!d be the key setup time. _Smce, q bauﬂ\gge than RSA. RSA’s average key set up time is on tfken

prime, the time taken to test a large n-bit nuntbdre a prime side due to its heavy dependence on exponentiatien

or not increases with the number of bits n. Thahésreason large numbers. As the key size increases theseaties

why the key setup time increases with the numbbitef gets costlier in .RSA

4.19. Benchmark Tests Figure5and 6 shows the average en_cryption time and

. throughput comparison between Multicrypt and RSA

To benchmark the performance of Multicrypt respectively. It can be seen froRig. 5 that average

cryptosystem with a standard cryptosystem, RSA wasencryption time decreases with key size for Muftr

chosen for comparison. The architecture of Mulptry while the same increases for RSA. This is duedbtfet an
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encryption in RSA involves exponentiation and as kby
size increases, time taken for exponentiation dipesa
increases. This increases the average encryptios &f
RSA and thereby decreasing the average throughpuela
which is evident inFig. 6. Average throughput of
Multicrypt is significantly larger due to the inaige in the

size of message that can be accommodated in one
Canetti, R., J. Garay, G. ltkis, D. Micciancio akd

encryption as described in previous subsections.

5. CONCLUSION
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