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ABSTRACT

This paper presents a piezocone penetration test (CPTu) method for evaluating soil liquefaction potential covering a
wider range of soil types than previous approaches and using simpliˆed stress-based procedures. In the approach, the
adjusted cyclic stress ratio is calculated with a recent formula created by Idriss and Boulanger, and the cyclic resistance
ratio is determined as a function of both adjusted cone tip resistance (qt1N) and soil behavior type index (Ic). The new
method is established through artiˆcial neural network learning of documented cases. One unique feature of this
method is the inclusion of excess porewater pressure ratio (Bq) in the formulation of Ic as per JeŠeries and Davies. The
proposed method is shown to be more applicable to a wider range of soils, including geomaterials that were previously
considered ``too clay-rich to liquefy.'' The ability of this method to delineate liqueˆed cases from non-liqueˆed cases is
clearly depicted with 3-D and 2-D graphs. Case studies of selected ground failure sites in Adapazari using the proposed
method yield results that agree well with ˆeld observations in the 1999 Kocaeli earthquake.

Key words: artiˆcial neural network, case history, cone penetration test, cyclic resistance ratio, cyclic stress ratio,
earthquake, liquefaction potential, model, piezocone (IGC: C3/E8)

INTRODUCTION

The simpliˆed procedures for evaluating the liquefac-
tion potential of a soil was created by Seed and Idriss
(1971) in which the seismic loading required to initiate
liquefaction was expressed as a cyclic stress ratio (CSR)
and the soil resistance against liquefaction was measured
by the energy-corrected blow count (N60) from the stan-
dard penetration test (SPT). Using this general frame-
work, many subsequent simpliˆed models were later de-
veloped based on diŠerent in situ tests such as the cone
penetration test (CPT), ‰at dilatometer test (DMT),
Becker penetration test (BPT), and shear wave velocity
(Vs) measurements. An excellent summary of the latest
consensus versions of the SPT-, CPT-, and Vs-based
models was documented by Youd et al. (2001). This paper
focuses on the evaluation of liquefaction potential using
CPT, in particular, the piezocone penetration test
(CPTu) that obtains three readings with depth: cone tip
resistance (qt), sleeve friction ( fs), and penetration
porewater pressures at the shoulder position (u2).

Many investigators have contributed to the develop-
ment of the CPT-based simpliˆed models for liquefaction
evaluation (e.g., Robertson and Campanella, 1985; Seed
et al., 1986; Mitchell and Tseng, 1990; Stark and Olson,
1995; Suzuki et al., 1995; Olsen, 1997; Robertson and

Wride, 1998; Juang et al., 2003; Moss et al., 2006).
Among these CPT-based models or methods, that devel-
oped by Robertson and Wride (1998) and updated in
Zhang et al. (2002) is arguably the most widely used. This
method is a deterministic model, meaning that the soil
and seismic parameters are treated as if they were not
subject to random variations. Thusly, the assessment of
liquefaction potential can be carried out with a calculated
factor of safety (FS), which is generally deˆned as the ra-
tio of cyclic resistance ratio (CRR) over cyclic stress ratio
(CSR). In a deterministic solution, the results are inter-
preted in a ``yes-or-no'' manner; the occurrence of li-
quefaction is ``predicted' if FSº1 whereas no liquefac-
tion is predicted if FSÀ1.

CPT-based methods for liquefaction evaluation are at-
tractive because of two important test characteristics:
capability of continuous proˆling and superior measure-
ment repeatability over other in situ tests such as SPT
(Shuttle and Cunning, 2007). The capability of continu-
ous proˆling is of particular advantage if the results of li-
quefaction potential evaluation at depths are to be in-
tegrated over the entire soil column into Liquefaction
Potential Index (LPI), an index that is often used to
characterize the potential for occurrence of damaging li-
quefaction in a geologic unit (Iwasaki et al., 1982;
Toprak and Holzer, 2003; Li et al., 2006). During SPT
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and conventional shear wave methods (i.e., crosshole and
downhole), common test intervals are at 1 to 1.5 m inter-
vals, thereby perhaps missing weak layers in the proˆle.

Yet, in normal CPT practice, soil samples are not taken
and examined, which can be a signiˆcant disadvantage
compared to SPT. Furthermore, for the so-called ``clay-
rich'' soils, deˆned by Robertson and Wride (1998) as
those with soil behavior type index (Ic) greater than 2.6,
the liquefaction potential must be conˆrmed by diŠerent
means (such as the Chinese Criteria or those proposed by
Bray and Sancio, 2006), although these soils are usually
considered ``non-liqueˆable.'' Because samples are not
retrieved during CPT, the criteria such as those by Bray
and Sancio (2006) are not readily applicable without ad-
ditional data from nearby SPTs. This poses a challenge
for the evaluation of liquefaction potential of silty and
clayey soils using CPT and for the integration of the
CPT-based evaluation into the framework of LPI.

The existing simpliˆed methods, such as Seed et al.
(1985), Robertson and Wride (1998) and Youd et al.
(2001), were originally developed for clean sands. For the
evaluation of sands with signiˆcant ˆnes content (FC),
the concept of ``equivalent clean sand'' was employed,
suggesting that liquefaction resistance would increase as
the FC increases. This concept is re‰ected in the three
boundary curves corresponding to three ranges of ˆnes
content (FCÃ5z, 5zºFCÃ35z, and FCÀ35z)
recommended by Seed et al. (1985), which has been well
accepted by the profession. However, liquefaction of
soils with high ˆnes content (as high as 90z) in the past
earthquakes has been observed (Kishida, 1969; Tohno
and Yasuda, 1981; Bray et al., 2004). Laboratory cyclic
simple shear tests, cyclic ring-shear tests, and cyclic triax-
ial tests of these soils (for example, Ishihara, 1993; Perlea
et al., 1999; Guo and Prakash, 1999; Gratchev et al.,
2006) suggest that the soil plasticity, and not necessarily
the ˆnes content alone, plays a major role in the liquefac-
tion resistance behavior, i.e., the liquefaction resistance
increases as the plasticity index increases. On the other
hand, for sands with signiˆcant non-plastic ˆnes content,
the eŠect of ˆnes content on the liquefaction resistance is
less conclusive based on laboratory cyclic test results (for
example, Carraro et al., 2003; Thevanayagam et al.,
2000).

Since the Robertson and Wride (1998) method is widely
used, one concern has been raised regarding the validity
of using their simpliˆed form of soil behavior type index
Ic (where porewater pressures are omitted) as a proxy to
the eŠect of ˆnes on liquefaction resistance (Idriss and
Boulanger, 2004, 2006). To ease this concern, Moss et al.
(2006) suggested use of friction ratio (Rf＝fs/qt) in lieu of
Ic to account for the eŠect of ˆnes, whereas Li et al.
(2007) and Shuttle and Cunning (2007) suggested using a
version of Ic that includes excess pore pressure ratio in the
formulation. The excess porewater pressure ratio Bq, de-
ˆned in NOTATION along with other CPTu parameters,
correlates well with the behavior of ˆne-grained soils and
has been incorporated into soil classiˆcation charts
(Robertson, 1990; JeŠeries and Davies, 1993). Thus, in-

clusion of Bq in the formulation of Ic appears suitable for
extending the existing CPT-based evaluation from sands
and silty sands to soils that are described as ``too clay-rich
to liquefy.'' A CPT-based method that can evaluate the
liquefaction resistance of soils over a wide range of Ic

values would enable a more meaningful modeling of li-
quefaction eŠects within the framework of LPI.

In this study, the eŠects of CPT measured porewater
pressures on soil liquefaction resistance are investigated
through a study of case histories by considering the soil
behavior type index Ic as deˆned by JeŠeries and Davies
(1993). In essence, knowledge is ``extracted'' from col-
lected case histories using an artiˆcial neural network
(ANN), a well-established technique that can learn from
examples (Rumelhart et al., 1986). This knowledge is
then used to develop a new simpliˆed model based on
piezocone penetration testing (CPTu). The developed
CPTu-based model is assessed and demonstrated with re-
cent liquefaction case histories. Finally, it should be em-
phasized that the proposed CPTu model is not entirely
new; it is built on the foundation of the previous work by
many investigators.

LEARNING FROM CASE HISTORIES-ARTIFICIAL
NEURAL NETWORK

Artiˆcial Neural Network Approach for Liquefaction
Evaluation

Training an artiˆcial neural network (ANN) to approx-
imate a highly nonlinear relationship for predicting the
occurrence of liquefaction/no-liquefaction has been
reported by various researchers (Goh, 1994; Agrawal et
al., 1995; Goh, 1996; Juang et al., 1999a). In these previ-
ous studies, ANNs were trained using databases of case
histories in which ˆeld observation, in the binary form of
``yes'' or ``no,'' was available. If the ANN has ``learned''
adequately from case histories, it may then be used for
``forecasting'' whether liquefaction could occur under a
given scenario. Thus, the trained ANN may be used as a
tool for assessing liquefaction potential of a soil in a
given seismic loading. Recently, Juang et al. (2000, 2003)
took this approach a step further. They developed a
procedure with which the limit state for liquefaction trig-
gering, commonly expressed as a boundary curve, can be
established based on the trained ANN. It should be noted
that the limit state for liquefaction triggering is essentially
a model of CRR at a given CSR. Other ANN-based
models developed for CRR have also been suggested
(e.g., Kim and Kim, 2006).

Selection of Input and Output Variables
To learn eŠectively from a data set of case histories,

choices must be made regarding the types of information
to include from each case. Previous studies (e.g., Goh,
1994; Juang et al., 1999a) provide adequate guidance
here. Each case history is an ``instance'' (data point)
where the input consists of soil and earthquake data and
the output consists of a ˆeld observation. The ˆeld obser-
vation is generally represented by only one variable, li-
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quefaction indication (LI), in which LI＝1 for cases with
surface manifestations of liquefaction (e.g., sand boiling,
ground settlement, and lateral spreading) and LI＝0 for
cases without surface manifestations of liquefaction. The
following paragraphs detail the selection process for the
input variables.

Selecting CSR as an input variable is the obvious choice
because, in any cyclic stress-based method that follows
the simpliˆed procedure of Seed and Idriss (1971), CSR is
used to characterize the earthquake load for assessing li-
quefaction potential. Throughout this paper, the variable
CSR is the adjusted cyclic stress ratio as deˆned by Idriss
and Boulanger (2004, 2006). It is expressed as:

CSR＝0.65 Øsv

s?v»Øamax

g »(rd)Ø 1
MSF»Ø 1

Ks
» (1)

where sv and s?v are the total stress and the eŠective stress,
respectively, of the soil of concern at a given depth, g is
the acceleration of gravity, which is the unit for peak
ground surface acceleration amax, rd is the depth-depen-
dent shear stress reduction factor, MSF is the magnitude
scaling factor, and Ks is the overburden correction factor
for cyclic stress ratio. Both sv and s?v are in same units,
and rd, MSF, and Ks are dimensionless. It should be not-
ed that this deˆnition of CSR (Eq. (1)) is already adjusted
to the conditions of moment magnitude Mw＝7.5 and s?v
＝100 kPa. This adjustment is essential to process case
histories that were collected from diŠerent earthquakes
of various magnitudes and to unify the in‰uence of con-
ˆning pressures. The intermediate parameters, rd, Ks, and
MSF as deˆned by Idriss and Boulanger (2006) are em-
ployed herein.

It should be noted that various forms of CSR are avail-
able in the literature and diŠer primarily in the formula-
tion of their intermediate variables, rd, Ks, and MSF.
Please reference Youd et al. (2001) and Idriss and
Boulanger (2006) for detailed discussions of these inter-
mediate variables. However, a previous study by Juang et
al. (2006), and a sensitivity analysis performed in this
study showed that CSR values, determined with the for-
mulation by Idriss and Boulanger (2006), agreed well
with those obtained using the formulation recommended
by Youd et al. (2001).

In addition to the data of earthquake loading as
represented by CSR, the data of liquefaction resistance
are needed to completely characterize a case history.
Selecting the most suitable input variables to characterize
liquefaction resistance of soils based on CPTu measure-
ments is not a trivial task. In a CPTu, proˆles of cone tip
resistance qt, sleeve friction fs, and porewater pressure u2

are recorded. Various derived dimensionless parameters
are used to characterize the soils encountered in the CPTu
measurement, including friction ratio Rf, normalized
cone tip resistance Qt, excess pore pressure ratio Bq, and
normalized friction ratio F (Robertson, 1990; JeŠeries
and Davies, 1993). Additional derived parameters such as
stress-adjusted cone tip resistance qt1N and soil behavior
index Ic (note: as is discussed later, diŠerent formulations
of Ic are found in the literature; for example, JeŠeries and

Davies, 1993; Robertson and Wride, 1998) have also been
used. These CPTu parameters are deˆned in NOTA-
TION.

Using knowledge from previous studies (Juang et al.,
2000, 2003, 2006), and the results of practically exhaus-
tive analyses using ANNs with tens of diŠerent combina-
tions of parameters in this study, two derived parameters,
qt1N and Ic, are judged most suitable for use as input vari-
ables for the intended ANN model.

The adjusted cone tip resistance qt1N is determined as
follows (Idriss and Boulanger, 2004, 2006):

qt1N＝CN qt/satm (2a)

CN＝«satm

s?v $
a

Ã1.7 (2b)

a＝1.338－0.249(qt1N)0.264 (2c)

where satm is the atmosphere pressure (1 atm＝1.013 bars
＝101.3 kPa).

Use of Eq. (2) requires a simple iterative procedure, as
CN and qt1N are inter-dependent on the exponent a. Equa-
tion (2) was proposed by Idriss and Boulanger (2004,
2006) in conjunction with their CPT-based method for
evaluation of liquefaction resistance of sands. This equa-
tion was derived using the concept of ``state'' parameter
and an empirical relationship with relative density
(Boulanger and Idriss, 2004). However, in this paper, the
parameter qt1N is used to capture the resistance behavior
of clean sands and the eŠect of ˆnes type and content is
included by the soil behavior type index Ic. The choice of
qt1N as deˆned in Eq. (2), in contrast to other normaliza-
tion models such as Olsen (1997) and Robertson and
Wride (1998), is based on the fact that it produced the
best results in the ANN learning of case histories.

The parameter Ic used in this paper is deˆned as follows
(after JeŠeries and Davies, 1993; JeŠeries and Been,
2006, with a very slight modiˆcation as noted below):

Ic＝ [3－log10 sQt(1－Bq)＋1t]2＋[1.5＋1.3(log10 F )]2 (3)

It should be noted that in the original 1993 formulation,
the bracket sQt(1－Bq)＋1twas expressed as sQt(1－
Bq)t. The value ``1'' is added here to prevent the bracket
from becoming negative should Bq be greater than 1 (in
such cases, Qt is very small and sQt(1－Bq)tis less than
1). Moreover, according to Shuttle and Cunning (2007),
the dimensionless term sQt(1－Bq)＋1tis ``fundamental
for the evaluation of undrained response during CPTu
sounding,'' which allows for greater diŠerentiation be-
tween silty clays and clayey silts.

It should also be noted that the more well-known soil
behavior type index used in the Robertson and Wride
(1998) method is actually a simpliˆcation of the original
1993 form for sandy soils. The inclusion of Bq in the for-
mulation of Ic in this paper is essential to allow the evalu-
ation of liquefaction resistance to accommodate a wider
range of soils. To avoid confusion, the soil behavior in-
dex determined with the Robertson and Wride's formula-
tion is denoted in this study as Ic, RW. The formulation of
this index Ic, RW is listed in NOTATION.
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Fig. 1. Case histories in the database plotted on the CPT soil behav-
ioral classiˆcation chart (after Juang et al., 2008)

Table 1. Soil behavior types by the index Ic (after JeŠeries and Davies,
1993)

Range of Ic

(Equation 3)
Zone

(or type) Soil classiˆcation

Icº1.25 7 Gravelly sands
1.25ÃIcº1.80 6 Sands: clean sand to silty sand
1.80ÃIcº2.40 5 Sand mixture: silty sand to sandy silt
2.40ÃIcº2.76 4 Silt mixture: clayey silt to silty clay
2.76ÃIcº3.22 3 Clays
IcÆ3.22 2 Organic soils and peats

Table 2. Ranges of values of various parameters in case histories

Depth
(m)

qt

(MPa)
fs

(kPa)
u2

(kPa)
Rf

(z)
F

(z)
sv

(kPa)
s?v

(kPa) qt1N Bq Ic
amax

(g) Mw CSR

Max 20.0 23.9 456 421 5.9 6.9 370 263 217 0.3 3.2 0.70 8.0 0.83

Min 1.3 0.4 3 －104 0.1 0.1 22 17 7 －0.2 0.9 0.09 5.9 0.05
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In summary, three input variables (CSR, qt1N, and Ic as
per Eqs. (1), (2), and (3), respectively) and one output
variable (LI) are employed to characterize a case history.
After processing all case histories into a data set of in-
stances, a three-layer, feed-forward artiˆcial neural net-
work is trained to approximate the following function: LI
＝f(qt1N, Ic, CSR).

Database for Development of Artiˆcial Neural Network
A database of case histories, consisting of 190 liqueˆed

cases and 123 non-liqueˆed cases, was compiled from ˆve
well-documented sources (Moss et al., 2006; Ku et al.,
2004; Lai et al., 2004; Bray et al., 2004; PEER, 2007).
These cases were derived from the 1964 Niigata, Japan
earthquake (Mw＝7.5), the 1976 Tangshan, China earth-
quake (Mw＝8.0), the 1977 Vrancea, Romania earth-
quake (Mw＝7.2), the 1979 Imperial Valley, California
earthquake (Mw＝6.5), the 1980 Mexicali, Mexico earth-
quake (Mw＝6.2), the 1983 Borah Peak, Idaho earth-
quake (Mw＝6.9), the 1987 Edgecumbe, New Zealand
earthquake (Mw＝6.6), the 1987 Elmore Ranch, Califor-
nia earthquake (Mw＝6.2), the 1987 Superstition Hills,
California earthquake (Mw＝6.6), the 1989 Loma Prieta,
California earthquake (Mw＝7.0), the 1995 Hyogoken-
Nanbu, Japan earthquake (Mw＝7.2), the 1999 Chi-Chi,
Taiwan earthquake (Mw＝7.6), and the 1999 Kocaeli,
Turkey earthquake (Mw＝7.4). The binary criterion of li-
quefaction/no-liquefaction was primarily based on sur-
face manifestation of liquefaction, such as sand boils,
ground settlement, and lateral spreading (or lack there-
of), and in some cases (such as those reported by Bray et
al., 2004), critical layers were identiˆed by ˆeld observa-
tions supplemented with detailed dynamic ˆnite element
analyses or conˆrmed by multiple existing liquefaction
evaluation methods.

Figure 1 shows the soils in these cases in the soil behav-
ior type classiˆcation chart. Table 1 shows the soil behav-
ior types and their ranges of Ic values deˆned by JeŠeries
and Davies (1993) and employed in this study. Table 2
shows the ranges of the values of various parameters in
these cases. Together, Fig. 1 and Tables 1 and 2 charac-
terize the database used in this paper. This database is
available from the ˆrst writer upon request.

It should be noted that the CPT data reported in the
database of Moss et al. (2006) did not include Bq. An ex-
amination of all other CPTu data revealed that for those
cases with Ic, RWº2.2 and friction ratio Rfº1.5z, the
values of Bq are very small (－0.06ºBqº0.02). Assuming
Bq＝0 for these cases will cause a maximum error in the
computed Ic of less than 2z. Thus, the database from
Moss et al. (2006) was screened with the criteria of Ic, RW

º2.2 and Rfº1.5z, and 116 cases were selected. These
cases are assumed to have Bq＝0 and are included in the
new database for the present study. The rest of the data in
this new database were derived from the 1999 Chi-Chi,
Taiwan Earthquake and the 1999 Kocaeli, Turkey Earth-
quake where Bq was directly included.

Training and Testing of Artiˆcial Neural Network
In ANN terminology, a three-layer, feed-forward neu-

ral network consists of an input layer, an output layer
and a hidden layer. For each case in the database, the in-
put layer consists of three neurons (representing qt1N, Ic,
and CSR, respectively) and the output layer consists of
one neuron (representing LI). The goal of ANN learning
from case histories is to map the input layer to the output
layer by determining the connection weights and biases
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Fig. 2. Levenberg-Marquardt algorithm for neural network training Fig. 3. Scatter of the CRR predictions using the proposed model
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through an error reduction process (Juang et al., 1999a).
This is expressed as:

LI＝fT{B0＋
n

S
k＝1 «Wk･fT ØBHk＋

m

S
i＝1

WikPi»$} (4)

where B0 is bias at the output layer (only one neuron in
this layer), Wk is weight of the connection between neu-
ron k of the hidden layer and the single output layer neu-
ron, BHk is bias at neuron k of the hidden layer (k＝1, n),
Wik is weight of the connection between input variable i (i
＝1, m) and neuron k of the hidden layer, Pi is input
parameter i, and fT(u) is a transfer function deˆned as:
fT(u)＝1/(1＋e－u) where u is a dummy variable.

The number of input variables, m, is equal to 3 in this
ANN. Thus, P1＝qt1N, P2＝Ic, and P3＝CSR. The number
of hidden neurons is determined through a trial-and-error
process; in the present study, the number of neurons is
chosen to be 7 based on numerous experiments with the
goal of securing high success rate (deˆned later) and
repeatability in training and testing.

As in the conventional approach, two-thirds of the in-
stances (cases) in the database are used as the training
data set and the rest are used as the testing data set. In
principle, ANN is trained with only the training data set,
and the trained ANN is then examined for how well it
generalizes the input-output relationship using a testing
data set that was not employed in the training. Numerous
trials have also been performed with diŠerent combina-
tions of training and testing data to ensure repeatability
of the trained ANN. The repeatability is important as the
desired network must be stable and yield consistent
results. In the present study, the Levenberg-Marquardt
(LM) algorithm is adopted for its e‹ciency in training
networks. The LM algorithm, illustrated in Fig. 2, yields
an update of weights and biases (denoted here as xk＋1) as
follows:

xk＋1＝xk－[JTJ＋mI ]－1J Te (5)

where xk and xk＋1 are the previous and the updated vec-

tors of weights and biases, respectively; J is the Jacobian
matrix that contains the ˆrst derivatives of the network
errors with respect to the weights and biases; m is a scalar
that is decreased after each successful step (in reduction
of the performance function), I is the identity matrix, and
e is a vector of network errors. Further details about the
implementation of the LM algorithm can be found in Ha-
gan and Menhaj (1994) and the neural network toolbox
of MATLAB (MathWork, Inc., 2002; Demuth and
Beale, 2002).

Because the output of the ANN is an indication of li-
quefaction, the success rate of the trained network in
``predicting'' whether or not liquefaction occurred in
each of the cases in the database can be used to character-
ize the performance of the developed ANN. In the
present study, multiple ANNs are found to yield satisfac-
tory success rates (§90z). Although any of these ANNs
may be used for ``predicting'' whether liquefaction will
occur for a given soil under a given seismic loading, addi-
tional criterion is put in place in this study to select the
most desirable ANN. This criterion is based on how well
boundary surface or limit state surface generated by the
developed ANN can delineate liqueˆed cases from non-
liqueˆed cases. This point will be discussed later in detail.

BOUNDARY SURFACE SEARCHED WITH AID OF
NEURAL NETWORK

The search procedure that utilizes ANN for locating
data points on the unknown boundary surface, referred
to herein as the limit state surface, was developed by Ju-
ang et al. (2000). The concept behind this procedure is
very simple. For each case in the database, if liquefaction
is observed (output LI＝1), the search for a point on the
boundary surface involves a gradual reduction of CSR or
a gradual increase in qt1N. Each search, if successful,
results in a three-dimensional data point (CSR, qt1N, Ic)
that is located on the unknown boundary surface. The
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Fig. 4. Boundary surface at three diŠerent angles with case history data (after Juang et al., 2008)
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CSR of this ``searched'' data point is referred to herein as
the critical CSR, and by deˆnition, the critical CSR on
the limit state surface is the CRR for the given soil condi-
tions represented by qt1N and Ic. Thus, a limit state func-
tion CRR＝f(qt1N, Ic) can be established once a large
number of data points have been ``found'' through the
search. In this study, 91 data points were successfully
generated.

As noted previously, the success rate of the developed
ANN in ``predicting'' the occurrence/no-occurrence of
liquefaction in the case histories examined is one indica-
tion of the performance of this ANN. However, the suc-
cess rate examines only the performance of the developed
ANN with data employed. To see how well the trained

ANN has generalized the input-output relationship, an
additional check is desirable. The data points on the
unknown boundary surface generated from the trained
ANN may be used to assess the adequacy of neural net-
work generalization. This can be carried out in two steps.
Least-square regression is ˆrst performed on the generat-
ed data to establish an empirical model, CRR＝f(qt1N, Ic),
of the boundary surface. The boundary surface is then
examined to see how well liqueˆed and non-liqueˆed
cases can be delineated by this surface. A satisfactory
ANN must have a satisfactory success rate and the gener-
ated boundary surface must be able to delineate liqueˆed
cases from non-liqueˆed cases.

A series of least-squares regression analyses were con-
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Table 3. Success rates of the ANN-generated CRR model by category

Range of Ic No. of cases Success rate

Icº1.25 25 96z
1.25ÃIcº1.80 126 86z
1.80ÃIcº2.40 96 96z
IcÀ2.40 66 86z

All cases 313 90z
Liqueˆed group 190 100z
Non-liqueˆed group 123 74z

Fig. 5. 2-D graphs of the proposed model–CRR (or CSR) versus qt1N (Eq. (2))
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ducted on the 91 boundary-surface data points that were
``found'' in the search process using the developed ANN
model. The following least-squares expression was ob-
tained (in reference to Fig. 3):

CRR＝0.05＋exp [A＋B×(qt1N/100)C] (6)

where

A＝Ic･(qt1N/100)－10.455

B＝0.669･I 3
c－5.55･Ic＋12.993

C＝0.284－0.0214･I 2
c

and where qt1N is per Eq. (2) and Ic is per Eq. (3). These
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Fig. 6. Family boundary curves of the proposed model–CRR versus
qt1N (Eq. (2))
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deˆnitions must be strictly followed whenever Eq. (6) is
employed for evaluating CRR, and the resulting CRR
must be compared to CSR deˆned in Eq. (1) for assessing
liquefaction potential, as Eqs. (1), (2), (3) and (6) were
calibrated as a whole in the ANN learning and interpola-
tion.

In short, the proposed CPTu-based method involves
evaluation of CSR by Eq. (1) and CRR by Eqs. (2), (3),
and (6). The liquefaction potential is then assessed with
factor of safety (FS) deˆned as FS＝CRR/CSR.

The developed boundary surface (CRR model ex-
pressed in Eq. (6)) is then examined to see whether it can
delineate liqueˆed cases from non-liqueˆed cases. Figure
4 shows three dimensional (3-D) graphs of case history
data points in diŠerent angles in space, with and without
the boundary surface. While not shown herein, the 3-D
graph can be rotated in a Matlab window from 09to 3609
and thus unlimited number of ``views'' of the boundary
surface can be shown to observe the performance of this
ANN-generated boundary surface. Based on these views,
the same conclusion can be reached: the ANN-generated
boundary surface can delineate liqueˆed cases from non-
liqueˆed cases in the 3-D space.

The capability of the developed CPTu-based model to
delineate liqueˆed cases from non-liqueˆed cases has
been demonstrated with the 3-D graphs shown in Fig. 4.
The accuracy of this model is also revealed in the success
rates in ``predicting'' both liqueˆed and non-liqueˆed
cases, listed in Table 3. Much higher success rates in
predicting liqueˆed cases than non-liqueˆed cases, shown
in this table, implies that the developed model is conser-
vatively biased, which is desirable for engineering appli-
cations using a deterministic approach. The degree of this
conservative bias will be examined later.

CAPABILITY AND ACCURACY OF PROPOSED
CPTu-BASED METHOD

It is desirable to compare the new CPTu-based method
with the existing methods. Because the existing boundary
curves (CRR models) are all presented in 2-D graphs, it is
necessary to present the developed model accordingly.
Figure 5 depicts the CRR model at selected Ic levels,
where the boundary surface becomes a boundary curve.
Also shown in this ˆgure are case history data points wi-
thin the corresponding ranges of Ic. Because each bound-
ary curve is derived from Eq. (6) by setting Ic at the mid-
point of the corresponding range of Ic, the examination
of the ``performance'' of boundary curves with these
data points is seen only as an approximation. Neverthe-
less, the results presented in Fig. 5 clearly show the
capability and accuracy of the developed CRR model. It
is noted that as Ic increases beyond 2.4, in which qt1N is
generally small, the ability of the CRR-qt1N boundary
curve to delineate liqueˆed cases from non-liqueˆed cases
reduces drastically. Thus, for soils with high Ic, which
generally have low qt1N values (qt1Nº40), the traditional
2-D graphs of CRR (or CSR) versus qt1N oŠer little infor-
mation. On the other hand, for these soils, a plot of CRR

(or CSR) versus Ic, presented later, can help delineate li-
queˆed cases from non-liqueˆed cases. This suggests that
for soils with high Ic and low qt1N, the variable Ic has a
much greater in‰uence on liquefaction resistance than the
variable qt1N.

Figure 6 shows a set of ``family'' CRR-qt1N boundary
curves that correspond to diŠerent soil types implied by
Ic. Each of the boundary curves represents the intersec-
tion of a given plane Ic＝constant (say, Ic＝1.51) and the
boundary surface (Eq. (6)) in the 3-D space. One interest-
ing observation is that for a given qt1N, the liquefaction
resistance is the lowest at Ic§1.51, which is approximate
at the midpoint of the range of Ic for ``sands'' (where the
lower end of the range is Ic＝1.25 for gravelly sand, and
the higher end is Ic＝1.8 for silty sand; see Table 2). The
soils with lower Ic, such as ``gravelly sands'' (IcÃ1.25), is
found to have higher liquefaction resistance than those
soils with Ic§1.51 (clean sands). In other words, for soils
with the same qt1N, the liquefaction resistance increases as
Ic decreases from 1.51 to 1.25. It is easily understood as
the soils in this range (Ic＝1.25 to 1.51) contain practically
no ˆnes, and the liquefaction resistance increases with the
increase in the particle size and strength. On the other
hand, for soils with the same qt1N, the liquefaction
resistance increases as Ic increases from 1.51 to 1.8 (Fig.
6), which is also easily understood as the soils in this
range [from Ic＝1.51 (clean sand) to 1.8 (silty sand)] tend
to have greater liquefaction resistance due to the eŠect of
the ˆnes. Thus, the CPTu model developed in this paper
is diŠerent from the Robertson and Wride (1998)
method; the latter artiˆcially set a lower bound at Ic, RW＝
1.64 (clean sand) for liquefaction resistance evaluation.
In other words, the Robertson and Wride (1998) method
implicitly assumed that soils with Ic, RWº1.64 would have
the same liquefaction resistance as those with Ic, RW＝
1.64.

Similar to the 2-D graphs of CRR versus qt1N presented
previously, a separate set of 2-D graphs depicting the re-
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Fig. 7. 2-D graphs of the proposed model–CRR (or CSR) versus Ic (Eq. (3))
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lations between CRR and Ic at various qt1N levels can also
be derived from Eq. (6). Figure 7 shows these 2-D graphs
with case histories, which demonstrate again that the de-
veloped CRR model can delineate liqueˆed cases from
non-liqueˆed cases. It should be noted that the boundary
curves shown in Fig. 7 represent an interpretation of ``be-
havior'' of the data by the trained ANN model. These
boundary curves were not visually drawn based on the
2-D data points. The data points were super-imposed
onto each chart merely for verifying whether the bound-
ary curve can delineate liqueˆed cases from non-liqueˆed
cases. It is noted that for the chart with qt1NÀ100, at the

lower right part of Fig. 7, the boundary curve is present-
ed in dashed curve, indicating that it has not been veriˆed
with su‹cient data points.

Furthermore, the ability to delineate liqueˆed cases
from non-liqueˆed cases at lower qt1N levels (say, less than
40) with these CRR-Ic boundary curves is particularly im-
portant as it complements the inability of the CRR-qt1N

boundary curve to delineate liqueˆed cases from non-
liqueˆed cases at these lower qt1N levels. Again, this indi-
cates that for soils with high Ic and low qt1N, the variable Ic

has a much greater in‰uence on liquefaction resistance
than the variable qt1N. On the other hand, these graphs
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Fig. 8. Family boundary curves of the proposed model–CRR versus Ic

(Eq. (3)) Fig. 9. Base boundary curve with transformed data

Fig. 10. Comparison of base boundary curves from various models
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also show that for soils with higher qt1N (and generally
lower Ic), variable qt1N has a much greater in‰uence on li-
quefaction resistance than variable Ic.

Figure 8 presents a set of ``family'' CRR-Ic boundary
curves that correspond to various qt1N levels. This ˆgure
clearly shows that for a given qt1N, the liquefaction
resistance is the lowest at Ic§1.51.

Finally, it is of interest to show all case histories with
diŠerent soils in the same 2-D graph of CRR (or CSR)
versus qt1N, at least from a historic perspective. This
necessitates the development of the so-called ``clean sand
equivalence'' of cone tip resistance for any given soil.
Robertson and Wride (1988) developed a correction fac-
tor Kc that can be applied to the normalized cone tip
resistance qc1N to yield the ``clean sand equivalence,''
qc1N, cs. Their idea was to transform an empirical model,
CRR＝f(qc1N, Ic, RW), into a new model, CRR＝f(qc1N, cs),
subject to the constraint that both models yield the same
liquefaction resistance. In the procedure recommended
by Robertson and Wride (1988), the correction factor Kc

is a function only of Ic, RW. However, as discussed previ-
ously, at diŠerent levels of qt1N, the in‰uence of Ic diŠers,
and the correction factor Kc then becomes a function of
both soil type (represented by Ic) and normalized cone tip
resistance (qt1N). Thus, development of an empirical
model for Kc will be of little practical value, since such
empirical equations would be as complicated as Eq. (6)
and involving the same two input variables as required in
Eq. (6). Nevertheless, numerical solutions for an equiva-
lent qt1N value at a reference level of Ic＝1.51 (where the li-
quefaction resistance is the lowest for a given qt1N) can be
obtained for all cases (Ic»1.51) by satisfying the con-
straint: f(q?t1N, 1.51)＝f(qt1N, Ic) where q?t1N is the equiva-
lent qt1N value at Ic＝1.51, and f is the function for CRR
expressed in Eq. (6). Figure 9 shows all transformed data
points along with the ``base'' boundary curve, which is
obtained by plotting Eq. (6) at Ic＝1.51. The developed
empirical model (Eq. (6)), presented as a boundary curve
in this 2-D graph, is again shown to be able to delineate li-

queˆed cases from non-liqueˆed cases.
For comparison, two other Ic, RW-based CRR models

are shown in Fig. 9. It is important to emphasize that this
comparison of the three boundary curves is only approxi-
mate, as the deˆnition of the ``base'' boundary curves by
Robertson and Wride (1998) and Juang et al. (2006) is not
exactly the same as that adopted in this study. In addi-
tion, the CRR model developed in this study is based on
CPTu, whereas the other two models are based on CPT.
Nevertheless, the results show that the base boundary
curve of the new model, in which the eŠect of Bq is
negligible, is very comparable to those of the existing
models. In fact, the base boundary curve of the new
CPTu-based model is almost identical to that of Juang et
al. (2006). This result is signiˆcant because the two
models were developed with diŠerent formulations and
databases.

Figure 10 further compares the base boundary curve
with two additional models proposed by Moss et al.
(2006) and Idriss and Boulanger (2006). Note that for the
probabilistic model of Moss et al. (2006), an equivalent
deterministic boundary curve is obtained by adopting a
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Fig. 11. Percentage change in CRR as a result of ignoring Bq in the
proposed model

Fig. 12. Percentage change in CRR as a result of ignoring Bq –a diŠer-
ent angle
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15z probability as suggested by the authors. The results
show that these base boundary curves are quite compara-
ble, even though the Idriss and Boulanger curve appears
conservative. At lower qt1N (º80), the proposed model is
consistent with the Idriss and Boulanger curve. As qt1N in-
creases to the level of qt1N§100, the proposed model
catches up with the Robertson and Wride curve; as qt1N

continues to increase to the level of qt1N§125, the
proposed model catches up with the Moss et al. curve.
Cautions must be exercised, however, in drawing conclu-
sions based on Fig. 10. Firstly, the above comparison is
based on the 2-D view of the models (for the proposed
model, it is the intersection of the boundary surface with
the plane Ic＝1.51 in the 3-D space; and for other models,
the base curves are assumed ``equivalent'' to the condi-
tion of Ic＝1.51). Because the proposed model is a bound-
ary surface in the 3-D space, which is fundamentally
diŠerent from the 2-D boundary curves, any such com-
parison in a 2-D graph should be viewed with caution,
particularly in light of the results from Figs. 5 and 7. Sec-
ondly, although the base boundary curves are similar,
these CPT-based models can yield contradictory conclu-
sions on liquefaction resistance for silty or clayey soils be-
cause the eŠect of ˆnes is treated diŠerently.

EFFECT OF EXCESS PORE PRESSURE RATIO IN
THE PROPOSED MODEL

The eŠect of CPTu-measured porewater pressures can
be ascertained with the proposed CPTu method. Figure
11 shows the in‰uence of ignoring the parameter Bq in the
formulation of Ic on the calculated CRR. For a soil with a
signiˆcant Bq, assuming Bq＝0 in Eq. (3) results in a
diŠerent Ic value, denoted as Ic, Bq＝0, which in turn results
in a diŠerent CRR. The resulting diŠerence (in percen-
tage) in CRR is depicted in Fig. 11. If the true Bq is posi-
tive, ignoring Bq leads to an underestimation of CRR;
conversely, if the true Bq is negative, ignoring Bq results in

an overestimation. The percentage change in CRR (in
reference to the CRR calculated from Eq. (6) with correct
Ic) may be estimated with the following equation obtained
by curve-ˆtting (r2＝0.994, RMSE＝1.8):

z change in CRR＝aB 4
q＋bB 3

q＋cB 2
q＋dBq＋0.205 (7)

where

a＝632.45 I 2
c, Bq＝0－3430.99 Ic, Bq＝0＋4554.91

b＝－1640.85 I 2
c, Bq＝0＋8558.12 Ic, Bq＝0－10970.40

c＝1223.26 I 2
c, Bq＝0－5934.08 Ic, Bq＝0＋7139.90

d＝－158.56 I 2
c, Bq＝0＋445.25 Ic, Bq＝0－248.53

For all data points shown in Fig. 11, the percentage
change in CRR strongly correlates with the magnitude of
Bq, as re‰ected in the extremely high r 2. Figure 12 shows
the eŠect of Bq in diŠerent angles. As re‰ected in Eq. (7),
the change in CRR is a function of Bq and Ic, Bq＝0. As
shown in Fig. 12, when Ic, Bq＝0º2.0 (approximately), the
soil is probably in a drained condition during penetra-
tion, no signiˆcant excess pore pressure is observed and
the percentage change in CRR as a result of ignoring Bq is
generally small (i.e., º2z). As Ic, Bq＝0 increases beyond
2.0, there is a signiˆcant increase in Bq, indicating a possi-
ble change from the drained condition to the undrained
condition. Thus, for soils with Ic, Bq＝0À2.0, ignoring Bq in
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Fig. 13. CPTu sounding proˆles and soil classiˆcation at location CPT-C4 in Adapazari (after Juang et al., 2008)
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the formulation of Ic (Eq. (3)) can lead to a signiˆcant er-
ror in the CRR calculated with Eq. (6). The aforemen-
tioned discussions address the eŠect of Bq (or the conse-
quence of ignoring Bq) on CRR in the proposed CPTu-
based model. It should be noted, however, that the eŠect
of Bq on CRR in other existing CPT-based models may
not be as pronounced. First, the existing CPT-based
models are mainly developed for sandy soils, and for
sands, Bq§0. Second, the eŠect of Bq may have been
compensated to some degree by a combined use of CPT
parameters such as qc, Rf, and Ic, RW. Nevertheless, this
eŠect of Bq (through Ic) on CRR is very signiˆcant partic-
ularly for silt mixtures.

PROBABILITY AND FACTOR OF SAFETY
CONSIDERATIONS

The proposed CPTu-based method is able to delineate
liqueˆed cases from non-liqueˆed cases (Figs. 4, 5, 7, and
9 and Table 3). However, the success rate for liqueˆed
cases (100z) is much greater than that for non-liqueˆed
cases (74z), suggesting that the proposed model has a
conservative bias. Thus, it is desirable to determine how
conservative the proposed model is. A procedure to
characterize a deterministic model in terms of probability
based on a database of case histories has been developed
by Juang et al. (1999b, 2002). This procedure involves an
analysis of the distributions of FS values for both lique-
ˆed and non-liqueˆed cases, respectively, followed by use
of Bayes' theorem to create a mapping function that
yields probability of liquefaction for a given FS. Using
this procedure, the following mapping function is devel-
oped in this study (RMSE§0.02):

PL＝
1

1＋e－3.64＋5.37 FS
(8)

It should be emphasized that the probability of li-
quefaction PL determined with Eq. (8) is conditioned on a
given FS that is calculated with the proposed method

(with CSR by Eq. (1) and CRR by Eq. (6)). The meaning
of FS determined with diŠerent models can greatly diŠer
from each other since diŠerent degrees of conservatism
may have been implemented in these models. For the
proposed method, a factor of safety of FS＝1 yields a
conditional probability of liquefaction of 0.15 according
to Eq. (8). This result conˆrms that the proposed method
has a conservative bias. Previous studies (Cetin et al.,
2004; Moss et al., 2006; Juang et al., 2006) have suggest-
ed an acceptable level of liquefaction probability of PL＝
0.15 for design of ordinary structures. Thus, when ap-
plying the proposed model in a deterministic analysis, a
factor of safety of FSÀ1.0 is considered adequate for use
in designing ordinary structures. In other words, no addi-
tional factor of safety is necessary when evaluating li-
quefaction potential at a site for ordinary structures using
the proposed model. Should a more stringent level of
tolerable risk (PLº0.15) be required, the minimum re-
quired FS can be adjusted accordingly.

Finally, it should be noted that the conditional
probability of liquefaction determined with Eq. (8) is a
nominal probability, meaning that good standards of en-
gineering practice are followed in both data acquisition
and analysis, and possible uncertainties are adequately
compensated in the derived data.

LIQUEFACTION POTENTIAL OF SILT
MIXTURE–CASES STUDY

One unique feature of the proposed CPTu-based
method is its capability to assess liquefaction potential of
``silt mixtures'' (i.e., clayey silt to silty clay) using the
modiˆed Ic that considers porewater pressure ratio (Bq).
To this end, it is of interest to demonstrate this capability
by back-analysis of well documented case histories from
the August 17, 1999 Kocaeli earthquake that involved
soils considered to be ``too clay-rich to liquefy.''

An extensive site investigation program, including 135
CPT proˆles and 46 exploratory SPT borings with energy
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Fig. 14. Results of the analysis of Adapazari CPT-C4 using the
Robertson and Wride (RW/Zhang) method and the proposed
method (after Juang et al., 2008)

Fig. 15. CPTu sounding proˆles and soil classiˆcation at location CPT-B4 in Adapazari

Fig. 16. Analytical results of CPT-B4 using the Robertson and Wride
(RW/Zhang) method and the proposed CPTu method
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measurements, was conducted in Adapazari, Turkey af-
ter the Kocaeli earthquake (Bray et al., 2004). All availa-
ble CPTu sounding proˆles were analyzed in this study
and similar results were obtained. Two sets of CPTu
sounding proˆles along with results of the analysis are
presented as examples.

Figure 13 shows the proˆles from CPTu sounding C4
which was conducted at the site of Building C2 (Bray et
al., 2004). Included in this ˆgure are qt, Rf, u2 (or Pw),
Ic, RW, Ic, and soil classiˆcation as per an adjacent soil test
boring. The critical layer marked in this ˆgure is one that
was judged to have liqueˆed in the 1999 earthquake by
Bray et al. (2004) based on ˆeld observations and analysis
of in situ test data. The layer marked with ``FSº1'' is the
layer that was considered liqueˆable by Bray et al. (2004)
based on their analysis. It should be noted that the critical
layer was later conˆrmed by detailed numerical analysis
(Bray et al., 2006).

Using the CPTu data shown in Fig. 13 and the seismic
parameters of Mw＝7.4 and amax＝0.40 g, liquefaction
potential in terms of factor of safety is calculated with
both the proposed model and the RW/Zhang method,
which is the shorthand of the Robertson and Wride
(1998) method as updated in Zhang et al. (2002). Figure
14 shows the results of this analysis. In the critical layer
where Ic, RWÀ2.6, direct application of the RW/Zhang
method (or the Robertson and Wride method), would
yield ``no liquefaction'' (it should be noted that in case of
Ic, RWÀ2.6, Robertson and Wride actually suggested use
of other criteria to conˆrm this assertion), whereas the
application of the proposed method would yield FS much
less than 1, indicating ``liquefaction.'' In this case, the
results obtained by the proposed model agree with ˆeld
observation. Overall, improved results are obtained using
the proposed CPTu method directly without resort to
further analyses.

Figures 15 and 16 show similar results obtained for the
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Fig. 17. Comparison of the FS values computed with the two methods;
liqueˆed cases in Zones A and B are more accurately predicted by
the CPTu model
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case at CPT-B4. The proposed method is shown again
able to produce results that agree well with ˆeld observa-
tions. In the critical layer, the proposed method yields FS

much less than 1, whereas the Robertson and Wride
method suggests that the soils are ``too clay-rich to liq-
uefy.''

As a ˆnal comparison, Fig. 17 shows the factor of safe-
ty (FS) computed with the RW/Zhang method (i.e., the
Robertson and Wride method as updated in Zhang et al.,
2002) and those computed with the proposed CPTu
model. The data used in this analysis are those shown in
Fig. 1. It is noted that for graphing purpose, the FS values
are set to 3 if the computed values are greater than 3.
When the RW/Zhang method is employed, if a soil is
judged to be too clay-rich to liquefy (Ic, RWÀ2.64), its FS

value is artiˆcially set to 3. As shown in Fig. 17, for most
cases, the FS values computed with the two methods are
quite comparable. For some liqueˆed cases, shown in
zones A and B in Fig. 17, the RW/Zhang method yields
FSÀ1 (zone A) or FS:1 (zone B; cases that were judged
to be too clay-rich to liquefy by the Ic, RWÀ2.64 criterion
of the RW/Zhang method), while the proposed CPTu
model yields FSº1, suggesting that the proposed CPTu
model yields more reasonable results in these cases.
However, a few non-liqueˆed cases in zone B would have
been incorrectly identiˆed (FSº1) using the proposed
model. Overall, the proposed CPTu model is seen as an
improvement over the existing CPT-based methods.

SUMMARY AND CONCLUSIONS

A CPTu-based method for evaluating liquefaction
potential of soils is presented which incorporates excess
porewater pressure ratio (Bq) in the formulation of soil
behavior type index (Ic), as deˆned by JeŠeries and Da-
vies (1993) and JeŠeries and Been (2006). The developed
CRR model must be used with the CSR model developed
by Idriss and Boulanger (2006), as the latter is an integral
part of the calibration process in developing the proposed

CRR model. The model described here is more applicable
to a wider range of geomaterials, including soils that were
once considered ``too clay-rich to liquefy'' using the ex-
isting method. Thus, the results of the analysis using the
proposed CPTu-based method will enable a more
meaningful modeling of liquefaction eŠect within the
framework of the Liquefaction Potential Index (LPI). In
fact, calibration of the LPI framework that is developed
based on the proposed CPTu model has been performed
and satisfactory results have been reported (Juang et al.,
2008).

The proposed CRR model is a function of two derived
variables, qt1N and Ic (as per Eqs. (2) and (3), respec-
tively). Thus, the characteristics of the model can easily
be depicted in 3-D graphs, in which its ability to delineate
liqueˆed cases from non-liqueˆed cases is clearly shown.
When data points of case histories are properly grouped,
2-D graphs can also delineate liqueˆed cases from non-
liqueˆed cases. Examination of these 2-D graphs reveals
that for soils with higher qt1N (and thus lower Ic), the vari-
able qt1N has a much greater in‰uence on liquefaction
resistance than does the variable Ic. However, for soils
with high Ic and low qt1N, the variable Ic has a much great-
er in‰uence on liquefaction resistance than the variable
qt1N. Thus, the traditional approach of using 2-D graphs
of CSR versus qt1N to examine the performance of a sim-
pliˆed CRR model has limitations. Therefore, the advan-
tage of the proposed model in delineating liqueˆed cases
from non-liqueˆed cases using 3-D graphs is clearly
demonstrated.

The eŠect of the excess pore pressure ratio Bq is exam-
ined in this study. Neglecting Bq in the determination of Ic

can lead to either an underestimation or overestimation
of CRR, depending upon whether Bq is a positive or nega-
tive value. The trends of the eŠect of Bq on the calculated
CRR are clearly observed. For ``silt mixture'' (clayey silt
to silty clay) where the liquefaction resistance was previ-
ously ill-deˆned, a strong eŠect of Bq on the calculated
CRR is clearly demonstrated.

The results of the analysis of cases from critical layers
at selected ground failure sites in Adapazari using the
proposed CPTu-based method agreed well with ˆeld ob-
servations in the 1999 Kocaeli earthquake. The results
showed that those liqueˆed cases previously identiˆed as
``too clay rich to liquefy'' based on the existing CPT-
based methods can be correctly ``predicted'' using the
proposed model.

The proposed CPTu model is shown to be comparable
to the existing CPT-based methods such as the Robertson
and Wride method in most of the cases examined. In
some liqueˆed cases, particularly those that were judged
to be too clay-rich to liqueˆed by the Ic, RWÀ2.64
criterion, the proposed CPTu model is shown to be able
to improve upon the Robertson and Wride method. Fi-
nally, it should be emphasized that the proposed CPTu
model is not entirely new; it is built on the foundation of
the previous work by many investigators.
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NOTATION

qc＝raw cone tip resistance
qt＝cone tip resistance corrected for porewater pres-

sure
fs＝sleeve friction

Rf＝friction ratio＝fs/qt･100z
u2＝Pw＝porewater pressure

Bq＝excess porewater pressure ratio＝
u2－uo

qt－svo

u0＝hydrostatic water pressure
svo＝total vertical (overburden) stress

Qt＝
qt－svo

s?vo
＝normalized form of cone tip resistance

s?vo＝eŠective vertical (overburden) stress

F＝normalized sleeve friction＝
fs

qt－svo
×100z

Ic, RW＝soil behavior type index deˆned by Robertson
and Wride (1998)

＝ (3.47－log10 Qt)2＋(log10 F＋1.22)2

Ic＝soil behavior type index adopted in this paper
(Eq. (3))

＝ [3－log10 sQt(1－Bq)＋1t]2＋[1.5＋1.3 (log10 F)]2

qc1N＝stressed-adjusted cone tip resistance deˆned by
Robertson and Wride (1998); obtained through
an iterative process involving updating of a
stress exponent, and

qt1N＝stressed-adjusted cone tip resistance deˆned by
Idriss and Boulanger (2006) and adopted in this
paper (Eq. (2)).
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