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ABSTRACT

Traffic noise can be classified among the worstdi@cin terms of damage to people’s health and-well
being. The trend of noise pollution modeling valéafsom the smart result of classic regressive r®iae
the performance of many assessment models baseshtirematical expressions, genetic algorithms and
neural networks (of GRNN type, General Regressienrhll Network). A methodological approach for the
guantitative analysis of traffic noise in urbantiegis was proposed in the study. We present arysisabf
the acoustic data measured in the city of Villa&G&vanni (Italy), simultaneous measurement is as&o
levels and vehicle flow and composition were dobDéferent prediction models were compared and a
classification for the best assessment tool inattedysis of the equivalent level of noise Leq wagrg The
results show how the neural network approach pesvizktter performance than the classical solut@ed on
statistical analyses. The GRNN network is beseduiv the simulation of the phenomenon seems anithdo
application in more complex areas, with greateiatity in the traffic patterns, such as the cesesidered.

Keywords: Urban noise, traffic management, genetic algorjtheural networks, GRNN

1. INTRODUCTION traffic noise prediction model. Pamanikabud and
Tansatcha (2003) have also used GIS for analyzing

Traffic noise is considered one of the most invasi  Nighway traffic noise. . . .
A statistical model to estimate road traffic noise

type of noise poIIut|o.n and oﬁen the. most intresof {;\II an urban setting was applied by Calbdoal. (2003).
and has become an issue of immediate concern BCPU  Girianni and Leonardi (2011) proposed an ANFIS nhode
administrations and authorities. The sources dfitra g estimate the traffic noise in urban conditionan
noise are primarily vehicle engines, exhaust system |talian context. An exhaustive discussion on eanhyd
tyre-pavement interaction and aerodynamic friction. recent traffic noise prediction models can be foimthe
Therefore, traffic noise prediction models are péakas  review by Steele (2001).
supports in the design of roads and highways arttién Cammarataet al. (1995) used a neural network
assessment of existing or envisaged changes ifictraf SCheme as a substitute for the linear regressi@adier
noise conditions (Steele, 2001). models and c?jn}pa:crlngdthe_ re_fsultst with some cgss[ca
The researches conducted on noise level predjctionregress've moge's Tfounc sighificant Improvementsn wi

in diff . h led he devel f the use of the neural network. This approach has/sh
In difterent countries, have led to the development 14 pe particularly interesting and was followed difrer

various models. Suksaastl al. (1999) studied a model  aythors (EI Mallawanyet al., 1999; Avsaret al., 2004;

to predict the environmental impact of traffic rolsased  parbat and Nagarnaik, 2008). Gundogeial. (2005)

on two vehicles classes. A road traffic noise prtain and Rahmangt al. (2011) have developed a model by
method for northern European countries was disdusse using a genetic algorithm as optimization method.

by Bendtsen (1999). A noise prediction model bamed In these models, vehicles are mostly classified in
Monte-Carlo approach was proposed by Lam and Tamiwo groups, heavy and light vehicles, occasionaly
(1998). Li et al. (2002) developed a GIS based road three groups, light, medium and heavy vehicles.
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The main objective of this study, which was spdirre Vehicles were classified in the following five
by an infield campaign to measure traffic noisduyimn, categories: Motorcycles (M), Motor Vehicles (MV),
is the development of a General Regression Neuralight Goods Vehicles (LGV), Heavy Goods Vehicles
Networks (GRNN) approach to assess traffic noisee T (HGV) and Buses (B).

approach taken on data led us to classify vehioldive _Table 1 presents the principal traffic parameters and
groups: motor vehicles, light goods vehicles, hegoyd their ranges. _ _ _
vehicles, motorcycles and buses. A correlation analysis was led in order to deteemi

A benchmarking of the proposed neural technique isthe variables which mainly condition the measurege
done by application, as we measured the noisedamel levels and to find the most suitable prediction elod
the urban area of Villa S. Giovanni (Italy) and quared Furthermore, to obtain a model that is able taljote
the results with the output of the neural model ahd theleq, it is necessary for the model to (2003):
some traditional regressive models. 2
e Be simple enough so it can be used by all

2. MATERIALSAND METHODS professionals involved in urban planning and tcaffi

Noise data were recorded at 14 survey sites ¢4 Vil management _ _ .
S. Giovanni. The city was chosen for its territoria * Require only data which can be easily obtained for
characteristics and its geographic location, beihg the noise level forecast
gateway from ltaly to Sicily. Also the area is &t « Incorporate accurate results according to the
center of the project of the Bridge over the Ssraif subjective perception of the noise
Messina. _ _ _ _

We carried out this survey with the following Among the classical regression models, the

objectives: following three ones best fit these characteridbiosgess

«  To measure the equivalent noise levels generated by1977), Garcia and Bernal (1985) and an evolutidh®
the traffic circulating in the principal roads K Department of Transport - CORTN model (Cirianni

« To estimate the noise level with traditional @nd I__eonardi 2011). These models are here briefly
regressive models and with a neural network described:

approach

» To compare the measured values and the predicteg'l' Burgess Model
ones, to verify the applicability of this neural Requires characterizing parameters of the vehicula
technique traffic (veh/hQ, percentage of heavy goods vehig®s

and the half width of the roadwalEq. 1:
The survey sites were chosen on the base of the
traffic flow patterns of the cities, setting thetes

along the route with the highest crossing flows, on M1:iL,=0a;. log(Q)+a ,.pea ;.log(d)# , (1)
u(ban roe_lds, with medium to high traffic and theref
with medium speeds. Garcia and Bernal Model Eq. 2:

These 14 survey sites are at a reasonable distance
from stop signs and intersections so that the &ffe€
acceleration and deceleration of vehicles can beM2L =a,. log(Q)+a ,.pa,.log(2de ,— Vo, ()
considered not relevant on the recordings. Theentéga
recording campaign was led using a Bruel & Kjar
Type 2260 Modular Precision Sound Analyzer. It was
located at a point with a distance of 15 m from the 2.2. An Evolution of the Model CoRTN

closest traffic flow direction and at a height a2 Im From the CoRTN model, developed from the

above ground level. ; .
In order to assess the environmental noise, thePepartment of Transport (UK), the following revised

parameters chosen were: equivalent noise level Leqquatio_n for the cal_culation of Leq is obtain_ed by
percentile levels: L10, L50 and L90, which are the Cirianni and Leonardi (2011), where the half width
parameters adopted by the main Italian Legislab@®,  the roadway d is introduced Eq. 3:

2004 for noise pollution. The measures were carmiad

during day hours, in an interval of time betweef08:  M3:L_=a,. logQ+a ,.log(V+40+500/V.

a.m. and 7:00 p.m. for all the 14 sites, obtaininget 3)
consisting of 154 records. +03.log(15/d)He, pta

where, the average flow spe¥ds introduced.
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Table 1. Principal traffic parameters and their relatedyemn
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Fig. 1. Graphic comparisong, measured-estimated for the three models

where, the considered variables are: flGw(veh/h);
average speed (km/h); composition of the vehicular
traffic (in terms of percentage of heavy vehicléghvan
empty weight greater than 1525kp(%); slope of the

roadG(%). o _ where, Li and Leq,i are respectively the measured a
The models described in the previous paragraphthe calculated noise levels, at time instant .

were calibrated and the coefficients of the equatio Genetic  Algorithms (GA) are used in the

determined by the minimization of the objectivedtion  optimizations. The objective function is multimodaid

Root Mean Square Error: hence was minimized using genetic algorithms.

f =RMSE =
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Table 2. Mathematical formulae of the recalibrated modeth @A Using this procedure, the following expressionsttod

M1: Leq= 10838.log (Q) + 0.127.p+40.69 models were obtained.

M2: Leq= 9565.log (Q) + 0.166.p-0.055.V + 45.081 Figure 1 shows comparisons between the measured

M3: Leq= 10.213 log (Q) + 6.69. log (V + 40+ 500/V ) Leq values and the calculated ones according to the
- 1.544. log (15/d) 0.103. p+44.62 mathematical models.

For M1 and M2 the coefficient relative to the dista dis negligible in ObservingFig. 1, we can see how, even if the

regards to the others correlation coefficient is close to 0.78 for aletmodels,

therefore giving overall a good approximation valie

Table3. Input and output variables evaluation quality is still insufficient, as seema point

INDICATORS Variables to point detail, especially for those values of lwlgjch

Motorcycles M [veh/h] INPUT greatly differ from the average trend.

Motor Vehicles MV [veh/h] To overcome the limits of traditional forecasting

Light Goods Vehicles LGV [veh/h] approaches, we examined the applicability of a aleur

Heavy Goods Vehicles HGV [veh/h] approach for traffic noise forecasting and compated

Bus B [veh/h] results obtained with the classical regression insode

Average speed V [km/h] previously proposed.

Half the width of the track d [m] A Neural Network (ANN) can be seen as a system

Level of acoustic pressure «IdB(A)] OUTPUT which can answer a question or supply an outprey

to an input and is defined from a certain number of
interconnected units of calculation, which operasea
parallel calculation structure and that acquireirthe
knowledge from the experience supplied, that i€ th
transfer function of the network is not programmiedt

is obtained through a process of training with eiogl
data. In other terms the network learns the functiat
ties the output with the input by means of the
presentation of correct examples of input/outpuirspa

GAs is inspired by Darwin's theory about evolution
and are adaptive heuristic search and optimization
algorithms based on the principles of genetics #ed
theory of evolution. GAs is part of the group of
Evolutionary Algorithms (EA).

Much of the terminology used in the GA theory
borrowed from biology such as genes (orbits),
individuals (chromosomes or bit strings) and a -
population of individuals (structures). (Specht, 1.991’ Filhet al., 2004)' .

Researchers have successfully applied GAs to solve Effec_t|vely, for _every input introduced o the
a variety of optimization engineering, scientifieida network, in the learning process, the network sesn

economic problems that can possess mixed continuougu'[pljt_that d|ff_e_rs of a gl_ve& amount from the desired
and/or discrete variables, as well as discontinuemnc output: the training algorlt_hm mpdlflgs some partere
non-convex objective functions of the network in the desired direction. Every tithat

Classical optimization techniques generate adn example is introduced, therefore, the algorifits
deterministic sequence of computation based on thesng.htlyI ]Ehe rﬁ)aranpeyers ?fhthe netwlor.k. toh.the value
gradient or higher-order derivatives of the objexti optimal for the solution of the example: in t 'SW"’e
function. This point-to-point approach has the rigk algorithm tries to please all the e>_<amp|es a Iat!a time.
falling in local optima. GAs search among a In ord.er. that the comparison be satisfying and
distributed population of points and use probatidis CCMPIete, it is necessary to consider the greatoenrof

rather than deterministic transition rules. Therefo analogies with the hypothesis underIying regressiye
611odels and neural approach. These analogies ealbenti

consist of the number of variables on which thensou

A detailed discussion and description of the genet pressure level IS made to depend._As ilustratee, t
algorithm theory and application can be found in independent variables assumed in the regression

Mitchell (1998): Goldberg (1989) and Sivanandam and formulas are generally the vehicular flow, the ager
Deepa (2007). spegd of the flow, the composition of the_ flcam_d, in

The al, a2, .., aparameter of the three equations Particular, the percentage of heavy vehicldsfined,
was determined from the genetic algorithm coded according to the Italian standard as the vehiclik an
Goldberg's algorithm in MATLAB 2008 setting a axis load weight exceeding 3.5 tamsd the half width of
population size with a string length of 80, a coves the roadway; these same indicators were used as inp
probability of 0.001 and a mutation probability@002. data for the achievement of the network.

find the global optimum.
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The neural network GRNN model doesn't require
the predefinition of a functional shape and it de§
directing the formulation from the recorded input,
independently from any preliminary assumptionFig.

2 the scheme of the used GRNN is shown.

The input units supply the network with the
elements of vectorX, vector of which we want to
calculate the corresponding expected value. Suktlesa
are sent to the neurons of the second layer (pattgts).
Every node of the second layer corresponds to an
available set and all together constitute a kinchefmory
of the network.

When a new vector Xs introduced in order to

estimate, Y (X) its distance from every)presents in the
pattern units is calculated and the result is phsse

Sk B through an exponential function of activation
30— exp(D?/2h?) to obtain a vector of equal dimension to
2‘“': the number of examples available, that constitdites
£ 207 "~ [Vt | input for the successive layer (summation units). |
=131 B S R —— correspondence to this layer it is calculated tbalas
103 product between this vector and the weights of the
0.5 — [ Training ser_}——— connections and the result is therefore transmitbetthe
00—+ I I — output units which supply the required estimatee Th
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 used value oh in the examined case is the one that
Smoothing minimizes the RMSE (root mean squared error) in the
Fig. 3. Trend of the RMSE verification phase.

Figure 3 shows the trend of RMSE with the
So the variables (of input and output) charadiegiz ~ variation of the coefficient of smoothiriy
the neural problem are reportedTiable 2 and 3. The creation of example patterns, which enclose th
The chosen network typology for the best analysiscase type of the chosen data, is the most delzsage
of the problem was the General Regression Neuralon the way to obtaining reliable results from treunal
Network (from here on GRNN). The GRNN elaboration.

approximates any function between input and ouamat The available data are grouped by mostly random
is based on the theory of the not linear regreskiothe  criteria in three sets: training-set, verificatiset and
estimation of the function. test-set.

The variable regression of one dependent varigble The first set, preponderant on the other twongai

respect to one independent Y consists in the ciownl the network on the specific problem and for the

of the Y value more probable given X, on the base 0 yetermination of the weights, the second (verifigt
series of pairs (X, ), subject to experimentaloBrr  oqtimates the performance and efficiency of thevork
where X and Ycan be also victorious. In the field of the and definition of the best architecture, lastlyg thst data

identification of systems the dependent vana_ble Y is for the validation of the network once the comstion
corresponds to the exit of the system correspontira :
procedure is completed.

given value X as input.
In order to develop models for the identificatioh

the examined system it is necessary, followingassit 3. RESULTSAND DISCUSSION
regression methodology, to assume a functional eshap
for the relation between the variables, choosirsgtaof The models Table 4) are compared on the

parameters which fit the experimental data. Theiesml following statistic parameters: absolute mean error
of these parameters are calibrated on the assumegtandard deviation of error, correlation coeffitierRoot
function using the values registered in the field. Mean Square Error (RMSE).
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Table 4. Statistic parameters of models and GRNN neuralont

Comparison between models and neural network RMSE Mean error Correlation ~ Standard Deviation
GRNN Neural Network training sets 0.643 0.317 96.9 0.44

Verification set 1.254 1.030 0.904 1.249

Test sets 1.361 1.121 0.874 1.478

All data 0.941 0.514 0.938 0.928

Recalibrated regressive models

Burgess Model - M1 1711 1.404 0.770 1.722
Garcia and Bernal Model - M2 1.667 1.365 0.783 1.678
Revised CoRTN model M3 1.855 1.494 0.767 1.731

Fig. 4. Graphic comparison J, measured-estimated by
the neural model

Figure 4 shows a comparison between the trends of*

measured values and values forecast accordingeto th
neural models. It can be observed that the coresider
neural network succeeds in describing the problem
adequately, in fact, the estimation error on thgpwiuis
contained within acceptable values and, moreover, i
always guarantees a greater precision than albther
considered regressive models.

This fact allows us to affirm that the GRNN is @bl
to predict satisfactorily the equivalent noise leve
generated by vehicle flow in roads.

4. CONCLUSION

The first aim of the study presented was to dedine
analysis of different methodologies for the assesgrof
noise pollution related to road traffic.

The second aim was the development of a traffic
noise prediction model that can be used in traffic
planning, thus researching traffic noise reduction
redesigning traffic patterns and road layout.

An application with the use of classical regressio
models was led, opportunely recalibrating the patans
of the models with the aid of genetic algorithmsl &ime
results obtained compared with those obtained feom
neural network of the GRNN type.

The GRNN model gave the best results in the
analysis, also compared to other kinds of neural
networks (i.e., the MLPMultilayer Layer Perceptrons
network), because:
 The network "learns" in a single step (one pass
learning algorithm) and is in a position to genieel
as soon as it stores in its “memory” the data
available;

////A Science Publications 350

The assessment given is limited by the maximum
and minimum values present in the used
measurements;

There are no problems of convergence to solutions
corresponding to local minimums of the surface of
the errors (as instead happens in the case of Back
propagation);

The version that uses the clustering technique of
the data allows the reduction of the calculation
time and the development of models that adapt in
real time to eventual variations of the systems
which they represent.

The results illustrated in the study show how the
GRNN network approach is best suited to the sirarat
of the phenomenon and for the application in more
complex areas, with greater variability in the ficaf
patterns, such as the case considered.

Undoubtedly, taking into account factors such as
ground type, classification of vehicles, road stefa
reflective surface, would give a more comprehensive
model, at the price of more extensive data recgrdin
campaigns. However, the results of this study imtgic
that the neural model can be applied with satigfyin
results even using the restricted database.
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