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Abstract: In cognitive radio networks, allocation of the sensing du-
ration is of critical importance for efficient spectrum sensing. Conven-
tional optimization of sensing duration is limited in two primary chan-
nels as well as same constant thresholds for all the primary channels.
In this paper, we consider multiple primary channels and formulate the
problem of sensing duration allocation as a convex optimization with
respect to both the sensing durations and detection thresholds. Then,
based on Penalty method and Newton’s method, a searching algorithm
is proposed to obtain the optimal solution. We show via simulation
results that our scheme substantially improves the transmission oppor-
tunity of cognitive user compared with existing ones.
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1 Introduction

Cognitive radio (CR) [1] has been proposed to solve the spectrum scarcity
problem [2] by allowing the secondary users (SUs) to opportunistically access
the vacant spectrums licensed to primary users (PUs). In order to avoid
interfering with primary users, spectrum sensing is a key problem in CR.
Energy detection [3, 4] has been widely applied for spectrum sensing since it
does not require any a priori knowledge of primary signals and has the lowest
complexity.

Besides designing spectrum sensing algorithms, another important prob-
lem on spectrum sensing is the design of the sensing duration. The optimal
sensing time for a single channel, which yields the maximum throughput
of the CR system with energy detector, is discussed in [5]. In [6], optimal
allocation of the sensing time between two channels, which maximizes the
transmission opportunity, is investigated, when two primary channels are
collocated and the total sensing time is given. In [6], the authors assume
that the SU uses the same constant detection threshold for the two primary
channels. This limitation imposed on the optimization parameters results in
non-optimal solution.

In this paper, we focus on optimal allocation of the sensing duration
among primary channels without the constraint that the thresholds of the
detectors are the same constant. The problem is formulated as a joint opti-
mization problem under linear constraints. The convexity of the problem is
verified by proving that the Hessian matrix of the objective function is neg-
ative definite. Then, we propose a searching algorithm combining Penalty
method and Newton’s method to obtain the optimal solution. In the sim-
ulation results, we can observe that the maximum achievable transmission

opportunity is improved.

2 System model

We consider a CR network with a SU and L primary channels. Given a fixed
total sensing duration 7, the SU senses the primary channels sequentially.

L

The time duration allocated for the [th channel is 7, then Y 7, =7. We
=1

assume the states (idle or busy) of the primary channels are independent with

each other. For the [th channel, the binary hypothesis test is formulated as
follows:

H,
r (n) = wi(n), Ol 1=1,2,--Lin=1,2,---,N, (1)
si(n) +wi(n), Hiy

where Hy; and Hp; denote the hypotheses corresponding to the idle state
and the busy state of the Ith channel, and NV; is the number of samples at
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the /th primary channel. 7(n), s;(n) and w;(n) are the nth sample of the
received signal, the PU’s signal and the noise at the /th channel, respectively.
We assume that both s;(n) and w;(n) are independent identically distributed
(i.i.d.) complex Gaussian random variables [4, 5], i.e. s;(n) ~ CN(0, P,), and
wi(n) ~ CN(0,02),1 = 1,2,---, L. The decision rule of the energy detector
at the [th channel is

Hy,
1 N )
Yl:ﬁlznzﬂRl(nN z)\l,lzl,Q,...,L @)
Hy,,

where ); is the threshold. When N, is large enough, Y; can be considered
asymptotically normally distributed with distribution ¥; ~ N(0?,0*/N;) un-
der hypothesis Hy; and Y, ~ N(o?(1 + 7;),0* (1 + 2v)/N;) under Hyy,
where 7, = P;/o? represents the received signal to noise ratio (SNR) at the
Ith channel. Assuming sampling rate is fs, and the sensing duration for the
Ith channel is 77, then we have N; = 7;fs. The probability of false alarm and
detection at the [th channel can be given by

_ g2
Pri(mi, M) =Q (Al - \/Tlfs) (3)

Pyi(m,\) = Q (Wﬁ) (4)

where Q(:) denotes complementary distribution function of the standard
Gaussian.

3 Problem formulation and optimization

The SU’s transmission opportunity is defined as the sum of the probabilities
that the primary channels are idle and no false alarm is generated by the SU.
Let P(Hp;)(l =1,2,---,L) be the probability that the /th primary channel
is not occupied, and the transmission opportunity can be represented by

p(T,A) =Y P(Hou)(1— Ppy) (5)

=1

where 7 = [r, 72+, 7] and A = [A1, A2, -+, Ar]. In CR networks, the
higher the probability of detection, the better the PUs are protected. Thus,
in order to sufficiently protect the PUs, we should maximize the transmission
opportunity with the constraint that the detection probabilities are lower
bounded. Therefore, the optimization problem can be formulated as follow

L
max(rx; p(T,A) =Y P(Hou)(1— Pr,)
; =1
s.t. ZT[ =T (6)
=1
Pyy > Paoy, forl=1,2,---,L
Py <a, forl=1,2,---,L
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where Py; denotes the lower bound of the detection probability at the /th
primary channel. The third constraint P;; < « dictates that each channel
should be able to achieve a minimum opportunistic spectrum utilization,
generally o = 0.5 [3, 6] in CR.

Proposition 1 For a given sensing duration 7; (1 <1 < L), transmission op-
portunity is a decreasing function with respect to Py; (1 <1 < L).

Proof Combining (3) and (4) and eliminating A\; (1 <[ < L), we can obtain
that

P =QQ (Pa)(1+7) +vnfs), 1<I<L (7)
Since Q(x) and Q~!(z) are both decreasing functions, Py, increases with
the increase of Py;. Therefore, according to (5) and (7), the transmission
opportunity is a decreasing function with respect to Py ;. ®
From proposition 1, we can obtain that the maximum transmission op-
portunity can be achieved when P;; = Py, forl=1,2,---, L. In this case,
according to (4), the thresholds can be given by

No=Q NPy (L +v)o?/VTfs + (14 7)o (8)

here, we can observe that )\; is a function with respect to 7, Py, and 7,
rather than a constant as in [6]. We can obtain the optimal thresholds by
finding the optimal 7, (1 <1 < L). Constituting (8) into (3), Py; can be
rewritten as

Ppi=Q(Q " (Paot) (L + ) + VT fs) (9)
Combining (9) and the third constraint in (6), we have

U ZTmin,la(l = 1727"'=L) (10)

where Tiing = [Q 1 (Paoy)(1 + )/ (fyl\/ﬁ)]z, which is the minimum sensing
duration to satisfy the third constraint in (6). Thus, to guarantee the feasible
set is nonempty, the value of 7 should meet the following requirement

L
T > Z'rmin,l (11)
=1

From the analysis above, we can rewrite (6) as

L
max, p(7) =Y P(Ho)[l - Q(Q " (Paos)(1 + %) + nv7fs)]

TlZTmin,lalzlaza"'aL

Proposition 2 The optimization problem in (12) is a convex optimization
problem.

Proof Firstly we prove the objective function is concave. The Hessian matrix
of p(7) can be calculated as

o°p(r) 9*p(r)  *p(r)
0

VQ =di ) P
p(7) 1y T2 or2 87’%

(13)
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where diag[-] represents diagonal matrix, and %27—, l=1,2,---, L denotes

the second order partial derivative of the obJectlve function with respect to

7;. In order to decide whether T‘r(r) is positive or negative, we compute the
1

partial derivative by

ag(;l-) = P(QIO’/—lZ)ZlT;/ﬁ exp [—% (Q_I(Pdo,l)(l + %)+ M) 2] (14)

In (14), it is easy to see that \/— and exp [——(Q_I(Pdo,l)(l +v) + fyl\/nfs)z}
Ip(T)
T

are both decreasing function of 7, so decreases with an increase of 7,

that is %}) < 0. Therefore, we can obtain that the Hessian matrix is
negative delﬁnite, and the objective function is concave [7]. Furthermore,
since the constraints are all linear, (12) is a convex optimization problem. m

In the light of proposition 2, we can obtain that there are a unique group
of 7, 70,--, 7, to maximize the transmission opportunity, and the optimal
thresholds can be found by constituting 71, 7, - - -, 71, into (8). The optimiza-
tion problem can be solved by many existing methods, such as Interior point
method, Barrier method and Penalty method [7]. In the following, we propose
a searching algorithm combining Penalty method and Newton’s method.

2
L
Define the Penalty function f(7) = [max{0, 7y min — 7 }]> + (Z T — 7') , and
=1

the feasible set S = {‘r

L
27—1 =T,T] szin,lal:1727"'7L}'
=1

1. Set k=0, choose a starting point 7*) = [Tl(k), . (k)] € S. Set n=0, and
initialize penalty coefficient d,,, multiplying factor c(> 1), and tolerance
e(>0).

2. Solve the optimization problem min F'(7) = —p(7) + 0, f(7) by Newton’s
method:

a) Compute the gradient VF(7®*)) and the inverse of Hessian matrix
V2F (k)1

) If HVF k) H e, break and go to step 3; else let
d=-V*F(r IVF(T(k)) go to step (c);

¢) Update: k=Fk+ 1,70 =7(E=1 £ d, go to step (a).

3. If 5, f (M) < ¢, stop and the optimal solution is 7(); else let n = n + 1,
On = C0p_1, O to step 2.

350



E L ectronics
E X press

© |EICE 2011

DOI: 10.1587/elex.8.346
Received January 18, 2011
Accepted February 22, 2011
Published March 25, 2011

IEICE Electronics Express, Vol.8, No.6, 346-352

4 Simulation results

In this section, Simulation results will be presented. Firstly, in figure 1, we
plot the optimal transmission opportunity versus L. The total sensing time
7 is 15ms. For each primary channel [, we set 7, = —12dB, P (Hp;) = 0.8,
and Pyy; = 0.9. It can be seen that the optimal transmission opportunity
increases with L. However, the improvement reduces when the number of
primary channels is getting larger due to the decreasing of the value range of
sensing duration for each primary channel.

In order to make comparison with Kim’s work, we consider I. = 2 primary
channels, with the total sensing time as 7 = 15ms. two scenarios are taken
into account: 1) v = —8dB, 72 = —12dB, P(Hp;) = 0.8(l = 1,2), and
Pioy = 0.9(1=1,2); 2) vy = —12dB(l = 1,2), P(Hp 1) = 0.2, P(Hps) = 0.8,
and Pyo; = 0.9(I = 1,2). Figure 2 plots the transmission opportunity against
71. From figure 2, we can see that the optimal transmission opportunities

are 1.599 and 1.277 in scenario 1 and 2, respectively, which are larger than
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Fig. 1. Optimal transmission opportunity versus L : v; =
—12dB, P(Hy;) = 0.8, and Py, = 0.9
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Fig. 2. Transmission opportunity versus sensing time for
the first primary channel
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that Kim obtains in [6]. Moreover, as indicated in (8), the thresholds at
the two channels vary with 71. The optimal thresholds are \; = 1.157502
and Ay = 1.062702 in scenario 1, and A\; = 1.06310% and Ay = 1.062607 in
scenario 2, while Kim sets A\; = Ao = 1.031502 all the time. In addition,
since 71 and 79 have lower bounds, the value range of 7 is smaller than the
interval [0, 15].

5 Conclusion

Given a fixed total sensing duration, the optimal allocation of the sensing
time for maximizing the transmission opportunities of a CR network with
multiple primary channels is obtained in this paper. The simulation results
show that the achievable optimal transmission opportunity of our allocation
is apparently larger than that in the existing literature.
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