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Abstract: This paper proposes an effective memory system of depth
data to reduce the bandwidth requirement from the external memory
for low-power 3D rendering processors. For this purpose, we propose
an escape count buffer that contains information about the data size for
each compressed depth block. Compared to the previous scheme, ex-
perimental results show that this approach reduces the memory band-
width requirements up to 44%.
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1 Introduction

The problem of memory bandwidth is one of the most important research
topics that seeks to improve the performance of graphics processing units
(GPU’s) [1]. In case of mobile GPU’s where hardware resources are severely
restricted, it is more difficult to compensate the performance degradation
due to limited memory bandwidth. In order to address this problem, many
research studies, based on cache memory and lossless data compression, have
been proposed.

The external memory of general GPUs consists of texture memory and
frame memory that store the texture data and the pixel data (depth and
color data), separately. The high temporal locality of the texture data, due
to its repeated access patterns, enables the texture cache to effectively reduce
the memory bandwidth requirement. However, in the case of pixel data, the
spatial locality is too low to address the memory bandwidth problem using
only cache memories.

Lossless data compression schemes have been applied to reduce the mem-
ory bandwidth requirement for depth data [2, 3, 4]. Depth data blocks, with
a fixed square size, are encoded using a DDPCM algorithm and the encoded
block data are stored in the external memory. In [2, 3], the compressed block
are classified into three levels—uncompressed, poorly-compressed, and well-
compressed—and are stored in the external memory. With this scheme, in
the case that the variance of the compression ratios of the block data is high,
a large amount of memory access to empty space could occur.

In this paper, a new compressed memory system is proposed to reduce
the bandwidth requirement from the external memory by controlling the
data transaction size of the compressed block data. By using an escape
count buffer to store the compression levels of the depth data block, the
data transaction size for the external memory access could be accurately
controlled. According to the experimental results, the proposed scheme could
reduce the external memory requirement by 44%.

2 DDPCM

Differential Differential Pulse Code Modulation (DDPCM) [2] is suitable for
two-dimensional data compression by conducting a DPCM algorithm twice
along the horizontal (x) and vertical (y) axes, respectively. After applying
DDPCM, the final result consists of one original depth data, two delta values,
and correction terms. Correction terms are entropy-encoded and then the
results are stored in the code block and the data block. If pixels lie on one
plane, correction terms are entropy-encoded to 00, 01, and 10. If pixels lie
on more than one plane, correction terms are entropy-encoded to 11. This
value or pixel is known as the escape value. The escape value is stored in
data block. The number of escape values, referred to as the escape count, is
used as the compression ratio level.

In the case of the 8 × 8 block compression, the escape count could be
maximally 61 when none of the correction terms could be compressed. If a
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depth is assumed to 16 bits, the compressed block size could be minimally
172 (= 1 ∗ 16 + 2 ∗ 17 + 61 ∗ 2) bits and maximally 1024 bits. The original
data size of the 8×8 block is 1024 bits and the compressed data size is larger
than the original data size when the escape count is 60 or 61, so that the
maximum size of the compressed block would be 1024 bits.

In [2, 3], according to the compression ratio, the data transaction of
the compressed data to the external memory is classified into the follow-
ing three modes: uncompressed (compressed data size > original data size),
poorly-compressed (compressed data size > 1/2 ∗ original data size), and
well-compressed (compressed data size > 1/4 ∗ original data size). The
mode of each depth block is specified with 2 bits and stored in the inter-
nal SRAM. Therefore, the bit size of the internal SRAM shall be twice that
of the number of depth blocks in the screen resolution. Since the ATI ap-
proach supports only three storage modes, unnecessary memory access to the
empty space could degrade the memory system performance in the case that
the variance of the compression ratios of the block data is high.

The last mode is used to support the fast depth buffer clear. In traditional
GPU, the depth buffer clear initializes the depth buffer for each frame, which
is accompanied by a large number of accesses to the external memory. In
the case of the ATI’s approach, this is performed by simply setting the mode
for each depth block of the internal SRAM into the last mode without any
access from the external memory.

3 Proposed architecture

In this paper, a new compressed memory system is proposed to reduce the
external memory bandwidth requirement by accurate calculation of the mem-
ory transaction size of the compressed depth data. Fig. 1 illustrates the
proposed architecture, which consists of an ECB (escape count buffer), an
ECB controller, a bus transaction controller, a compression unit, and a de-
compression unit. Instead of allocating 2 bits representing four modes in the
ATI approach, we allow storage of the escape count into the ECB. That is,
the ECB is a 2D array used to store the escape count of each depth block
data. Therefore, similar to the ATI approach, the depth buffer clear can be
performed by initializing the ECB without any access to the external DRAM.

The rendering process of Fig. 1 is as follows. The textured fragment is
generated during the rasterization stage. In the depth read step, the depth
value is retrieved from the depth cache and is, then, compared with that of
the current textured fragment in the depth test step. If the depth test fails,
that is, the current fragment is obscured by the previously drawn pixel, then
the current fragment is excluded from the pipeline. Otherwise, the depth
value of the current textured fragment is written into the depth cache in the
depth write step. After that, the color blending step is carried out.

The processing flow of the proposed architecture is as follows. First, when
the cache miss occurs during the depth read step, the current depth block in
the cache is stored in the missed block buffer and an address of the missed
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Fig. 1. Proposed Architecture

depth block is sent to the ECB controller for writing back. At the same time,
the ECB controller reads the escape count of the requested depth block from
the ECB, with which the size of the compressed data is calculated. With this
size information, the transaction control unit issues the memory transaction,
so that the compressed data, with the exact size, is retrieved from the external
DRAM and is, then, sent to the decompression unit. With the compressed
data retrieved from the external DRAM and its escape count retrieved from
the ECB, the decompression unit restores the orignal block data to the depth
cache. After processing the requested data, the missed cache block data in
the missed block buffer is compressed. Finally, the compressed data for the
cache missed depth block are written back to the depth buffer through the
transaction control unit. At the same time, escape count of compressed block
is updated into the ECB through the ECB controller.

4 Simulation and results

In order to evaluate the performance of the proposed scheme, we selected two
test benches from real application programs. The test benches are Quake 3
from id Software and Unreal Tournament 2004 by Epic Games. For each
test bench, 100 frames are simulated and their averages are provided. The
depth buffer access patterns have been constructed using Meas3D supporting
OpenGL with a 16 bit depth. The depth cache is assumed to be a 16 KB
direct mapped cache with 128 entries of an 8 × 8 block size. Additionally, it
is assumed that each test bench is processed at 30 frames per sec under VGA
(640 by 480) and SVGA (800 by 600) screen resultions, and the buffer clear
is performed at 30 Hz.

Experimental results are shown in Table I. We compare the proposed
scheme with a no compression scheme, a compression scheme, and an ATI
approach. In the no compression scheme, the uncompressed depth block is
accessed from the external DRAM, while the compression scheme, the ATI
approach, and the proposed scheme can store the compressed depth data into
the external DRAM.
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Table I. Bandwidth Requirements (MBytes/sec)

The memory accesses can be generated by the write, the read, and the
buffer clear operations. In the case of the write operation, through a pro-
cess of compression, the exact size of a compressed block can be calculated,
which will be written to the depth buffer. Therefore, in both the compres-
sion scheme and the ATI approach, the memory bandwidth requirement for
writing each compressed block into the external DRAM equals the size of the
compressed block itself. In the proposed scheme, because the escape count is
stored into the internal SRAM, the memory bandwidth requirement for each
compressed block is slightly decreased compared to the compression scheme
and the ATI approach.

In the case of the read operation, the compression scheme would perform
the read operation twice. The first time it is used to retrieve a fixed length
size of the compressed data and the second time it is used to retrieve a
variable length data of which the size is calculated with the escape count
obtained when the first read operation is being conducted. If the escape
count is zero, there is no need to perform the second read operation. In the
ATI approach, a fixed length size of the compressed depth data is retrieved
according to the three modes described in Section 2. Meanwhile, the exact
size of the compressed data can be retrieved in the proposed scheme.

For the buffer clear operation, the depth buffer in the external DRAM
should be initialized for each frame for the no compression scheme and the
compression scheme. However, the ATI approach and the proposed scheme
can achieve faster buffer clear for each depth block by initializing the mode
bits and escape count buffer contents, respectively.

According to the experimental results shown in Table I, compared to the
compression scheme, the proposed scheme could reduce the memory band-
width requirement by about 44% and 27%, for the Quake 3 and the UT2004
test benches, respectively. Compared to the ATI approach, the proposed
scheme could reduce the memory bandwidth requirement by about 16% and
17% for the Quake 3 and the UT2004 test benches, respectively.

The proposed scheme uses a total of 19.29 KB SRAM, of which 3.29 KB
is used for the escape count buffer and 16 KB is used for the depth cache.
For the ATI approach, 17.3 KB SRAM is used for the depth cache and the
depth block mode storage. Therefore, the proposed scheme requires a larger
SRAM than the ATI scheme, by only 11%.c© IEICE 2011
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5 Conclusion

In this paper, a new compression scheme is proposed and performance evalua-
tion results are provided to improve the external memory access performance
by using ECB. The proposed scheme could reduce the bandwidth require-
ment of the external memory access by about 17% compared to the ATI
approach.
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