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ABSTRACT 

 
This paper suggests a ratio-cum-product estimator of finite population mean using a correlation coefficient between 
study variate and auxiliary variate in stratified random sampling. Bias and mean squared expressions of the 
suggested estimator are derived and compared with combined ratio estimator and several other estimators 
considered by Kadilar and Cingi (2003). An empirical study is also carried out to examine the performance of the 
proposed estimator.  
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1 INTRODUCTION  
 
Auxiliary information is often used to improve the efficiency of estimators. Ratio, product, and regression methods 
of estimation are good examples of this context. When the correlation coefficient between the study variate and 
auxiliary variate is positive (high), ratio type estimators are used. On the other hand, if this correlation is negative, 
product type estimators are used. In the recent past, ratio-cum-product estimators have drawn the attention of 
researchers, see Singh and Ruiz Espejo (2003) and Singh and Tailor (2005). This encouraged the author to make an 
attempt to study the behavior of ratio-cum-product estimators. Sisodia and Dwivedi (1981) have used the coefficient 
of the variation of auxiliary variate in constructing a ratio type estimator in simple random sampling. Upadhyaya 
and Singh (1999) used information on the coefficient of kurtosis and coefficient of variation whereas Singh et al. 
(2004) used only the coefficient of kurtosis for estimating the population mean. Singh and Tailor (2003) utilized 
information on the correlation coefficient between study variate and auxiliary variate. Kadilar and Cingi (2003) 
defined various ratio type estimators in stratified random sampling.  
 
Tailor and Singh (2005) proposed a ratio-cum-product estimator by using a coefficient of variation. This led the 
author to suggest a modified ratio-cum-product estimator for estimating the population  mean using the correlation 
coefficient in stratified random sampling.  
 
Let ),...,,( 21 NUUUU =  be a finite population of size N, which is divided into k homogeneous strata of size 

hN  (h = 1,2…,k). A sample of size hn is drawn from each stratum using simple random sampling without 
replacement.  
 
Let y be the study variate taking values hiy ( thi  observation from hth stratum), and similarly, let hix  be the 

auxiliary variate taking values hix . Let h

k

1h
hst yWy ∑

=

= and h

k

1h
hst xWx ∑

=

=  be the unbiased estimators of the 

population mean Y and X  of the study variate and auxiliary variate respectively,  
 
where   

)N/N(W hh =   is the weight of  thh   stratum,   

 ∑
=

=
hn

1j
hjhh y)n/1(y    is the sample mean of the study variate y for thh  stratum, and  
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∑
=

=
hn

1j
hjhh x)n/1(x    is the sample mean of the auxiliary variate x  for the thh  stratum. 

The combined ratio and product estimators for population mean Y  respectively are   

 )x/X(yŶ ststRST =         (1) 

)X/x(yŶ ststPST =         (2) 
The mean squared error (MSE) expressions of the combined ratio and product estimators up to the first degree of 
approximation are  
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2
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22
yhh
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2
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=
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where  
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2
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Sisodia and Dwivedi (1981) suggested a ratio estimator of population mean Y  using the coefficient of variation 
)(Cx of auxiliary variate as  

 [ ])Cx/()CX(yŶ xx1 ++=        (5) 
 
Here, ( ,x y ) are the sample means for (x, y).    

Singh et al. (2004) proposed another ratio estimator for Y , using the coefficient of kurtosis )x(2β  of auxiliary 
variate x as   

 [ ](x))βx/((x))βX(yŶ 222 ++=   .      (6) 
 
Upadhyaya and Singh (1999) suggested two estimators using information on the coefficient of variation xC and the 

coefficient of kurtosis )(2 xβ for Y  as  

[ ])C(x)βx/()C(x)βX(yŶ x2x23 ++=  ,     (7) 
and   

 [ ](x))βCx/((x))βCX(yŶ 2x2x4 ++= .             (8) 
 

Singh and Tailor (2003) defined a modified ratio estimator of Y  using the yxρ , correlation coefficient between 
study variate and auxiliary variate as  

 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

ρ+

ρ+
=

xy

xy
5 x

X
yŶ .        (9) 

Kadilar and Cingi (2003) defined 1Ŷ , 2Ŷ , 3Ŷ , and 4Ŷ  in a stratified random sampling respectively as  
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Tailor et al. (2008) have given 5Ŷ    in stratified random sampling as   
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To the first degree of approximation, the mean squared errors of 1STŶ , 2STŶ , 3STŶ , 4STŶ and 5STŶ  respectively are  
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2 PROPOSED RATIO ESTIMATOR 
 
Assuming that the correlation coefficient yxhρ  between y and x in the thh   stratum is known for all strata, the 
proposed ratio-cum-product estimator is  
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[ ]6ST5STstT Ŷ)1(ŶyŶ α−+α=   
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hst6ST  is proposed by Tailor et al. (2008). 

Here α  is a suitably chosen scalar. We note that for α =1, TŶ reduces to the estimator 5STŶ while for α =0, it 

reduces to the estimator .Ŷ 5ST  

It is to be mentioned that if the scalar α  closes to unity, the ratio estimator 5STŶ is to be used, whereas 6STŶ is 
used when α  is closer to ‘zero’.  

To obtain the bias and mean squared error of TŶ  let )e1(Yy 0st +=  and )e1(Yx 1st += , 

such that 0)e(E)e(E 10 ==  and 2
yh

k

1h
h

2
h2

2
0 SW

Y
1)e(E ∑

=
γ= , 2

xh

k

1h
h

2
h2

2
1 SW

X
1)e(E ∑

=
γ=   

and yxh

k

1h
h

2
h10 SW

XY
1)ee(E ∑

=
γ= . 

Expressing (20) in terms of ie         
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We now assume that 1eλ <1 so that we may expand 1
1 )e1( −λ+  as a series in powers of 1eλ . To the first degree 

of approximation, the bias and mean squared error of the proposed estimator TŶ  are    
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2.1 Estimator at optimum α   
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By the substitution of α  in (20) we get the asymptotically optimum estimator (AOE) for Y  as  
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Substituting the value of α  in (23), the minimum mean squared error of TŶ  MSE(  )Ŷof )opt(
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2
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2
h SγW  , which is equivalent to the variance of the regression estimator in stratified random sampling.  

When α  is not known, then it is advisable to estimate )opt(α  from the sample data at hand. 
 
3 EFFICIENCY COMPARISONS 
 
The variance of the unbiased estimator sty   in stratified random sampling is   
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(vi)  )Ŷ(MSE T  < )Ŷ(MSE 3ST  if  
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(viii) )Ŷ(MSE T  < )Ŷ(MSE 5ST  if  
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4 EMPIRICAL STUDY 
 
For empirical study, we used the data given in Kadilar and Cingi (2003).  
 
Table 1. Data Statistics 

854N =  106N1 =  106N2 =  94N3 =  171N4 =  204N5 =  173N6 =  
140n =  9n 1 =  17n2 =  38n3 = 67n4 = 7n5 = 2n6 =  

37600X =  24375X1 =  27421X2 =  72409X3 = 74365X4 =  26441X5 =  9844X6 =  
2930Y =  1536Y1 =  2212Y2 =  9384Y3 =  5588Y4 =  967Y5 =  404Y6 =  
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07.312x =β  71.251x =β  57.342x =β

 
14.263x =β 60.974x =β  47.275x =β  10.286x =β  

84.195y =β  02.2C 1x =  10.2C 2x =  22.2C 3x = 84.3C 4x =  72.1C 5x =  91.1C 6x =  
85.3Cx =  18.4C 1y =  22.5C 2y =  19.3C 3y = 13.5C 4y =  47.2C 5y =  34.2C 6y =  
84.5Cy =   49189S 1x =  57461S 2x =

 
160757S 3x =

  
285603S 4x = 45403S 5x =  18794S 6x =

 
144794Sx =  6425S 1y =  11552S 2y =

 
29907S 3y =

 
28643S 4y =  2390S 5y = 946S 6y =  

17106Sy =  82.01 =ρ  86.02 =ρ  90.03 =ρ  99.04 =ρ  71.05 =ρ  89.06 =ρ  
92.0=ρ  102.01 =γ  049.02 =γ  016.03 =γ  009.04 =γ  138.05 =γ  006.06 =γ  
975.0=χ  015.02

1 =ω  015.02
2 =ω  012.02

3 =ω 04.02
4 =ω  057.02

5 =ω  041.02
6 =ω  

 
 

Table 2.  Mean Squared Errors of sty , RSTŶ , PSTŶ , 1STŶ , 2STŶ , 3STŶ , 4STŶ , 5STŶ , 6STŶ and TŶ .  
Estimators Mean Squared Errors 

sty  673477.70 

RSTŶ    212047.28 

PSTŶ  1833176.29 

1STŶ    212082.02 

2STŶ    212206.41 

3STŶ   289586.67 

4STŶ    206287.38 

5STŶ    212077.45 

6STŶ  
182349.98 

TŶ at optimum 
=α 1.085 

  202122.07 

 

Table 2 shows that the suggested estimator TŶ has the lowest mean squared error, i.e., it is more efficient (with 

substantial gain) than the usual unbiased estimator sty , the combined ratio estimator RSTŶ , the combined product 

estimator PSTŶ , the estimators proposed by Kadilar and Cingi (2003) )4to1i(ŶSTi = , and the Tailor et al. 

(2008) estimators 5STŶ  and 6STŶ  . Thus the proposed estimator TŶ is recommended for use in practice.  
 
5 ACKNOWLEDGEMENT 
 
The author is thankful to the referee for his valuable suggestions regarding the improvement of the paper.   
 

 
6 REFERENCES 

 
Kadilar, C. & Cingi, H. (2003) Ratio estimators in stratified random sampling. Biometrical Journal 45(2): 218-225.  

Data Science Journal, Volume 8, 24 September 2009

188



 
Singh, H.P. &Tailor, R. (2003) Use of known correlation coefficient in estimating the finite population mean. 
Statistics in Transition 6 (4): 555-560. 
 
Singh, H.P. & Ruiz, E.(2003) On linear regression and ratio-product estimation of a finite population mean. The 
Statistician 52, 59-67. 
 
Singh, H.P., Tailor, R, Tailor, R., & Kakran, (2004) An Improved Estimator of population Mean Using Power 
Transformation. Jour. Ind. Soc. Agril. Statist. 58(2), 223-230. 
 
Singh, H.P. & Tailor, R. (2005) Estimation of finite population mean with known coefficient of variation of an 
auxiliary character. Statistica, anna LXV,n.3, 302-313. 
 
Sisodia, B.V.S. & Dwivedi, V.K. (1981) A modified ratio estimator using coefficient of variation of auxiliary 
variable. Jour. Ind. Soc. Agri. Stat., 33(1), 13-18.  
 
Tailor, R. Singh, V.P., & Tailor, R. (2008) Some ratio estimators of finite population mean in stratified random 
sampling. Submitted to Jour. Ind. Soc. Agril. Statist. 
 
Upadhyaya, L.N. & Singh, H.P. (1999). Use of transformed auxiliary variable in estimating the finite population 
mean.  Biometrical Jour. 41(5), 627-636. 
 
 

(Article history: Received 24 February 2009, Accepted 8 May 2009, Available online 6 June 2009) 

Data Science Journal, Volume 8, 24 September 2009

189


