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Abstract: A fundamental study on a digital-data-preservation sys-
tem featuring a LED-light computer tomography (CT) was successfully
performed. With this system, 17 x 17 x 17-bit test data (recorded by
femtosecond laser in a 5-mm-thick, flat synthetic fused silica sample) is
extracted from 27 projections at different angles. The results of anneal-
ing tests at 973K (700°C) and 1173 K (900°C) imply that the system
has the potential for achieving archival lifetime of over one-hundred-
thousand years at room temperature. The storage density could be as
large as 16.6 Mbytes/cm? if bit pitch is minimized to 10 um.
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1 Introduction

In recent years, most data has been created in digital format. However, the
lifetime of current digital storage is much shorter than that of ancient records
(such as cuneiform characters written on a clay board)—which have already
been preserved for 5,000 years. The limited lifetime of digital storage provides
problems, such as data migration, for permanent preservation [1]. Even if the
lifetime of data becomes longer as technology progresses (for example, [2]),
reconstruction of driver hardware as well as precise control of ambient storage
conditions will be major problems. An innovative digital-storage system for
preserving historically important data resources is therefore indispensable.
The system should provide data with an extremely long archival lifetime
(namely, at least ten thousand years) with a thermally and chemically stable
storage material and a simple, easily reconstructible driver.

In the present study, a promising candidate for such a digital-storage
system was investigated. That is, LED-light computer tomography (CT) was
developed and combined with microscopic modification in solid materials by
femtosecond laser [3, 4].

2 LED-light computer tomography

Figure 1 (a) show the experimental system for LED-light CT, which can take
a “parallel-projection image” of a sample at different angles. This system
consists of a parallel-lighting unit, a sample holder, a post optical unit, and
a 2k x 2k-pixel, 16-bit monochrome cooled CCD camera with a wide-band
color filter. The parallel-lighting unit (which consists of a white LED-light,
a pin hole, and a collimator lens) provides parallel light to the sample. The
low-power visible light from the LED is useful for avoiding damage to the
stored data. The angle between the parallel light beam and the sample can
be changed by rotating the sample holder. It should be noted that no high-
speed sample rotation is necessary (like a conventional optical driver); only
setting it at different angles is necessary.

The post optical unit (which consists of two lenses and a pinhole forming a
telecentric optical system) is placed between the sample and the cooled CCD
camera. Image magnification, which was set to x2.5, can be set by changing
the ratio of the focal length of the two lenses. The 16-bit cooled CCD camera
can take a two-dimensional projection of a sample at a resolution of 2048 x
2048 pixels, each with 65,536 gradations (16-bit depth). A 400-500-nm, wide-
band-pass color filter attached in front of the CCD camera reduces chromatic
aberration of the lens and sample.

Test data were recorded in 30 x 30 x 5-mm, non-doped synthetic fused
silica as 17 x 17 x 17bits in a 1.6-mm? volume at the center of the sample
by microscopic refraction-index modification with a femtosecond laser by
Namiki Precision Jewel Co., Ltd.. A 50-pm cubic volume with a pitch of
100 pm expresses a data bit as 1 if the refraction index is slightly modified
or 0 if it is unmodified.

The parallel beam projections enable simple image processing for the de-
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veloped CT compared with fan- or cone-beam projections for X-ray CT [5].
However, the use of visible light produces inherent problems. That is, dif-
fused light in the recorded area significantly degrades the contrast of a pro-
jected image, and the refraction that occurs at the surface of the flat sample
causes one-dimensional resizing in the x-axis direction of the projected im-
ages. This diffused-light problem is solved by placing a telecentric optical
system between the sample and the cooled CCD camera.

The system removes light diffused by the recorded dots inside the sample
so that a projection image is formed at the CCD camera only by parallel
light. The one-dimensional resizing of the projected image is corrected af-
ter adjusting the shift of the projected image by using an alignment pattern
recorded inside the sample. The image shift is mainly due to setting error
of the center of the sample in relation to the axis of rotation in the sample
holder. Figure 1 (b) schematically explains the one-dimensional resizing in
the x-axis direction, where P;j and P..q are respectively the desired parallel-
beam projection image and the projection image taken by the CCD camera.
The one-dimensional resizing factor, m (i.e., (X-width of Pceq)/(X-width of
Pj)), see Fig. 1(b), can be corrected by image processing based on the fol-
lowing equation,

m = cos b,/ cosb; (1)

where 0; and 0, are rotational angle of the inside of the sample and that of
the outside of the sample (in air). The relationship between angles 6; and 6,
with refraction index, n, is expressed by Snell’s law as

n =sinf,/sinb; (2)

Once a set of corrected projection images is prepared, cross-sectional im-

Color filter,

PTeatlece;ptrilc-tylt:)e 16-bit cooled
v . ost optical system CCD camera
Lighting unit Pinhole \

(White LED+Pinhole)

2” [

Collimator lens
D:40mm f:100mm

(a) LED-light computer tomography system

D:40mm f:100mm D:40mm f:250mm

Sample

(b) Cross-section of a sample

Fig. 1. Experimental equipment for LED-light CT
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ages of any layer (on the x-z plane) at different y-axis values can be re-
constructed simply by applying a logarithmic transformation and an inverse
Radon transformation (filtered back projection).

Figure 2 shows examples of reconstructed cross-sectional images on two
different layers calculated from 27 projection images of a 17 x 17 x 17-bit
synthetic-fused-silica sample. Angle 6, is set according to Eq. (2) so that
internal angle 6; is changed from —39 to +39 degrees in steps of three de-
grees. The projection images (P..q), the writing patterns, and the images
reconstructed by the proposed CT are shown in the figure.
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Fig. 2. Examples of writing patterns and their recon-
structed images

3 Potential of lifetime and storage density

The archival lifetime of data stored by the developed system was examined
by estimating the time, 7, when bit contrast on the projection image (at
0, = 0) is degraded by 1dB. (Although there may be a room for discussion
on the definition of the lifetime, the above definition is used in this paper.)
It should be noted that the measured signal of bit contrast versus noise
is 30.3dB. Under the assumption that the Arrhenius equation holds, 7 is

expressed as
T = Aexp (E./kT) (3)
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where A, E,, k, and T are an arbitary constant, activation energy, Boltz-
mann’s constant, and absolute temperature, respectively. From Eq. (3), acti-
vation energy and archival lifetime at a given temperature can be expressed
in terms of archival lifetimes 71 and 79 at temperatures 77 and 15 as

In (11/72) }
1Ty — 1T,

e (I S

Archival lifetime at room temperature is derived from Egs. (4) and (5)

B, = {k (4)

and

with parameters obtained from annealing experiments on a sample at 973 K
(700°C) and 1173 K (900°C).

As shown by the Arrhenius plot in Fig. 3, archival lifetime at 300 K (27°C)
is obtained from 71, 0.74 hours, at 77, 973K (700°C), and 79, 0.15 hours, at
Ty, 1173 K (900°C), as 9.75x 108 hours (111,000 years). If 3-dB degradation is
allowed, the lifetime becomes as long as 2.79 x 10'2 hours (319-million years),
where 71, 3.53 hour, at 77, 973K (700°C), and 79, 0.44 hour, at T, 1173 K
(900°C).
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Fig. 3. Arrhenius plot for 1-dB and 3-dB degradation of
bit contrast of projection image

The potential of storage density was examined next. The size of a bit
recorded by focused femtosecond laser could be smaller, namely, 400 nm [4],
so adjacent bit pitch can be minimized to 800 nm if the mechanical stage
allows such precision. The use of bit space smaller than the coherent length
of LED light, however, will deteriorate projection images by interference of
the scattered light at the adjacent bits. The bit pitch (bit size 4 bit space)
will be restricted around 10 um since the coherent length of LED light is in
the range of a few micrometers [6]. Numbers of layers enabled by the CT
compensates above restriction.
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The maximum number of layers can be estimated as follows. The contrast
of a projected image of bits, C'(n), is expressed as I(1—t"), where I, t, and n
are the signal intensity of a pixel when the LED light goes through the storage
material directly, the attenuation rate with a single modified area (bit ‘1’),
and the number of ‘1’ bits along the z-axis. Contrast, C'(n), increases as
n increases, while the difference in the contrast, A(n), which is expressed
as C(n) — C(n — 1), decreases. The minimum value of the difference of the
contrast, Apin, 18

Apin = A (n_max)
= C (n-max) — (n-max —1) (6)
-7 (t(n_max—l) _ tn_max)

where n_max (the value of n when all the bits are ‘1’) equals the number of
layers. While the value of the noise of the contrast, N(n_max), is

N (n-max) = C' (n_-max) /r
=T(1—¢""))r (7)

where 7 is the signal-to-noise ratio of the total system. From Egs. (6) and
(7), n-max, which satisfies Api, > N(n_max), is derived as
—In(r/t —r+1)

n_max < ln(t) (8)

In Eq. (8), n_max approaches its upper limit, r, as t approaches one.
According to measurement, ¢ can be approximately expressed as e 0-008¢,
where d (um) is the thickness of a ‘1’ bit. Therefore, as far as r is constant,
thinner d gives larger n_max. For example, a number of layers of 26 is
derived from Eq. (8) under the assumption of d of 1 um (¢ = 0.99) and r
of 29.2, which corresponds to 29.3dB (= 20log29.2), which is 1dB (aging
degradation) lower than the signal-to-noise ratio of the experimental system.
Note that d of 1 ym and ¢ of 0.99 are both acceptable for laser modification [4]
and detection of single-bit contrast by using a 16-bit, cooled CCD camera.

The resultant storage density is 16.6 Mbyte/cm?, when 26 layers of 1024 x
1024 bits are stored with a 10-pm pitch inside a 14 x 14 x 1-mm media. The
storage density is not the first priority, but increase of the signal to noise
ratio, r, of the CT system is one of our future challenges.

4 Summary

A fundamental experiment on LED-light computer tomography—which en-
ables extraction of three-dimensional data recorded by femtosecond laser deep
inside flat-shaped samples—was successfully performed. The potential of this
technology for practical and permanent archival lifetime and a simple optical
driver strongly imply that it is a promising candidate for permanent digital
preservation of important human data resources such as works of art and
public archives.
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