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Abstract: There have been growing needs for text processing, such as classifying, retrieving and clustering. The foundation of
such a process is to extract features, which can best describe the text. Great progress has been made in text modelling.
However, most of the text modelling methods are based only on the content, nor only on the attributes. Although there have
been some combined models proposed in recent years, the lack of universality limits such models. In this study, the authors
propose a uniform attribute-content model, which uses the attributes to influence the content feature extraction process. They
design the attributes as a special filter to each feature extracted from the content. Thus the mixed features contain both content
information and attribute information, which can describe the text more precise. They also propose a Monte Carlo method to
solve this model. Experimental results on the Enron email dataset demonstrate the effectiveness of the authors’ proposed

models.

Nomenclature

Symbol

N; number of words in document ¢
k number of topics

D corpus D

w word vector of a document

a Dirichlet parameter

Pi:ix  work probably vector

Zd,n  topic of nth word in document d
y attribute values

c standard deviation of attributes
b normalisation parameters

ng . number of words assigned to topic k in document d
n,,  number of word w assigned to topic k in the corpus

1 Introduction

The performance of text processing is largely based on feature
extraction. There have been many methods proposed to extract
features from the text, such as vector space model (VSM) [1, 2],
latent sematic indexing (LSI) [3-5], latent Dirichlet allocation
(LDA) [6], etc. VSM proposed by Gerard Salton and McGill in
1969 has been widely used in many occasions. This model uses a
vector to represent a document; thus, the corpus of all documents is
a matrix of these vectors. Each element of the matrix is a feature,
which is computed by term frequency-inverse document frequency
(TFIDF) [7-9]. Due to the high dimension of VSM, LSI uses
singular value decomposition (SVD) [10] for dimensionality
reduction. LDA extracts topics from the documents; each
document is represented by several topics, which can make a
further dimensionality reduction. All of the above methods and
their modifications are based on the content of the text, which
ignores the attributes of the text.

Intuitively, more information of the corpus mixed in features
can lead to a better result. The text on the Internet has many
attributes which are much valuable when we process it, such as the
author of the text, the source, etc. For example, a piece of news
contains the content, title, author, date of publication and source.
Pon et al. [11] proposed the iScore model attempting to combine
the content and attribute of the text. They abstract the text as
several weak features and train a classifier based on these weak
features. However, this model cannot be used for other datasets
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except news due to the inflexibility; especially when the text does
not have many attributes.

In this paper, we develop a uniform content-attribute learning
model, named ualLDA, combining the text content and text
attributes to get better features. Our novel model is based on the
LDA, integrating the attributes as parameters to affect the topic
generation. As LDA abstract the text as a given number of topics
with different weights. We use the attributes to influence the
generation process of every topic. Thus the weight of the topics of
the text is changed. This process is shown in Fig. 1. Two
documents A, the red point, and B, the yellow point, are
represented by two features, topic 1 and topic 2. This is derived
from the LDA model. If the content of the two documents is
similar, the distance of the two points is very short when showing
in Fig. 1. If the attributes of the two documents are different, when
we apply uaLDA to the same documents, point A moves to the
position of A’ and point B moves to B'. The distance of the two
documents becomes larger due to their different attributes. In
contrast with iScore, our uaLDA does not need to extract a new
feature from attributes.

The goal of our proposed method is to build a uniform content-
attribute model to extract features from the text more effectively
and representatively. The model can overcome the classification
problem when the content of documents is similar except the
attributes. The contributions of this paper are summarised as
follows:

(i) By arguing that more information leads to a better classification
result, we propose uaLDA to model the text with both content and
attributes. The proposed method can handle text with various
attributes, so we call it uvaLDA where the letter ‘u’ represents
uniform and the letter ‘a’ represents attributes.

(i) The proposed method is suitable for text with attributes,
especially different documents with similar contents. The
advantage of the proposed method is that the feature extracted
contains both contents and attributes information.

(iii) The LDA is a special case of the proposed uaLDA method
when the attributes of text are not considered. The proposed
ualLDA can be regarded as a generalised version of LDA. The
LDA extracts topics from the content while the uaLDA extracts
from both content and attributes, which contain much more useful
information.
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Fig. 1 [lllustration of the basic idea of uaLDA. The two points A and B are
close as they have the similar content. We consider using the attributes to
affect the topic extraction process, thus the point A moves to A' and point B
moves to B', in order to expand the distance of the two documents

The paper is organised as follows. Section 2 reviews related works
of text processing. Section 3 presents the proposed uaLDA method.
The experimental results are given in Section 4. Finally, Section 5
concludes this paper.

2 Related works

Many models have been proposed to model text so that text can be
processed by computers. In this section, we briefly review some
classic models related to the proposed method. We divide the
models into two categories, a content-based method and a
combined method.

2.1 Content-based method

The content-based method of text processing extracts features only
based on the content of text. This has been a researching hotspot
for decades. Some famous models such as VSM, LDA and their
variants have been proved powerful in text processing. Here we
give a short description of LDA, which is closely related to our
proposed method. LDA, shorten as LDA, is a probabilistic topic
model [12] that extracts the topics from the text as features. The
graph model of LDA is shown in Fig. 2. The basic idea is that
documents are represented as random mixtures over latent topics,
where each topic is characterised by a distribution over words.

Let D be a corpus of M documents with k topics. Each
document is represented as w, a vector of words. The generative
process for each document in corpus is described below:

Choose N~ Poisson(¢)
Choose 6~ Dirichlet(a)
For each of the N words w,:

(a) Choose a topic z,,~ Multinomial(6)
(b) Choose a word w,, from p(w,, | z,; ), a multinomial probability
conditioned on the topic z,

Equation (1) is the probability equation derived from such a
generation process. The rest work is to estimate parameters as
follows: (see (1)) As the model is complicated and hard to solve
directly, Gibbs sampling [13] and variational inference [6] are
usually used to estimate the parameters [14].

Due to the perfect formulation and the performance of LDA,
many variances of this model have been proposed in recent years.
Roberts in [15] build a linear model of LDA cooperating the social
data. Xia ef al. in [16] specialise the LDA model that can be
applied to bug triage. He et al. in [17] induce continuous
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Fig. 2 Graph model of LDA: there are three levels to the LDA
representation

distributed representations for latent topics rather than the
multinomial distribution, in order to accelerate the calculation
speed with a minor decrease in performance. In [18] Lim et al.
propose to use LDA to model the hashtags and the texts in
convenience of the Twitter data. Although the basic LDA model
has been proposed decades ago, it is still one of the best text
modelling methods.

2.2 Combined method

The combination of content and attributes is a challenge in
modelling text. The model iScore unifies content and attributes as a
set of weak features. For an article d, a set of feature extractors

generate a set of feature scores F(d) = {fi(d), /o(d),..., f,(d)}. The
features they extract are topic relevancy, uniqueness, source

reputation, writing style, freshness, subjectivity and polarity. The
topic relevancy, uniqueness, subjectivity and polarity are content
related. The rest features are calculated based on the attributes.
Each feature score is normalised to (0,1). Thus each article is
represented as a vector of six dimensions.

This model largely relies on the attributes of articles. As
introduced in [11], they extract six weak features, half of which are
attributes related. If the attributes of an article are missing or
incorrect, it seriously affects the feature computation, which may
lead to bad classification results in the succeeding process.
However, the iScore model is an excellent model to combine
content and attributes, especially when modelling text similar to
news, which contain lots of attributes.

Azzopardi et al. in [19] adopt the iScore model into an auto
recommendation system of Digital Library of Serbian Ph.D.
Dissertations. They compared this content-attribute method with
the Collaborative method in the application of auto
recommendation scope, showing the superiority of their model.
Nair and Binesh in [20] model text with strongly associated terms
mined through the association rule mining technique. Their
experiments show their method can effectively classify ‘novel’
documents. However, these models are not universal; their
performance is largely relaid on the data set. Also, the combination
of the content and attributes of these models are not very beautiful
in the formula.

3 Methodology

In this section, we introduce the proposed uaLDA and use Gibbs
sampling to deal with the parameter estimation problem of this
model. We give an explanation of why uaLDA works better than
LDA and how it extracts features from content and attributes.

3.1 uaLDA

The content-based models such as LDA introduced in Section 2
and its variants work well when the text content is not similar.
However, if two text contents are similar, but their attributes are
different, the content-based models cannot figure out the two
documents. Although the iScore model attempts to add attributes
information into feature extraction, it performs poorly when
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Fig. 3 Graph model of uaLDA. Note that the black circle is the parameters
that we can get from the corpus. The direction of the arrow is the sequence
of the generation process. In uaLDA, we consider the topics to generate the
attributes. Thus when we estimate the topic parameters Z; y, attributes

information will affect the genitive process

attributes are missing or incorrect. Moreover, the robustness of
iScore is poor due to the short vector dimension. We propose
uaLDA aiming to overcome such shortcomings of the above
models.

The ualLDA is a probabilistic model of three levels, which is
similar to LDA in Section 2. The difference is that we add
attributes to this model as parameters to affect the topic extraction.
The basic idea of ualLDA is that we add to LDA an attribute
variable associated with each document. As mentioned, this
attribute variable might be the data of the text, the source or the
author of the document. We jointly model the documents and the
attributes, to find latent topics, in other words, the features, which
will best match the attributes and the content of each document. In
ualLDA, we apply for a real number from 0-1 as the attribute
variable, which each different attribute is regarded the same weight
to latent topics.

To make the illustration of ualLDA clear, we list the symbols
and their meaning in the Nomenclature section. We draw the graph
model of uaLDA in Fig. 3. Under the sSLDA model, each document
and response arises from the following generative process:

(1) Choose N~ Poisson(¢)

(ii) Choose O~ Dirichlet(a)

(iii) For each of the N words w,,:

(a) Choose a topic z,,~ Multinomial(9)

(b) Choose a word w,, from p(w,, | z,;; f§), a multinomial probability
conditioned on the topic z,

(iv) Draw attributes variables y|zl: b, 6 ~ N(b'z,6%). Here

2= (INYY 2.

The attributes values yi, yj,...,0,, are derived from each
document. As each attribute has no relevance to the other one, y,
V2,....vm are all independent. Thus we normalise each attribute
value to (0,1), which means the weight of each attribute is the same
to latent topics.

3.2 Solving the model
We derive the total probability of latent topics as

pla,n,w,y,b,0) x pw|z,DpInp(y|z.b, o)

= f 11700420 HrapBIn) / PGdOa)dp(©O4lo)
d

« [17Galza-b.0)
d

@

This illustration of (2) is shown in Fig. 4. As the model is
complicated and hard to calculate the latent topic of each
document, we use the Gibbs sampling method to estimate. To solve
(2), we first calculate the prior probability distribution to get
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Fig. 4 [lllustration of how to attribute of document effect the feature
extraction as (13) indicates. Here we extract two features from documents a
and b, which means k = (1, 2). If we only consider the content, documents a
and b are shown at the positions of A and B in the coordinate. When we add
the attribute information into the features in the method of ualLDA, the
position of a and b moves to A' and B', which the distance is larger
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Given a number of topics, we get the likelihood function of
words as
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According to the generative process, we derive the probability of
attributes y as

POalza, b, 0) expzi:( ~ ai—blza - ) )

We substitute (3)—(5) into (2) and get

Bn; . +a
pla,n,w,y,b,0) x H%'
d

B 2
H%HSXPZ( ~Gai=blza—0o))

From (6) we can derive (7), the posterior probability equation after
one assignment of Gibbs sampling

(6)
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In (7), Ny = X -ng, which is the word number in document d.

Notice that the Gamma function has the property shown in (8). We
use (8) to simplify (7), and get

« [ e e + )
g

C(x+b) [x if b=1
'x ~ |1 if b=0 (8)

=x", be{0,1}

(see (9))

Here 1(k=k") means when k=£’, the value is 1, otherwise 0;
n;f}l:/” = ¥i.n1(zg; = k') means that the number of words assigned
to topic &’ in document d minus the words assigned to the current
topic. As n;‘ﬁ" does not rely on the current assignment of z; ,, it is a

constant to the posterior probability. Thus (9) can be simplified as
C(ng i + ap) o (74" + o) * =5 (10)

Similarly, we can simplify the other Gamma function in (7) and get

- 1k=k")
r(nwd.n + nWr/,nvk/) & (”wj:k’ + '7%’4,,;) 1n
1k=k")
F(Z My g + 1| X (Z Ny + n;dk’n) (12)
w w
Here it =3 Y Wz =k Awgi=wA(d,n) # (d',i)).

Substitute (10)—(12) into (7), we get

p(zd.n = kl(l, nw, y,b,(f, Z—'(d,n))
-d.n
Moy ke T Mg,
o (7" + )
N7+ Wn (13)

. expz
i

That N} 41 in (13) means the number of words assigned to topic k
except for the assignment of z;,. Here we derive the Gibbs
sampling equation. Repeat (13) for each k£ of several times, the
distribution of latent topics tends to be stable. Thus we get the final
state of p(z;,), the topic distribution of document d, which is the
feature extracted from the document d.

=N

by i\
2Vd(yd.i —0i—bizy )— (Vd) )

3.3 Why ualLDA works better
Here we depose (13) into two parts. Thus (13) is the production of

-d.n
n’wdy,,,k + ’7de,,

Car= (74" +a
k= (na% k) Ne s W

(14)

b i —n b i >
Attry = expz ZNL;(ydy,v —06,—-bl7, ) - (Nid) ) (15)
PZan = k|Z~a.n) x Cy o Attrg g (16)

Look into the sampling (13), the first part of the production is
related to the content, the other part is related to the attributes.
During the process of deriving p(zq4 ), every dimension of p(zg4 ) is
the product of content value Cy; and attributes value Attrg ;. As
Attry; is a function of k, the value of Attry; changes with the
topics. Thus the Attry ; can alter the Cy ; for each k.

The process of one assignment of two documents is shown in
Fig. 4. The vaLDA model utilises the value of the attribute to
influence the content feature vector. The distance of the two
documents is large when the attributes of the two are different,
even though their content is similar. In another point of view, as the
production relationship of content and attributes values shown in
(13), the role of attributes value is as a filter to the content features.
The content feature is projected to a special vector space, which
can make the feature distance larger. Also, the sampling process of
(13) can be treated as a transformation, which transfers the content
feature space to the mix feature space. Thus the information of
attributes is added to the final features of documents.

4 Experiment and results

In Section 3, we introduce the uaLDA model and explain why it
works better. We analyse how the content features are influenced
by the attributes. In this section, we do some experiment on the
data set and make a compared to other feature extraction methods.

4.1 Experiment introduction

We use the Enron email data set to test the performance of uaLDA
model. The emails in this data set have many attributes, such as the
sender, the receiver, and the date. Also, most emails have rich
content. Due to the attachment of the previous content, some
emails’ content is similar; this is a challenge to classify such
emails. We manually select some emails from the catalog of
internal company policy and sent by a group of given authors.
Furthermore, we randomly add some error emails into the selected
emails as noise. The selected set of emails mixed with error emails
is the target data set. The goal is that whether the model can best
describe the target data set from the whole data set after the
training step.

In the experiment, we divide the target data set and the whole
data set into six parts and numbered from 1 to 9. Each part contains
several target emails. We use No.l and No.2 parts as a training data
set, No.3 as the test part. The rest 4-9 is treated the same as 1-3.
Then we have three independent experiments.

To test the performance of our proposed method, we select two
famous and classic models, the LDA model and iScore. Although
the two models have been proposed for years, the two models are
still ~state-of-art as the excellent performance and the
representativeness in text modelling [21]. We test the LDA model,
iScore model, XML-CNN model [22] and uaLDA model with the
same classifier in this data set. Thus a better model of feature
extraction can make the classify results better, as they share the
same classifier.

4.2 Experiment with SVM classifier

We first test the three models with SVM [23-25] classifier in three
experiments. The results are shown in Figs. 5 and 6.

Fig. 5 shows that the three models have a considerable high
recall on the data set, especially the XML-CNN model. Fig. 6

IFngp + o) =T(ngp — 1k =k") + o + 1(k = k"))
=T(ngp — 1k = k') + ap) - (ngp — 1k = k') + o) ® =% ©)

-d.n

= F(nﬂv" + o) - (ngy
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50.00% - ualLDA model
0.00% - ‘ ‘ B XML-CNN model

expl exp2 exp3

Fig. 5 Recall of the three experiments with SVM. The recall is also called
sensitivity, which means the fraction of relevant instances that have been
retrieved over total relevant instance. Notice that the entire three models
have a good performance on the recall

15.00%
® LDA model

10.00% .
M iScore model
5.00% i L ualLDA model
0.00% - *L* — m XML-CNN model

expl exp2 exp3

Fig. 6 Precision of the three experiments with SVM. The precision is also
called positive predictive values, which means the fraction of relevant
instances among the retrieved instances. Obviously, uaLDA model performs
the best in the three experiments

30.00%

® LDA model
20.00%

M iScore model

ualLDA model

10.00%
0.00% L L = XML-CNN model
. (] =1 — T _\7 *\

expl exp2 exp3

Fig. 7 Fl-measure of the three experiments with SVM. The calculation of
fl-measure is f1 =2%r*plr+ p. The higher of fl means the better the
performance of the algorithm

shows the precision of the three models. Obviously, uaLDA
outperforms the other two models. Although XML-CNN model has
a higher recall, the precision is terrible low. This means that XML-
CNN model selects all emails but takes none for the target set. The
LDA model performs medium in the four. It has a recall of about
60% and a precision of 7%, which is 4% better than iScore. Our
proposed uaLDA model performs the best. It has about 80% of
recall and 12% precision for the best.

We also draw the Fl-measure of the three algorithms in the
three experiments in Fig. 7. The uaLDA model performs the best
among the three during three independent experiments obviously.
The classic LDA model, which only uses the content of the
documents performs moderately, while the XML-CNN model
performs the worst. The three experiments are all independent of
each other; this means that the results are not occasional. Our
proposed content-attributes model uaLDA performs better than the
LDA model, which only considers the content; we can conclude
that our proposed model extracts better features from the
documents with attributes.

4.3 Experiment with EM classifier

The EM [26, 27] classifier is a famous unsupervised machine
learning method, which is different from SVM. We have tested
uaLDA with SVM and the performance shows that the features
extracted from document are better than the LDA and iScore. Here
we test the three models with EM classifier with the same data set.
The recall and precision are shown in Figs. 8 and 9.
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Fig. 8 Recall of three experiments with EM

15.00%

B LDA model
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Fig. 9 Precision of the three experiments with EM

25.00%
20.00% ® LDA model
15.00% M iScore model
10.00%
5.00% L L uaLDA model
0.00% 1 @ XML-CNN model

expl exp2 exp3

Fig. 10 Fl-measure of the three experiments with EM

The results with EM classifier are similar to that with SVM.
The recall of the three is considerable high and precision is lower.
Our proposed uaLDA performs best in the precision while their
recall is similar. Especially in experiment 3, the uaLDA is about 20
percent higher than iScore in recall and the score in precision is
more than three times higher than iScore. The XML-CNN model
classifies all emails as one class.

We also draw the F1-measure of the three algorithms with EM
in Fig. 10. The F1-measure performance is similar to that shown in
Fig. 7. The uaLDA model performs about 30% better than LDA
model and about 200% than iScore.

4.4 Conclusion

In this section, we test the performance of uaLDA and make a
comparison with LDA, XML-CNN and iScore. The quality of
features extracted by uaLDA is examined by two classifiers, SVM
and EM. Experiments show that uaLDA outperforms the other
three. As the LDA model only extracts features from the content,
we can conclude that our content-attribute model ualLDA
efficiently utilises the attributes information and combines it into
the features. Furthermore, our proposed uaLDA model performs on
average two times better than iScore, which is another way to use
attributes and content as features of the document.

5 Summary

In this paper, we have proposed uaLDA model to extract features
from text with attributes. We use the attributes value to influence
the content feature extraction process, which can combine the
attributes information into the content features. Thus the features
we extracted are more representable and can be efficiently used in
classification. We built this model and give a resolution with Gibbs
sampling. We gave an explanation of why uaLDA works well and
how to combine attribute information into the features with the
sampling equation. Experimental results on Enron email data set
show that our proposed uaLDA model outperforms the original
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which only extracts features from content.

Furthermore, uaLDA outperforms iScore, which is a famous
classical way to combine content and attributes.
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