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Introduction

This thesis consists of five chapters. The first is an introduction to tensor categories and the
graphical calculus which we use to compute inside them. Chapters two through five each
contain an independent result proved during my time at the University of Michigan.

Chapter 1. It has long been known to researchers in category theory and physics that
computations internal to a tensor category can be expressed using string diagrams up to
isotopy. This observation goes back to Penrose in [Pen71]. Moreover, they are an important
part of the book [Pen05]. Here is an example of a string diagram:

e

f

In Chapter 1, we explore the string diagram calculus and define 6 j-symbols which are a
coordinate representation of the associator in a tensor category. They will be important in
later chapters.

In section 1.1, we describe the importance of braided tensor categories in topological
quantum computing. In section 1.2 we introduce string diagrams in the context of SL2(C)-
representations. In section 1.3, we introduce the trivalent vertex string diagrams which can
be defined inside any tensor category. These trivalent verticies are to tensor categories as
bases are to vector spaces. We also define the 6 j-symbols, which are needed when com-
puting with the trivalent vertex string digrams. In section 1.4, we compute the symmetric
and braided structures on the sub tensor category of SL2(C)-representations generated by
the first fundamental representation. In section 1.5, we define semi-normal forms. These
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generalize Young’s semi-normal form for simple reflections in the symmetric group. In
section 1.6, we explain the ribbon argument which allows us to compute the action of the
double braid on the trivalent string diagrams.

Chapter 2. The 6 j-symbols contain a lot of information about their tensor category.
Together with the fusion ring, they determine the tensor category upto equivalence. They
are also useful from a computational perspective: many numbers which are of interest
in low dimensional topology and quantum computing can be expressed in terms of 6 j-
symbols. Despite this, we only know explicit 6 j-symbols in a small number of cases.
In Chapter 2, we compute some new 6 j-symbols in the category of polynomial GL(∞)-
representations:

Theorem 1. Let λ ⊆ µ be partitions such that µ\λ has two boxes (a1,b1), (a2,b2) not con-

tained in a single row or column. Then

( jλ, ,
µ )−1 =

1 + 1/d −1 + 1/d
1 1


where d = |a1−a2|+ |b1−b2| is the axial distance in the skew partition µ\λ.

A precise definition of the matrix j can be found in section 1.3. The fundamental
idea is that Young semi-normal form encodes a large number of 6 j-symbols. It is easy to
compute explicit matrix representations of endomorphism algebras from 6 j-symbols. We
demonstrate that one can recover 6 j-symbols from matrix representations.

Chapter 3. In this thesis, we use some of the tensor categorial machinery developed by
the quantum algebra community to study algebraic objects which appear in representation
stability. In [SS16], Sam and Snowden prove that the twisted commutative algebra Sym is
Morita equivalent to the horizontal strip category. Their proof relies on a lemma proved by
Olver in [Olv87]. In Chapter 3, we give a self contained proof that replaces Olver’s lemma
with information about the associator in the underlying category of polynomial GL(∞)-
representations. In fact, we prove a quantum analogue of the theorem. The classical version
follows by letting the parameter converge to 1.

In section 3.1, we explain a mild generalization of classical Morita theory in which we
replace objects with their presentations with respect to a family of projectives. In section
3.2, we study the tensor algebra generated by an object inside an arbitrary semi-simple
tensor category. In section 3.3, we complete the proof that the quantum symmetric algebra
is morita equivalent to the horizontal strip category. In section 3.4, we prove that the
quantum symmetric algebra is also morita equivalent to a quantum analgoue of FI, the
category of finite sets with injections.
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Chapter 4. One of the central open problems in quantum algebra is to decide if the
braid group representations coming from a braided tensor category are irreducible. This
problem is important in topological quantum computing. Modular tensor categories can be
used to describe (2+1)-dimensional TQFTs. If the associated braid group representations
are irreducible, then braiding gives us a universal set of quantum gates. In Chapter 4, we
give a local condition for irreducibility, which appears to be new. Moreover, we give a
simplified proof that skew representations of the symmetric group are irreducible for the
affine action.

Chapter 5. Let FI be the category of finite sets with injections. Fintely generated
representations of FI are Noetherian. This was proved independently by Church, Ellenberg
and Farb in [CEF15] and by Snowden in [Sno13] and implies finiteness results for the
cohomology of configuration spaces. Let T be the category whose objects are rooted trees
and morphisms are order embeddings preserving the root. In Chapter 5, we prove that
finitely generated representations of T are noetherian. The main ingredient in the proof is
Kruskal’s tree theorem. It would be interesting to find a category which is Noetherian as a
result of the Graph minor theorem.
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CHAPTER 1

String Diagrams and Tensor Categories

Tensor categories are ubiquitous in modern mathematics. In [ML98], one of the first books
on category theory, a whole chapter is devoted to them. In the 90s, it was discovered
that tensor categories provide a unifying framework for many interesting invariants in low-
dimensional topology, for example the Jones polynomial. More recently, the quantum alge-
bra community has been using tensor categories to describe (2+1)-dimensional topological
quantum field theories. The book [Wan10] gives an overview and explains applications to
topological quantum computation.

The modern theory of tensor categories is explained in [EGNO15], which is rigorous
and self-contained, but does not explain the string diagram language that researchers use
to discover and communicate computations. The author was lucky enough to learn how to
use string diagrams from Scott Morrison and Corey Jones during a three week visit to the
Australian National University and many video chat conversations.

Above, we referred to the modern theory of tensor categories. This requires some
explanation. Historically, people studied Hopf algebras instead of their categories of repre-
sentations. This is analogous to studying vector spaces by first choosing a basis: One can
prove everything needed, but the theory is neither elegant nor easy to digest. The modern
approach is to take the tensor category as the central object. From this perspective, Hopf al-
gebras are equivalent (modulo technical details) to tensor functors into vector spaces. Such
functors are plentiful and not the only way to study tensor categories. Hopf algebras still
play a central role in constructing tensor categories, but they should be thought of as a tool
rather than the central object of interest.

This chapter is meant to be expository. We are not going to describe the theory of tensor
categories in a formal way. A rigorous and modern introduction can be found in [EGNO15].
Instead, we demonstrate how to use string diagrams as a tool for understanding tensor
categories. The ideal reader is someone who knows the definition of a tensor category, but
is otherwise skeptical of the abstraction. At first, we focus on finite dimensional SL2(C)-
representations. Slowly, we transition from the SL2(C) case to the general case. There
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is some overlap between this chapter and [CFS95], but we assume the reader understands
the representation theory of SL2(C), and we do not explicitly compute the 6 j-symbols,
although we explain what they are and why they are important.

1.1 A Physical Motivation for Braided Tensor Categories

In quantum theory, the state of a physical system is specified by a vector in a Hilbert space.
Consider the following situation: We have n particles in R2 and each particle has some
internal structure. If we treat the position of the particles classically, then the state of our
system is specified by a point in a unitary vector bundle H→ E→Cn(R2) where Cn(R2) is
the configuration space of n distinct points in R2 and H is a finite dimensional Hilbert space.
To specify the dynamics, we need to lift paths in Cn(R2) to paths in E. More precisely, we
need a unitary connection on E. We call the system topological if the chosen connection is
flat. This means that small perturbations of the particles do not change their internal state,
or equivalently, the curvature tensor of our chosen connection vanishes. Since π1(Cn(R2))
is the braid group Bn, a flat unitary connection on E is specified by a unitary representation
Bn y H.

If we take two such topological systems Bn y H, Bm y K and combine them, we take
the tensor product of the internal state spaces H⊗K, and expect this Hilbert space to carry
an action of Bn+m compatible with the Bn×Bm action. This is a strict condition on the braid
group representations we want to consider.

We can construct compatible families of braid group representations in the following
way: Let X be a semi-simple braided tensor category and choose a distinguished object
X ∈ X. Then we have a family of compatible braid group representations Bn→ End(X⊗n).
These families are the main object of study in this thesis. Moreover, if we work with unitary
braided tensor categories, the braid group actions are unitary, so they specify unitary con-
nections. The tensor category captures more than just compatibility between braid group
representations. The maps between objects in the tensor category encode how the quantum
state transforms when particles interact. This is explained in [BH10].

From the physical perspective, one of the fundamental questions we can ask about a
braid group representation Bn y H is whether C[Bn]→ End(H) is surjective. If this is
the case, we get every unitary transformation U : H → H from the braid group action.
As explained in [NC00], this implies that we can build quantum computers using systems
which are modeled as above. These are called topological quantum computers. In Chapter
4 we give a new criteria for the surjectivity of C[Bn]→ End(H) when H comes from a
semi-simple braided tensor category. If we want to express quantum gates in terms of the
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braid group, we need explicit formulas for the braid group representations coming from a
braided tensor category. These matrix representations are encoded in the 6 j-symbols which
we define in this chapter.

1.2 Representations of SL2(C)

In this section, we describe, using string diagrams, the category Rep(SL2(C)), whose ob-
jects are finite dimensional representations of SL2(C). We assume that the reader is already
familiar with the representation theory of SL2(C).

Definition 2. The algebraic group SL2(C) is defined by

SL2(C) =


a b

c d

 : a,b,c,d ∈ C, ad−bc = 1

 .
The standard representation is V = C2 = C{e1,e2} and SL2(C) acts via left multiplication.

Theorem 3. Finite dimensional representations of SL2(C) are semi-simple. The irreducible

representations are

V0 = Sym0(V) V1 = Sym1(V) V2 = Sym2(V) V3 = Sym3(V) · · ·

A proof of Theorem 3 can be found in [Ser01].

Definition 4. If W and X are representations of SL2(C), then so is W⊗X. The group action
is defined by g · (w⊗ x) = gw⊗gx on rank 1 tensors and extends linearly to the entire tensor
product. The tensor flip W ⊗X→ X ⊗W defined by w⊗ x 7→ x⊗w intertwines the SL2(C)
action. We encapsulate these facts by saying that the category of SL2(C)-representations is
a symmetric tensor category. For a precise definition, see [EGNO15] or [ML98].

Recall that the character of Vn relative to the torus
 t 0
0 t−1


 ⊆ SL2(C)

is the polynomial cn = tn + tn−2 + · · ·+ t2−n + t−n. Since we have c2
1 = c0 + c2, it follows that

V⊗2 ∼= C⊕V2.
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Definition 5. In quantum algebra, we describe maps in a tensor category using string
diagrams. The string diagram for the inclusion C→ V ⊗V is

1 1

We can extract information from the string diagram as follows: If we read the dots along the
top edge from left to right, we get the sequence (1,1). This tells us that the codomain is V⊗2

1 .
If we read the dots along the bottom edge from left to right, we get the empty sequence ().
This tells us the domain is C. Therefore the string diagram specifies a morphism C→ V⊗2.
There is a 1-dimensional space of such morphisms, so we need to choose a specific one.
We take

1 1

=


0
i

−i

0


where the basis on V⊗2

1 is {e1 ⊗ e1,e1 ⊗ e2,e2 ⊗ e1,e2 ⊗ e2}. It is routine to check that this
map is SL2(C)-equivariant. The string diagram for the inclusion Sym2(V) = V2 ↪→ V ⊗V is

1 1

2

The sequence along the top edge is (1,1), indicating that the domain is V1 ⊗V1. The se-
quence along the bottom edge is (2), indicating that the domain is V2. Again, there is a
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1-dimensional space of such morphisms, and we make the following choice:

1 1

2

=


1 0 0
0 1/2 0
0 1/2 0
0 0 1


We call the box the boundary of the string diagram. We call the dots on the boundary
the fixed points of the string diagram. It is common to draw string diagrams without their
boundary or fixed points. Often the fixed point labels are also omitted if they can be inferred
from the context. Because we are optimists, we read from the bottom of the page to the
top. We denote the pairing V ⊗V → C with the following string diagram:

1 1

Again, there is a 1-dimensional space of such morphisms, so we take

1 1

=
(
0 i −i 0

)

as our specific pairing. Another important equivariant map V → V is the identity map. The
corresponding string diagram is

1

1

Definition 6. In a tensor category we can compose and tensor morphisms. In terms of
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string diagrams, composition is vertical stacking:

g◦ f =

g

f

In this diagram we have omitted the boundary box, fixed points and string labels as ex-
plained in Definition 5. It is important to note that two string diagrams can be composed
only when the fixed points and string labels match in the middle. This is equivalent to
saying that g◦ f is defined only when the domain of g equals the codomain of f . For string
diagrams, tensor product is horizontal stacking:

g⊗ f = g f

Unlike composition, we do not need to match fixed points and string labels for the tensor
product.

Example 7. Let us look at some explicit computations in Rep(SL2(C)):

=
(
0 i −i 0

) (
0 i −i 0

)T
= −2
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=



0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 −i i 0
0 i −i 0
0 0 0 0
0 0 0 0
0 i −i 0
0 −i i 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0



=


0 0 0 0
0 −1 1 0
0 1 −1 0
0 0 0 0


The last equation is interesting because it implies that

+ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


which is the tensor flip V ⊗V → V ⊗V . We introduce the following notation for the tensor
flip:

= +

Addition of string diagrams corresponds to addition of linear maps. Note that we can
only add string diagrams when the fixed points and fixed point labels match. Both compo-
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sition and tensor product of string diagrams are bilinear. Consider the following equation:

= id⊗
(
0 i −i 0

) (
0 i −i 0

)T
⊗ id =

1 0
0 1



The mirrored computation gives us

= =

which seems to suggest that the equivariant map represented by a string diagram is an
isotopy invariant. Here is another example:

=

0 i 0 0 −i 0 0 0
0 0 0 i 0 0 −i 0

 =

This is a special case of the following:

Theorem 8 (informal). Morphisms in a ∗ tensor category, where ∗ is any of the usual

adjectives (symmetric, braided, pivotal, ribbon), are described by string diagrams modulo

isotopy relative to their boundary fixed points.

In [JS91], Street and Joyal give a rigorous proof in some special cases. A more com-
plete but informal discussion of Theorem 8 can be found in [Sel11]. Morally, Theorem 8 is
a special case of the cobordism hypothesis which states that the (∞,n)-category of cobor-
disms is the free symmetric monoidal (∞,n)-category with duals generated by a single
object. Details can be found in [Fre13]; we will not be pursing that idea further. If our
tensor category is realized as representations over a Hopf algebra, we can easily convert
any string diagram equation into a matrix tensor equation which can be checked by hand
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or in a computer. For example, Theorem 8 implies that

=

and it is easy to check that both sides are equal to the matrix

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 −1 0 1 0 0 0
0 0 0 −1 0 1 0 0
0 0 1 0 −1 0 0 0
0 0 0 1 0 −1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


This is a well known relation in the Temperly–Lieb algebra EndSL2(V⊗3).

As an application of the string diagrams we have seen so far, let us fully describe
homSL2(V⊗m,V⊗n). Since the first fundamental representation of SL2(C) is self dual, we
have an isomorphism homSL2(V⊗m,V⊗n)→ homSL2(V⊗(m+n),C) defined by

f 7→
f

Therefore, it suffices to describe the invariant spaces homSL2(V⊗n,C) in terms of the string
diagrams. Using characters, we can check that

dimhomSL2(C,V⊗n) =

0 n odd

Cd n = 2d

where Cd is the dth Catalan number. It is well known that there are Cd string diagrams with
no crossings and 2d fixed points on the bottom boundary. These string diagrams are a basis
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for homSL2(C,V⊗2d). For example, when d = 3, the following diagrams form a basis:

1.3 Trivalent vertex diagrams and the 6 j-symbols

In Section 1.2, we used our understanding of SL2(C) to produce string diagrams. It turns
out that we can produce a general set of trivalent vertex string diagrams in any semi-
simple tensor category and they are the focus of this section.

Definition 9. Let X be a semi-simple tensor category. Index the simple objects with a set
Λ. Choose a basis for each X(µ,λ⊗ ν) denoted by

λ ν

µ

e1 ,

λ ν

µ

e2 , . . .

and let

λ ν

µ

e1 ,

λ ν

µ

e2 , . . .

be the dual basis of X(λ⊗ ν,µ). We call these diagrams trivalent vertices. It is important
to notice that trivalent vertices are not canonically defined.

Definition 10. Pick a distinguished simple object X ∈ X. The fusion graph of X has
vertices Λ and the edges from λ to µ are the distinguished basis vectors in X(µ,λ⊗X).

13



Proposition 11. Fix λ ∈ Λ. Then X(λ,X⊗n) has dimension the number of paths from the

tensor unit to λ in the fusion graph for X of length n. Moreover, an explicit basis is given

by string diagrams of the form

f1
f2
f3

f4

fn

X X X X X X

λ

In this diagram, each fi is a trivalent vertex of the form

λi X

λi+1

fi

we call such string diagrams trivalent basis vectors

Proof. Decompose X⊗n using the fusion graph for X.

Definition 12. If X is a semi-simple tensor category over C with finite dimensional mor-
phism spaces, the Artin-Wedderburn Theorem implies that End(X⊗n) is a product of matrix
algebras. Proposition 11 implies that in the trivalent basis, the matrix units in End(X⊗n)
look like

λ

e1
e2

en

f1
f2

fn

14



Equivalently, the irreducible representations of End(X⊗n) are parameterized by the simple
objects in X which have a length n path from the tensor unit in the fusion graph for X. The
string diagrams defined in Proposition 11 form a basis for the corresponding representation.

Definition 13. Fix λ1,λ2,λ3,µ ∈ Λ. Then we have two bases for X(µ,λ1⊗λ2⊗λ3):



λ1 λ2 λ3

α
e1

e2

µ





λ3λ2λ1

β
f1

f2

µ


The 6 j-symbols are the entries in the change of basis matrix ( jλ1,λ2,λ3

µ )e1,e2
f1, f2

. In other words,
they are a coordinate representation of the associator. They must satisfy some algebraic
relations which correspond to the pentagon axiom and the unit axiom. From the 6 j-
symbols and the Grothendieck ring, we can recover the tensor category. Therefore, the
6 j-symbols are coordinates on the moduli stack of semi-simple tensor categories with a
fixed Grothendieck ring.

Example 14. Let G be a finite group. Consider a semi-simple tensor category over C
with Grothendieck ring N[G]. We write Vg for the simple object corresponding to Vg. On
objects, the tensor product is given by Vg ⊗Vh = Vgh. In order to fully specify the tensor
category, we need to choose an associator:

Vghi = (Vg⊗Vh)⊗Vi
∼= Vg⊗ (Vh⊗Vi) = Vghi

Any such map is multiplication by a constant, therefore the associator is a function a : G3→

15



C×. The associator must satisfy the pentegon relation:

((gh)i) j

(g(hi)) j (gh)(i j)

g((hi) j) g(h(i j))

which implies that

a(g,h, i)a(g,h, i j)−1a(g,hi, j)a(gh, i, j)−1a(h, i, j) = 1.

Therefore the associator a defines a cohomology class in H3(G,C×). Moreover, two asso-
ciators give equivalent tensor categories if and only if their quotient is a coboundry. We
can also construct tensor equivalences using automorphisms of G. Since conjugation acts
trivially on group cohomology, the moduli space of semi-simple tensor categories with
Grothendieck ring N[G] is H3(G,C×)/Out(G).

Example 15. Let X = Rep(SL2(C)) be the category of finite dimensional SL2(C)-representations
and X = V the first fundamental representation. We can check using characters that

Symn(V)⊗V = Symn−1(V)⊕Symn+1(V).

Therefore the fusion graph for V looks like

· · ·

The endomorphism algebra End(V⊗n) is called the Temperly-Leib algebra, and we de-

16



scribed it in terms of string diagrams in section 1.2. In this example, we can take

1 1

0

=

which implies that

0

1 1 = −2

1 1

0
2

1 1 = 0

If we have explicit formulas for the 6 j-symbols, then evaluating expressions like

2
3

2

3

into the tree basis is reduced to an explicit computation: associate then evaluate then as-
sociate back. Therefore, if we have explicit formulas for the 6 j-symbols, we get explicit
matrix representations of the endomorphism algebras End(X⊗n). In the SL2(C) case, ex-
plicit formulas for the 6 j-symbols are computed in [CFS95].

Example 16. Let X = Rep(G2) be the category of finite dimensional G2-representations
and X = V be the first fundamental representation. The dominant integral weight lattice for
G2 looks like:

17



In the fusion graph, every vertex that is not on the solid vertical line has a self loop. Let d

be the shortest distance between two different dominant integral weights. For every vertex,
there is a directed edge to all vertices which are distance d away. For a generic vertex, there
are seven outgoing edges, one of them a self loop.

1.4 Transitioning into the Braided World

Define TL(δ) to be the tensor category generated by
,


with the following relation:

= δ

This is the free tensor category generated by a self dual object V such that the composition
k → V ⊗V → k is multiplication by the scalar δ. The category TL(−2) is equivalent to
the sub-tensor category of SL2(C)-representations generated by the first fundamental rep-
resentation. Moreover, if we take the idempotent completion of TL(−2), we recover the
category of all finite dimensional SL2(C)-representations. It is natural to ask how many
different symmetric structures exist on TL(−2).

18



Proposition 17. Up to negation, the only symmetric structure on TL(δ) is

= +

Proof. The endomorphism algebra of the second tensor power in TL(δ) is two dimensional.
This implies the general symmetric structure looks like

= a + b

Define the pivoting map by the formula

f 7→ f = f

Up to isotopy, the pivoting map rotates the string diagrams by 90 degrees. We can build
the pivoting map out of cups and caps using composition and tensor product. Therefore,
applying the pivoting map to an equation in the tensor category gives a new equation. If
we apply the pivoting map to the general symmetric structure and equate coefficients, then
we get a = b. If we square the tensor flip and take coefficients of the identity, then we get
a2 = 1 which implies a = ±1. Therefore, up to negation, there is at most one symmetric
monoidal structure on TL(δ).

In particular, this proves that the category of finite dimensional SL2(C)-representations
is rigid as a symmetric monoidal category.Now let us think about braided monoidal struc-
tures on TL(δ). In a symmetric monoidal category, the tensor flip behaves like a generator
in the symmetric group. In a braided monoidal category, the tensor flip behaves like a
generator in the braid group.
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Proposition 18. On the tensor category TL(−a2−1/a2), a braiding must be of the form

= a +
1
a

Proof. The general braiding looks like

= a + b

If we apply the pivot map to this equation, we get

= b + a

If we compose these string diagrams, we get the equations ab = 1 and a2 + b2 = abδ which
implies that b = 1/a and δ = −a2−1/a2.

When a is generic, this braided tensor category is well known as the type 1 representations
of the quantum group Ua(sl2).

1.5 Semi-Normal forms

For most tensor categories of interest, the 6 j-symbols with respect to any trivalent vertices
are out of reach. If we care about explicit representations of endomorphism algebras, then
we don’t need to compute a full set of 6 j-symbols.

Definition 19. Let X be a semi-simple tensor category with distinguished object X. If

20



σ ∈ End(X⊗2) then we have

λ

a

b

µ

σ

=
∑
f ,g

m f g,ab(σ)

λ

f

g

µ

We call the matrix m(σ) a semi-normal form for σ.

Example 20. Consider the multiplicity space homSL2(C)(V1,V⊗3
1 ). It has basis



1 1 1

0

1

,

1 1 1

2

1


To compute the semi-normal form of the tensor flip in this case, we need to choose matrix
representations for each trivalent vertex:

1 1

0

=


0
i

−i

0



0 1

1

=

1 0
0 1


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1 1

2

=


1 0 0
0 1/2 0
0 1/2 0
0 0 1


2 1

1

=



0 0
−1 0
1 0
0 −1
0 1
0 0


The last matrix is somewhat mysterious and we leave its computation as an exercise. From
these equations, we get

1 1 1

0

1

=



0 0
0 0
i 0
0 i

−i 0
0 −i

0 0
0 0


1 1 1

2

1

=



0 0
−1 0

1
2 0
0 −1

2
1
2 0
0 −1

2

0 1
0 0


These matricies are a basis for the multiplicity space homSL2(C)(V1,V⊗3

1 ). We choose a
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matrix representation for the tensor flip:

=



1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1


From this, we compute the semi-normal form:1/2 3i/4

−i −1/2

 .
Example 21. The Iwahori-Hecke algebra, denoted by Hm, is the algebra generated over
C(a) by 1,g1, . . . ,gm−1 subject to the relations

gigi+1gi = gi+1gigi+1

gig j = g jgi if |i− j|≥ 2

g2
i = (a−a−1)gi + 1.

We define the category H which has objects the natural numbers and morphisms

H(m,n) =

Hm m = n

0 otherwise.

The inclusion Hm⊗Hn→ Hm+n defined by gi⊗g j 7→ gigm+ j equips H with a tensor struc-
ture. We define H ⊆ [Hop,Vec] to be the idempotent completion of H. The monoidal
structure on H extends to H via Day convolution. Morally, the category H can be de-
scribed as finite dimensional type 1 representations of the quantum group Ua(gl∞). The
Grothendieck ring for H has basis given by partitions and multiplication given by the
Littlewood-Richardson rule. A special case of the Littlewood-Richardson rule is the Pieri
rule:

λ⊗ =
∑

λ⊂µ`n+1

µ
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This implies that the fusion graph for is Young’s graph:

∅

Paths in the Young graph are in bijection with standard partition fillings. It follows that the
trivalent basis vectors

em+1
em+2
em+3

em+4

en

m a λ

µ

are in bijection (up to scaling) with standard skew tableaux of shape µ\λ. We abuse notation
and identify these tree basis vectors with the corresponding standard skew tableaux. In
[LR97], Ram and Leduc computed semi-normal forms for the Iwahori-Hecke algebras.
More precisely, suppose that λ ⊆ µ ` n + 2 are partitions such that µ\λ is not contained in a
single row or column. Then there are exactly two partitions which satisfy λ ⊆ ν ⊆ µ. Call
them ν and ν′. The multiplicity space H(µ,λ⊗ ⊗ ) is 2-dimensional with basis

λ

ν

µ

,

λ

ν′

µ
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We have

m(g1) =

ad/[d] [d−1][d + 1]/[d]2

1 a−d/[−d]


where

[n] =
an−a−n

a−a−1

and d = d1 + d2 is the axial distance in µ\λ:

d1

d2

More formally, if µ\λ contains the boxes (a1,b1), (a2,b2), then the axial distance is defined
by d = |a1−a2|+|b1−b2|. These formulas are quantum analogues of the well known Young
semi-normal form for the representation theory of the symmetric group [JK81]. Indeed,
when a→ 1, they recover they classical Young semi-normal formulas.

1.6 The Ribbon Argument

Suppose that X is a braided tensor category and each object has a dual. Then for each
simple object λ, we have

λ

λ

= θλ
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where θλ is a constant. If λ∗ is the dual of λ, p : λ⊗λ∗→ C is the pairing, c : C→ λ⊗λ∗ is
the co-pairing and σ : λ⊗λ→ λ⊗λ is the braiding, then

λ

λ

= (id⊗ p)(σ⊗ id)(id⊗ c)

The constants θλ are always known explicitly in practice. For example, in the quantum
group case, we have θλ = a−(λ,λ+2ρ) where ρ is the half sum of positive roots. We have the
following beautiful equation:

= =

This implies that

λ ν

µ

=
1
θλθν

λ ν

µ

=
1
θλθν

λ ν

µ
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=
1
θλθν

λ ν

µ

=
θµ

θλθν

λ ν

µ

In words, the trivalent basis vectors are eigenvectors for the double braid and we can ex-
plicitly compute the eigenvalues. This is called the ribbon argument and will be important
for motivation in Chapter 4. There is one subtle point worth mentioning. Although we can
perform the ribbon argument in any braided tensor category with duals, there are several
slight variants of the argument which might produce different scalars θ′λ. The root of this
issue is the distinction between left and right traces, and it goes away when left and right
traces are equal:

f = f

For this reason, a braided tensor category with duals where left and right traces agree is
called a ribbon tensor category.
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CHAPTER 2

Semi-Normal Forms and 6j Symbols

A semi-simple tensor category is determined up to equivalence by its Grothendieck ring and
its 6 j-symbols with respect to a set of tree basis vectors. The 6 j-symbols are the coordinate
representation of the associator. Despite their importance, we only know explicit formulas
for 6 j-symbols in a few special cases. In the SL2(C) and Ua(sl2) cases, explicit formulas
for the 6 j-symbols are computed in [CFS95]. As far as the author is aware, the only other
case where explicit 6 j-symbols are known is G-graded vector spaces for G a finite group.
In this case, associators are cohomology classes in H3(G,C×).

In this chapter, we compute a large number of 6 j-symbols inside the tensor category H
consisting of polynomial type 1 representations of Ua(gl∞). This category was defined in
Example 21.

Suppose that λ ⊆ µ ` n + 2 are partitions such that µ\λ is not contained in a single row
or column. There are exactly two partitions which satisfy λ ⊆ ν ⊆ µ. Call then ν and ν′. The
multiplicity space H(λ⊗ ⊗ ,µ) is 2-dimensional and we have the following two bases:


λ

ν

µ

,

λ

ν′

µ


,

 µ

λ

,

µ

λ


The 6 j-symbols are the entries of the matrix relating these two bases.

Proposition 22. Let λ ⊆ µ be partitions such that µ\λ has two boxes not contained in a

single row or column. Then

( jλ, ,
µ )−1 =

 a2d+2−1
a(a2d−1)

a2−a2d

a(a2d−1)

1 1


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where d is the axial distance in the skew partition µ\λ.

Proof. Identify with projection onto the corresponding isotypic component in H2. We
have

=
1

1 + a2 (e + ag1).

where g1 is the simple reflection. This formula generalizes the invariant symmetrizer from
the symmetric group. It follows that

m( ) =
1

1 + a2
(1 + am(g1)) =


a2d+2−1

(a2+1)(a2d−1)

(
a2d−a2

)(
a2d+2−1

)
(a3+a)(a2d−1)2

a
a2+1

a2d−a2

(a2+1)(a2d−1)


where m, defined in section 1.5, takes an algebra element to its semi-normal form matrix.
On the left basis, acts via m( ). On the right basis, projects onto the first basis
vector and kills the second basis vector. Therefore the basis vectors on the right are the 0
and 1 eigenvectors respectively for the matrix m( ). Computing these eigenvectors in the
left basis proves the proposition.

If we take the limit as a→ 1 then we get the matrix1 + 1/d −1 + 1/d
1 1

 .
This gives the 6 j-symbols in the category of polynomial GL(∞)-representations. More gen-
erally, the same trick will work whenever X⊗X is multiplicity free and dimC(µ,λ⊗X⊗X)
equals the number of isotypic components in X⊗X. Despite the simple proof, Proposition
22 shows us that we can extract 6 j-symbols from semi-normal forms. Therefore, comput-
ing semi-normal forms is as hard as computing 6 j-symbols.
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CHAPTER 3

Minimal Model for the Quantum Symmetric
Algebra

Let S be the category of polynomial GL(∞)-representations studied by Sam and Snowden
in [SS16]. This category contains the algebra Sym = C[x1, x2, . . . ] which is Morita equiv-
alent to FI, the category of finite sets with injections. A proof can be found in [SS17]. In
Section 3 of [SS16], Sam and Snowden prove that Sym is Morita equivalent to HS, the
category whose objects are partitions and whose morphisms are defined by

HS(λ,µ) =

C{µ\λ} λ ⊆ µ , µ\λ ∈ HS

0 otherwise

Composition is defined as follows: Assume that µ\λ and ν\µ are horizontal strips. If ν\λ is
a horizontal strip, then

(ν\µ)(µ\λ) = ν\λ.

If ν\λ is not a horizontal strip, then the composition is zero. Now let H be the category of
polynomial type 1 representations of Ua(gl∞) defined in Example 21. Inside H, we have
the quantum symmetric algebra QSym. In this chapter, we prove the following:

Theorem 23. The quantum symmetric algebra QSym is Morita equivalent to HS for generic

a.

Theorem 23 implies that many of the results in [SS16] which hold for Sym are also true for
QSym. It is worthwhile computing the model for QSym with respect to a different set of
projectives.

Definition 24. Define the category FIa enriched over VecC(a) as follows: The objects are
natural numbers. The morphisms FIa(n,m) are linear combinations of braids from n points

30



to m points such that the underlying functions [n]→ [m] are injective. Moreover, we have
the local quadratic relation for double braids:

g2 = (a−a−1)g + 1.

Here is an example morphism in FIa(3,5):

In section 3.4, we prove the following theorem:

Theorem 25. The quantum symmetric algebra is Morita equivalent to FIa for generic a.

3.1 Morita Theory

In this section, we prove a very mild generalization of classical Morita theory. In classical
Morita theory, we replace an object with its presentation with respect to a single projective.
We are going to replace an object with its presentation with respect to a family of projec-
tives. For the remainder of this section, X is an abelian category enriched over Veck, closed
under colimits, D is a category enriched over Veck and D : Dop→ X is a functor.

Theorem 26. If X has enough projectives, then X is equivalent to the category of repre-

sentations of D where Dop is a full subcategory of X whose objects are compact, projective

and generate X.

We can prove this in a very clean way using coends. They can be motivated as follows:
Suppose that A is a k-algebra, M is a left A-module and N is a right A-module. Then we
can form the tensor product M⊗A N which is a vector space. It is built by taking the tensor
product M⊗k N and quotienting by the relations

am⊗n = m⊗na.
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We can generalize the second step in the following way. Suppose that F : D⊗k Dop→Veck

is a bifunctor. Then we can form the vector space∫ d∈D
F =

⊕
d∈D

F(d,d) / f v = v f v ∈ F(d,d′), f : d′→ d.

This vector space is called the coend of F. We can use coends to generalize tensor products
from modules to functors. Suppose that F : D→Vec and G : Dop→Vec are functors. Then
we define

F ⊗D G =

∫ d∈D
F(d)⊗G(d).

A clear exposition of the theory of coends can be found in [Rie14]. Let D a category
enriched over Vec. Suppose that we have a functor D : Dop→ X. Then we get a functor

X→ [D,Vec]

X 7→ X(D(−),X)

This functor has a left adjoint given by

[D,Vec]→ X

V 7→ V ⊗D D =

∫ d
Vd ⊗Dd

The following computation demonstrates why these functors are adjoint:

X(V ⊗D D,X) = X
(∫ d

Vd ⊗Dd,X
)

=

∫
d

X(Vd ⊗Dd,X)

=

∫
d

hom(Vd,X(Dd,X))

= [D,Vec](V,X(D(−),X))

Definition 27. We call X ∈X a compact object if X(X,−) commutes with filtered colimits.

Proposition 28. Assume that D is fully faithful and each D(d) is projective and compact.

Then [D,Vec]→ X is fully faithful.

Proof. We need to prove that the unit

V → X(D(−),V ⊗D D)
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is an isomorphism. It suffices to prove this pointwise, so we need to prove that the linear
map

V(d)→ X(D(d),V ⊗D D)

is an isomorphism. Since D(d) is projective and compact, it follows that X(D(d),−) com-
mutes with all colimits. Therefore

X
(
D(d),

∫ x
V(x)⊗D(x)

)
=

∫ x
V(x)⊗X(D(d),D(x))

=

∫ x
V(x)⊗D(x,d)

= V(d)

The second equality is true because D is fully faithful.

Proposition 29. In addition to the hypotheses of proposition 28, assume that every X ∈ X
admits an epimorphism

⊕
i D(di)→ X for some family {di}. Then [D,Vec]→ X is essen-

tially surjective.

Proof. By assumption, it follows that for every X ∈ X, the counit

X(D(−),X)⊗D D→ X

is an epimorphism. Then we have an exact sequence

0→ K→ X(D(−),X)⊗D D→ X→ 0

This gives us an exact sequence

X(D(−),K)⊗D D→ X(D(−),X)⊗D D→ X→ 0

Since −⊗D D is fully faithful, we can write the first map as f ⊗D D for some map f :
X(D(−),K)→ X(D(−),X). Since −⊗D D is right exact, it follows that X = coker f ⊗D D.
This proves essential surjectivity.

Proof of theorem 26. Let Dop be a full subcategory of X whose objects are compact, pro-
jective and generate X. Let D : Dop→X be the embedding. By proposition, 28, the functor
−⊗D D : [D,Vec]→X if fully faithful. By Proposition 29, the functor is essentially surjec-
tive.
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Definition 30. If X is an abelian category with enough compact projectives, define M(X)
to be the opposite of the full subcategory with objects the indecomposable compact pro-
jectives. We call M(X) the minimal model for X. By theorem 26, the functor category
[M(X),Vec] is equivalent to X.

3.2 Modules over Tensor Algebras

In this section, we work inside a fixed semi-simple tensor category C. We use Morita theory
to study the category of modules over an algebra internal to C. Choose a distinguished
simple object X ∈ C. Define

T =
⊕
n≥0

X⊗n

This is the tensor algebra generated by X. Define Rep(T ) to be the category of right modules
over T internal to C. The forgetful functor F : Rep(T )→ C has left adjoint L : C→ Rep(T )
defined by V 7→ V ⊗T . Since the right adjoint F is exact, it follows that L preserves projec-
tives. Define

T + =
⊕
n≥1

X⊗n

Lemma 31. If V ∈ C is irreducible, then V ⊗T is an indecomposable projective in Rep(T ).

Proof. Since V ⊗ T = L(V), the module is projective. Suppose that V ⊗ T = A⊕ B as T -
modules. When we tensor with T/T +, we get

V = A/AT +⊕B/BT +

in C. Since V is irreducible in C, we can assume without loss of generality that A/AT + = 0.
Suppose that A 6= 0. Choose 0 6= Y ⊆ A ⊆ V ⊗T irreducible in C. This implies that

Y ⊆
N⊕

n=0

V ⊗X⊗n

for some large N. Since A = A
(
T +)N+1, it follows that

Y ⊆ A
(
T +

)N+1
⊆

⊕
n≥N+1

V ⊗X⊗n.

This implies that Y = 0, which is a contradiction. Therefore we must have A = 0.

Proposition 32. Let G be the fusion graph for X considered as a category where the objects

are vertices and the morphisms are paths. Then Rep(T ) is Morita equivalent to [G,Vec].

34



Proof. The indecomposable compact projectives λ ⊗ T , where λ is an irreducible in C,
generate Rep(T ). Using the adjunction (L,F) : Rep(T )→ C, we have

homT (µ⊗T,λ⊗T ) = C(µ,λ⊗T ).

The right hand side has a basis consisting of vectors of the form

λ X X X

µ

which is exactly a path in the fusion graph for X from λ to µ. Post composing with the
corresponding morphism in homT (µ⊗T,λ⊗T ) is the map

X Xµ

ν

7→

ν

λ X X X X X

This implies that composition of basis vectors is exactly concatenation of paths in the fusion
graph for X. This completes the proof.

Example 33. Let C = H, which was defined in Example 21, and let X = . The fusion
graph for X has objects partitions and the edges G(λ,µ) are the standard skew tableaux of
shape µ\λ.
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3.3 Modules over the quantum symmetric algebra

In this section, we work inside the category H defined in Example 21. Define T =
⊕

n≥0
⊗n.

Consider the submodule I of T spanned by all maps

λ

where λ is a partition with two or more rows. The grading on the Grothendieck ring implies
that I is a 2-sided ideal in T , so we can form the quotient algebra S = T/I. We have

S = ∅⊕ ⊕ ⊕ ⊕ · · ·

Define Rep(S ) to be category of right modules over S internal to the category H. Just like
the tensor algebra, every projective S -module is free and the indecomposable projectives
are of the form λ⊗ S where λ is a partition. Define F to be the fusion graph for inside
H interpreted as a category. Define M to be the category whose objects are partitions and
whose morphisms are defined by

M(λ,µ) = homS (µ⊗S ,λ⊗S ).

Then we have the functor Q = −⊗T S : F → M. By definition, this functor is the identity
on objects. Since all the projectives involved are free, it follows that Q is full. We can
describe Q more concretely as follows. Each hom space in F is a skew representation of
some Iwahori-Hecke algebra. We have:

Lemma 34. On morphisms, Q projects onto the Hecke algebra invariants.

Proof. Recall that given a vector f ∈ F(λ,µ), post composition by the induced map homT (µ⊗
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T,λ⊗T ) is given by

µ X X

ν

7→
µ

ν

f

m

λ

More precisely, the map f : µ→ λ⊗X⊗n induces a map µ⊗T → λ⊗T defined by

g : µ⊗T
f⊗1
−−−→ λ⊗X⊗n⊗T

1⊗m
−−−→ λ⊗T

where m is the multiplication map. The diagram depicts post composing a map ν→ µ⊗T

with g. By Yoneda’s lemma, this determines g. If we tensor along the projection p : T → S

we have

µ

ν

p

7→

µ

ν

f

m

λ p

=

µ

ν

f

λ

p p

m

The second equality is true because p is an algebra homomorphism, so it commutes with
multiplication.

Proposition 35. Suppose that λ ⊆ µ are partitions. Then H(µ,λ⊗ ⊗n) has Hecke al-

gebra invariants if and only if µ\λ is a horizontal strip. In this case, the invariants are

1-dimensional and any skew tableaux projects onto a nonzero invariant.
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Proof. The invariants in H(µ,λ⊗ ⊗n) are the same as maps

µ→ λ⊗︸ ︷︷ ︸
n

By Pieri’s rule, H(µ,λ⊗ ⊗n) has invariants if and only if µ\λ is a horizontal strip. Suppose
that µ\λ is a horizontal strip and P is a skew tableaux of shape µ\λ. Then from the semi-
normal form, we know that P generates H(µ,λ⊗ ⊗n). This implies that H(µ,λ⊗ ⊗n) has
a 1-dimensional space of invariants and P projects onto a nonzero invariant.

Proof of Theorem 23. The minimal model for S is M. From Lemma 34, Q : F → M is a
full functor which is projection onto the Hecke algebra invariants. From Proposition 35,
we have

M(µ,λ) = F(µ,λ)Hn = H(µ,λ⊗ )Hn = HS(µ,λ).

3.4 Quantum FI

There are other categories Morita equivalent to S . Instead of using the indecomposable
projectives λ⊗S as projective generators, we can use the sequence of projectives

S , X⊗S , X⊗2⊗S , X⊗3⊗S , . . .

where X = .

Lemma 36. as Hn×Hm-modules, we have

FIa(m,n) = IndHn
Hm⊗Hn−m

Hm⊗︸ ︷︷ ︸
n−m

.

Proof. From definition 24, it follows that the endomorphism algebra FIa(n,n) is the Iwahori-
Hecke algebra Hn. Therefore, Hn acts on FIa(m,n) via left multiplication and Hm acts on
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FIa(m,n) via right multiplication. As an Hn-module, FIa(m,n) is generated by

im,n =

which implies that
FIa(m,n) = IndHn

Hm⊗Hn−m
Hm⊗︸ ︷︷ ︸

n−m

.

This isomorphism is compatible with the left Hn-action and the right Hm-action.

Proof of Theorem 25. We have

homS (X⊗n⊗S ,X⊗m⊗S ) = H(X⊗n,X⊗m⊗︸ ︷︷ ︸
n−m

) =

IndHn
Hm⊗Hn−m

Hm⊗︸ ︷︷ ︸
n−m

op

as Hn×Hm-modules. In string diagrams, the isomorphism is given as follows:

f

m

↔ f

From Lemma 36, if we can construct bimodule generators for each homS (X⊗n⊗S ,X⊗m⊗S )
which compose like the morphisms im,n in FIa, then theorem 25 will follow. Recall that
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p : T → S is an algebra homomorphism. This implies that

p

p

m

= p

It follows that the maps

1m⊗ pn−m : X⊗n→ X⊗m⊗︸ ︷︷ ︸
n−m

compose like the im,n inside FIa.
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CHAPTER 4

A Sufficient Condition for the Braid Group to
Surject onto Endomorphism Algebras

Let C be a semi-simple braided tensor category defined over a characteristic zero field k.
Choose a distinguished object X ∈ C. One of the central problems in quantum algebra is
deciding if the map k[Bn]→ End(X⊗n) is surjective. In [LZ06], Zhang and Lehrer define
strongly multiplicity free representations, which gives a sufficient condition in the case
when C is finite dimensional representations of a Lie algebra or quantum group. Moreover,
they classify all strongly multiplicity free representations. In this chapter, we give a new
condition which implies that each map k[Bn]→ End(X⊗n) is surjective.

4.1 The Affine Braid Group

Definition 37. Let C be a semi-simple braided tensor category and X ∈ C a distinguished
object. Consider the functor T n

X : C → C defined by a 7→ a⊗X⊗n. Let σ1, . . . ,σn−1 be the
standard generators of the braid group Bn. Then we have a homomorphism

ABn = 〈σ2
1,σ2, . . . ,σn〉 → End(T n

X)

The braid σ1 does not act because it has domain a⊗X and codomain X ⊗ a. We call ABn

the affine braid group.

Geometrically, ABn is like Bn but the braids are allowed to wrap around a pole on the

41



left:

More precisely, ABn is the fundamental group of configurations of n points in C\{0}.
Suppose that C is a braided tensor category and λ⊗ X is multiplicity free. Since the

double braid must preserve isotypic components, the trivalent verticies are eigenvectors for
the double braid. This allows us to define θµ/θλθX from section 1.6 in a category which
may not have duals.

Definition 38. Suppose that C is a braided tensor category. We call X ∈ C weakly multiplic-
ity free if for each simple object λ ∈ C, the object λ⊗X is multiplicity free and θµ 6= θν for
distinct edges λ→ µ and λ→ ν in the fusion graph of X. This definition appears in [LZ06].

Lemma 39. Suppose that X is weakly multiplicity free. Then the image of k[ABn] →
End(λ⊗X⊗n) contains every diagonal matrix with respect to our chosen trivalent vertices.

Proof. Fix a weakly multiplicity free object X ∈ C and choose a set of trivalent vertices in
C. The operator σ2

1 acts on
Xλ

µ

via the scalar cλ→µ = θµ/θλθX. Define

PX
λ→µ =

∏
λ→ν 6=µ

σ2
1− cλ→ν

cλ→µ− cλ→ν
∈ k[AB1]

This operator is the projection onto µ inside λ⊗X. It is well-defined because X is weakly
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multiplicity free. Since σ2
1 is natural in the leftmost strand, we have

Pµ3→µ

λ X X X X

µ1

µ2

µ3

µ

=

Pµ3→µ

µ

µ3

µ2

µ1

It follows that

Pµ3→µ

Pµ2→µ3

Pµ1→µ2

Pλ→µ1

is a diagonal rank 1 projection living in the affine braid group with eigenvector

µ

µ3

µ2

µ1

λ X X X X

This completes the proof.
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4.2 The Sufficient Condition

Definition 40. Let C be a semi-simple tensor category and fix an object X ∈ C. We say that
the fusion graph of X is discretely simply connected if for any simple objects λ,µ ∈ C and
any paths P,Q from λ to µ, we can transform P to Q using a sequence of moves of the form:

λ→ ·· · → νi−1→ νi→ νi+1→ ·· · → µ 7→ λ→ ·· · → νi−1→ χ→ νi+1→ ·· · → µ

This is a combinatorial condition that we can check using the fusion ring of C. It is a fun
combinatorial exercise to check that the fusion graph of in the category of polynomial
GL(∞)-representations is discretely simply connected.

Theorem 41. Let C be a braided tensor category and X ∈ C a weakly multiplicity free

object. Suppose the fusion graph of X is discretely simply connected and for each simple

object λ, the map k[AB2]→ End(λ⊗X⊗2) is surjective. Then for each simple object µ and

all n, the map k[ABn]→ End(µ⊗X⊗n) is surjective.

Proof. Since the fusion graph for X is discretely simply connected, we can decompose
an arbitrary matrix unit into a product of EPQ’s where P and Q differ at a single vertex.
Therefore, to prove that k[ABn]→ End(µ⊗X⊗n) is surjective, we need to prove that each
matrix unit EPQ, where P and Q differ at a single vertex, is in the image. Since each map
k[AB2]→ End(λ⊗X⊗2) is surjective and the affine braid group action is natural in the first
strand, the image of k[ABn]→ End(µ⊗X⊗n) contains a term with EPQ as a summand. By
Lemma 39, the image contains EPQ after we left and right multiply by the correct diagonal
matrices.

Lemma 42. Let X be the the category of polynomial type 1 Ua(gl∞)-representations defined

in Chapter 1 and X = . If λ is a partition, then k[AB2]→ End(λ⊗X⊗2) is surjective.

Proof. Since X is weakly multiplicity free, by Lemma 39, the image contains all the irre-
ducible projections. Therefore, to prove that k[AB2]→ End(λ⊗X⊗2) is surjective, we need
to prove that k[AB2] acts irreducibly on each multiplicity space X(µ,λ⊗ X⊗2). In X, the
multiplicity space X(µ,λ⊗X⊗2) has dimension ≤ 2. If the dimension is 1, there is nothing
to prove. Suppose that dimX(µ,λ⊗X⊗2) = 2. Since σ2

1 acts diagonally with distinct eigen-
values on the trivalent vertex basis and σ2 acts via Young’s semi-normal form which has
no zero entries, surjectivity follows.

Example 43. Let X be the category of polynomial type 1 Ua(gl∞)-representations defined
in Chapter 1. Let X = be the first fundamental representation. In [LZ06], Lehrer and
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Zhang prove that X is weakly multiplicity free. The surjectivity of AB2 → End(λ⊗ X⊗2)
was proved in Lemma 42. Let S ,T be standard tableaux of shape λ. Then we can transform
S to T by repeatedly swapping entries that are not in the same row or column. It follows
that the fusion graph of X is discretely simply connected. Therefore, by Theorem 41, the
affine braid group acts irreducibly on the skew partition representations. This result was
first proved by Ram in [Ram03].
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CHAPTER 5

Noetherianity and Rooted Trees

Let C be a category and Vec the category of vector spaces over a field k with arbitrary
characteristic. Write Rep(C) for the category of functors C→Vec. Such functors are called
representations of C. Let T be the category whose objects are rooted trees and morphisms
are order embeddings preserving the root. We define this category more precisely in section
5.3. In this chapter we prove

Theorem 44. Finitely generated T-representations are Noetherian.

Theorem 44 is proved using Gröbner categories, first defined by Richter in [Ric86], and
further developed by Sam and Snowden in [SS17]. Gröbner categories reduce Noetherian-
ity questions to combinatorial questions. In all examples that have been done so far, the
combinatorial questions reduce to Higman’s Lemma, or some variant. For the category T,
the combinatorial question reduces to Kruskal’s tree Theorem.

5.1 Motivation and previous work

Theorem 44 is a generalization of Theorem 45, which was proved independently by Church,
Ellenberg and Farb in [CEF15] and by Snowden in [Sno13]. Indeed, the full subcategory
of T with objects height one trees if FI.

Theorem 45. Let FI be the category of finite sets with injections. Then finitely generated

FI-representations over a field of characteristic 0 are Noetherian.

Theorem 45 has the following Corollary, due to Church, Ellenberg and Farb in [CEF15]:

Corollary 46. Let M be a manifold and S a finite set. Then S 7→CS (M) = {injections S → M}

is a functor from FIop into the category of manifolds, and S 7→ Hd(CS (M),Q) is a finitely

generated FI-representation.
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We hope that Corollary 46 convinces the reader that Theorems 44 and 45 are interesting.
Motivated by Theorem 45, Sam and Snowden developed the theory of Gröbner categories
in [SS17]. They proved

Theorem 47. Let C be quasi-Gröbner category. Then every finitely generated C-representation

is Noetherian.

Sam and Snowden also proved that the categories FId,FSop,VA,FIG,FSop
G are quasi-

Gröbner. In all of these examples, the objects are parameterized by the natural numbers.
The category T may be the first known example of a quasi-Gröbner category whose objects
do not have a natural bijection with Np.

5.2 Open problems

As far as the author is aware, the following questions are open:

1. Are there any interesting spaces which are acted upon by tree automorphism groups?
If we could find non trivial functors from Top into the category of spaces, then The-
orem 44 might imply results like Corollary 46.

2. If V is a finitely generated T-representation, what can one say about the function
T 7→ dimVT ? If C is a quasi-Gröbner category, then it is reasonable to expect that
the Hilbert series of finitely generated C-representations will be nice. For example,
finitely generated FI-representations have rational Hilbert series.

3. Kruskal’s tree Theorem is an important part of the graph minor Theorem. The cat-
egory T is quasi-Gröbner because of Kruskal’s tree Theorem. Is there any category
that is quasi-Gröbner because of the graph minor Theorem?

5.3 Rooted Trees

In this section, we explain the terms and notation used throughout the chapter. A tree is a
connected finite graph with no loops. A rooted tree is a tree equipped with a root vertex.
In a rooted tree, we orient every edge towards the root vertex. When drawing rooted trees,
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the root vertex is at the bottom. Here is an example:

If v is a vertex, write in(v) for the set of incoming edges. When we draw a picture of a
rooted tree, we implicitly put an ordering on in(v) for each vertex v. A planar rooted tree
is a rooted tree equipped with a total ordering on in(v) for each vertex v. Given a rooted tree
T we build a partially ordered set as follows: The elements are vertices and given vertices
v,w we say that v ≤ w if there is a downward path from v to w. We call this order the tree
order on the vertices of T . The root is larger than all other vertices in the tree order. Let T

be a planar rooted tree. We totally order the vertices using a clockwise depth-first tree walk.
This total ordering is called the depth-first ordering on the vertices and is denoted by /.
A map of partially ordered sets f : P→ Q is called an order embedding when f (x) ≤ f (y)
if and only if x ≤ y. When we say order embedding, we mean with respect to the tree order.
We define the following categories:

FT =

{
Objects are rooted trees and morphisms are or-
der embeddings

}

FPT =


Objects are planar rooted trees and morphisms
are order embeddings which also preserving the
depth-first ordering on vertices


T =

{
Objects are rooted trees and morphisms are or-
der embeddings preserving the root

}

PT =


Objects are planar rooted trees and morphisms
are order embeddings that preserve the root and
the depth-first ordering on vertices


The categories T and PT are our main focus, but for many of the proofs, it is useful to work
in FT and FPT. Since the morphism are order embeddings, they are injective on vertices.
We can now state our main theorem, from which Theorem 44 follows. First, let us recall
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the definition of a Gröbner category from [SS17].

Definition 48. A quasi-order is a binary relation that is reflexive and transitive. A well-
quasi-ordering is a quasi-ordering such that any infinite sequence of elements x0, x1, x2, . . .

contains an increasing pair xi ≤ x j with i < j.

Let C be a small directed category. Write Cx =
⋃

y MorC(x,y). If f : x→ y and g : x→ z

are elements of Cx then we write f ≤ g if there is a commutative triangle

x y

z

f

g

We call this quasi-order on Cx the divisibility order. It is intrinsic to C. An admissible
order on Cx is a well-order � such that if f � f ′ then g f � g f ′ whenever this makes sense.
Admissible orders are not intrinsic to C: they are extra structure.

Definition 49. We call C Gröbner if each divisibility order Cx is a well-quasi-order and
each Cx admits an admissible order.

Definition 50. Let i : C′→ C be a functor. We say that i has property (F) if for each prin-
cipal projective Px = CC(x,−) in Rep(C), the C′-representation i∗Px is finitely generated.

Definition 51. A category C is quasi-Gröbner if there is a Gröbner category C′ and an
essentially surjective functor C′→ C satisfying property (F).

Theorem 52. The category PT is Gröbner and the forgetful functor PT→ T is essentially

surjective and has property (F).

Theorem 52 implies that T is quasi-Gröbner. We refer the reader to [SS17] where the
theory of Gröbner categories is developed.

5.4 A relative version of Kruskal’s tree Theorem

We define a sequence of trees B1,B2,B3,B4, . . . as follows: Bn is the graph with vertex set
{∗}∪ {1, . . . ,n} and edges (i,∗). Diagrammatically, we have

· · ·

These planar rooted trees form building blocks in the category FPT.
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Lemma 53. Let T be a planar rooted tree. Let v be a vertex of T . Let Tv be the sub tree of

T which contains everything above and including v. Let T v be the sub tree of T obtained

by removing everything in Tv strictly above v. Then we have the following pushout square

in FPT:
Tv T

v T v

Proof. To define a morphism T → U, we need to send edges in T to paths in U so that
domains and codomains are preserved. Since every edge in T is contained in either Tv or
T v, the lemma follows.

Example 54. Here is an example of such a pushout square:

Lemma 55. Assume that T is a planar rooted tree and v1, . . . ,vn are the vertices with

distance 1 from the root. Then T is a colimit of the following diagram (that we have only

drawn for n = 3):
Tv1 Tv2 Tv3

v1 v2 v3

B3

Proof. This follows by repeated application of Lemma 53.

Lemma 56. We have a natural isomorphism

MorFPT(Bn,T ) =


distinct vertices v,v1, . . . ,vn ∈ T such that

vi ≤ v in the tree order, the vi are pairwise

incomparable in the tree order and v1 /

v2 / · · · / vn in the depth-first order


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Proof. To specify a map out of Bn inside FPT, we need to specify the images of the root
and leaves subject to planar ordering.

Let T be a planar rooted tree. Define PTT to be the set of morphisms in PT with domain
T . If f ,g ∈ PTT , we define f ≤ g if there is a commutative diagram

T U

V

f

g

in the category PT. Equivalently, f ≤ g if there is a morphism h such that g = h f . This
is called the divisibility quasi-order on PTT . Now we can state the relative version of
Kruskal’s tree Theorem:

Theorem 57. The quasi-order on PTT is a well-quasi-order.

The T = • case is very similar to Kruskal’s tree Theorem. Indeed, Lemma 58 is proved
by Draisma in [Dra14]. We include a proof to establish notation and demonstrate the main
proof technique in the easiest case.

Lemma 58. Theorem 57 is true when T = •.

Proof. We use the Nash–Williams theory of good/bad sequences that is explained in [Die10,
Chapter 12]. We call a sequence x0, x1, x2, . . . good if there exist indices i < j such that
xi ≤ x j. Otherwise, the sequence is called bad. Suppose that PT• is not well-quasi-
ordered. Given n ∈ N, assume inductively that we have chosen a sequence T0, . . . ,Tn−1

of planar rooted trees such that some bad sequence of planar rooted trees starts with
T0, . . . ,Tn−1. Choose Tn with a minimal number of vertices such that some bad sequence
starts T0,T1, . . . ,Tn. Then (Tn)n∈N is a bad sequence. We call (Tn) a minimal bad sequence.
Let v1, . . . ,vd be the vertices in Tn whose distance from the root is 1, ordered with respect
to the depth-first ordering. Let An = Tn,v1Tn,v2 . . .Tn,vn . If we think of each sequence An

as a set, we can define A = ∪nAn. We claim that A is well-quasi-ordered. Let (Uk) be a
sequence in A. Then Uk ∈ An(k), so we have a morphism Uk→ Tnk in FPT. This morphism
does not preserve the root, but we can modify what the morphism does on the root vertex
in the following way:

↪→

This allows us to convert Uk→ Tnk into a morphism which witnesses Uk ≤ Tnk . Choose p
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so that n(p) is the smallest element of {n(k)}. Then we have the following sequence

T0, . . . ,Tn(p)−1,Up,Up+1, . . .

By the minimality of (Tn), it must have a good pair. If Ti ≤ U j then we have Ti ≤ Tn( j).
This is a contradiction because i < n(p) ≤ n( j). Therefore there must be a good pair in (Uk).
Since our choice of sequence in A was arbitrary, it follows that A is well-quasi-ordered.
Consider the following sequence of words in A:

A0,A1,A2, . . .

By Higman’s Lemma, we must have Ai ≤ A j for some i < j. What this means is that there
is an order preserving injection φ : Ai→ A j such that U ≤ φ(U) for each U ∈ Ai. This gives
us Ti ≤ T j which is a contradiction.

Lemma 59. Theorem 57 is true when T = Bn.

Proof. The proof is by induction on n. The base case is n = 1. Elements in PTB1 are planar
rooted trees with a distinguished non-root vertex and T ≤ U if there is a morphism T → U

preserving the root and the distinguished non-root vertex. Choose a minimal bad sequence
(Tn) in PTB1 . Define An as in Lemma 58. We can break the sequence An up as LnUnRn

where Un is the tree containing the distinguished vertex, Ln is the sequence of trees coming
before Un and Rn is the sequence of trees coming after Un in the depth first ordering. There
are two cases we need to consider:

1. Suppose that for an infinite subsequence (Unk) of (Un), the distinguished vertex in
Tnk is the root of Unk . Consider the following sequence

(Ln1 ,Un1 ,Rn1), (Ln2 ,Un2 ,Rn2), . . .

A product of well-quasi-orders is a well quasi-order. By Lemma 58, there must be a
good pair (Lni ,Uni ,Rni) ≤ (Ln j ,Un j ,Rn j) which gives us Tni ≤ Tn j in PTB1 . This is a
contradiction.

2. Suppose that for an infinite subsequence (Unk) of (Un), the distinguished vertex in
Tnk is not the root of Unk . The obvious morphism Unk → Tnk does not preserve roots,
but we can use the same trick as in Lemma 58 to get Unk ≤ Tnk in PTB1 . Since we
started with a minimal bad sequence, {Unk}must be well-quasi-ordered, therefore the
sequence

(Ln1 ,Un1 ,Rn1), (Ln2 ,Un2 ,Rn2), . . .

52



must have a good pair (Lni ,Uni ,Rni)≤ (Ln j ,Un j ,Rn j) which gives us Tni ≤ Tn j in PTB1 .
This is a contradiction.

One of these two cases must occur. Therefore we have proved that PTB1 is well-quasi-
ordered. Now assume that PTBi is well-quasi-ordered for i < n. We prove that PTBn is
well-quasi-ordered. Elements of PTBn are planar rooted trees with n distinguished non–
root vertices v1, . . . ,vn that are incomparable in the tree order and ordered in the depth-first
order. We have T ≤U if there is a morphism T →U in FPT that preserves the root and the
distinguished non root vertices. Assume that (Tn) is a minimal bad sequence in PTBn . As
usual, form the sequence (An). Define ω(An) as follows: replace each tree in An with the
number of distinguished vertices of Tn it contains, then delete the zeros. By the pigeonhole
principle

ω(A1),ω(A2),ω(A3), . . .

must contain some sequence m1, . . . ,md an infinite number of times. Let (Tnk) be the corre-
sponding subsequence of (Tn). We must now consider two cases:

1. Suppose d = 1. Write Ank = LnkUnkRnk where Unk contains all of the distinguished
vertices in Tnk . If there is an infinite subsequence where the root of Unk is not distin-
guished, then use a minimal bad sequence argument to get a contradiction. If there is
an infinite subsequence where the root of Unk is distinguished, then use the induction
hypothesis to get a contradiction.

2. If d > 1 then write
Ank = L0

nk
U1

nk
L1

nk
. . .Ud

nk
Ld

nk

where U i
nk

has mi of the distinguished vertices. Now use the induction hypothesis to
get a contradiction.

Proof of Theorem 57. We induct on the number of vertices in T . Lemma 59 is the base
case. Choose a non–root vertex v in T that has valence ≥ 2. Choose a sequence (φn : T →

Un) in PTT . Then we get sequences φn,v : Tv → Un,φn(v) and φv
n : T v → Uφn(v)

n in PTTv

and PTT v respectively. By induction, there must be a good pair (φi,v,φ
v
i ) ≤ (φ j,v,φ

v
j). This

induces φi ≤ φ j which completes the proof.
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5.5 Proof of Main Theorem

In this section, we prove that PT is a Gröbner category and that the forgetful functor PT→
T has property (F) and is essentially surjective. Theorem 57 says that the divisibility order
on PTT is a well-quasi-order. Therefore, to prove that PT is Gröbner, we need to construct
admissible orders on each PTT . Let T,U be planar rooted trees and choose a morphism
φ : T → U in PT. If e is an edge in T , label every edge in the path φ(e) with the distance
between target(e) and root(T ) in T . (edges point towards the root). Now we go on a
clockwise depth-first tree walk along U (depth-first tree walks are defined in [Sa99, chapter
5]). As we are traveling, record the path as follows:

1. If we travel up an edge marked with an i, write (
i

.

2. If we travel down an edge marked with an i, write )
i

3. If we travel up an unmarked edge, write (

4. If we travel down an unmarked edge, write ).

The resulting string is called the Catalan word of φ.

Example 60. consider the map:

↪→

Its Catalan word is
(
0

(
0

(
1

(
1

()())
1

)
1

())
0

(
0

(()()()))
0

)
0

If T = • then we recover the the standard bijection between planar rooted trees and
strings of balanced brackets which is described in [Sa99, chapter 5].

Lemma 61. The mapping φ 7→ Catalan word is injective.

Proof. We can reproduce φ from its Catalan word as follows. The top row of parentheses
gives the target. The bottom row of numbers tells us how the domain is mapped in, and
also gives the domain since all tree maps are fully faithful.
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We use Catalan words to equip each set PTT with an admissible order. Given a Catalan
word, build the tuple (p,n) where p is the top row and n is the second row. We order the
alphabets in the following way:

) ≺ (

− ≺ 0 ≺ 1 ≺ 2 ≺ 3 ≺ . . .

Order words in the parentheses alphabet using the length lexicographic ordering. Order
words in {−,0,1,2, . . . } using lexicographic ordering. Given two Catalan words (p,n), (p′,n′),
define (p,n) ≺ (p′,n′) if p ≺ p′ or p = p′ and n ≺ n′.

Lemma 62. Let f ,g : T →U be morphisms in PT such that f ≺ g with respect to the above

Catalan word ordering. Let h : U → V be a morphism. Then h f ≺ hg.

Proof. First we interpret f ≺ g. When we go on a clockwise depth-first tree walk along U,
the first time we notice a difference in the edge labeling, the label for g is larger than the
label for f . Now go on a clockwise depth-first tree walk along V labeled by h f and hg. The
first difference that we notice is going to be induced by the difference we noticed on our
walk along U and the label for hg will be bigger than the label for h f because the labels
are mapped from U.

This completes the construction of admissible orders on each PTT . Therefore we have
proved that PT is Gröbner. To conclude the proof of Theorem 52, we need to prove that the
forgetful functor i : PT→ T is essentially surjective and has property (F). Let J : PT→ T
be the functor which forgets the plane ordering. Since every rooted tree can be drawn on
the plane it follows that J is essentially surjective. Let U be a rooted tree and V a planar
rooted tree. Then we have

T(U, J(V)) = PT(U1,V)tPT(U2,V)t · · ·tPT(Ue,V)

where U1, . . . ,Ue are all the planar representations of U. This implies that

J∗PU =

e⊕
i=1

PUi

which proves that J has property (F).
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