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CHAPTER I

Introduction

1.1 Motivation

Frictional contact problems arise in many applications of mechanical or civil engineer-

ing. These are often subjected to a substantial mean load and a superposed oscillatory load

with a small amplitude. For example, the contact interface between a turbine blade and

the blade disk in an aero engine is subjected to a large constant load due to centrifugal

action, but also experiences time-varying cyclic load due to vibration and turbulence in

the gas flow (Murthy et al. 2004). Other similar situations are found in many different

areas: for example, bolted joints in machine tools (Bercyński and Gutowski 2006, Law et

al. 2006), engine conrod bush systems in the automotive industry (Antoni et al. 2007), and

the contact of bodies with rough surfaces (Bureau et al. 2003, Walsh 2003), interactions of

granular material and soils (Zhang and Makse 2005, Holt et al. 2005, Leurer and Dvorkin

2006), and so on.

Under those cyclic loads, the interface of components experiences periodic reversed

relative motion and might fail (Lovrich and Neu 2006, Nowell et al. 2006). However,

the frictional slip that occurs during the first few cycles might set up a state of residual

stress that inhibits or reduces slip in subsequent cycles. Therefore, it is worthwhile to

predict what loading conditions will make a system experience those different long term

1
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behaviors.

In order to explore these challenging questions, we will restrict attention to the simplest

case where the bodies are two-dimensional and sliding occurs within the plane.

1.2 Analytical Method in Frictional Contact Problems

We will review the state of the art in analytical solutions of contact mechanics with

special attention to local friction phenomena. In general, contact problems can be catego-

rized into those without friction and those with friction at the contact interfaces, and these

are also subdivided into static or quasi-static problems and dynamic problems. Assuming

that the applied forces vary slowly with time, quasi-static problems are those in which

the inertia effects are negligible, whereas dynamic problems are those in which the inertia

effect plays an important role. The inertia is generally important only when the loading

time scale (e.g. the period of cyclic loading) is comparable with the time it takes for an

elastic wave to traverse the body.

At first, we will analyze the tractions induced in frictional contact and their influence on

the contact normal distribution. As a simple model of friction, Coulomb’s law (Coulomb,

1785), which applies to sliding contact of two rigid bodies, is widely used. It defines the

state of stick or slip depending on the following relationship between the applied tangential

force, Q, and the normal force, P ,

stick : |Q| < fP ; v̇ = 0

slip : Q =

{
−fP ; v̇ > 0

+fP ; v̇ < 0

(1.1)

where v̇ is the velocity in the tangential direction, and f is the coefficient of friction, re-

spectively.

Fig. 1.1(a) shows the relationship between the reaction force and the velocity in the
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tangential direction. Since the tangential reaction force Q acts in the opposite direction

to that of the slip direction, the forward (v̇ > 0) and backward (v̇ < 0) slip make the

tangential reaction force negative and positive, respectively, as shown in Eq. (1.1). If a

single rigid body makes contact with a rigid support governed by Coulomb’s law, as shown

in Fig. 1.1(b), sliding will occur only if the tangential friction force, Q, reach the limiting

value, fP . Otherwise, the body remains in a state of stick with no relative tangential

motion.

Q

v

fP

fP

(a) Load-velocity diagram for fric-
tional contact

sliding
Rigid Body

P

Q=fP

direction

P

Q

(b) Sliding between rigid bodies

Figure 1.1: Coulomb’s friction law with the coefficient of friction, f. P and Q represent the
normal and tangential forces, respectively, and v̇ is the velocity in the tangen-
tial direction.

Now, we will apply Coulomb’s law to the analysis of frictional elastic contacts. Sup-

pose that two elastically similar bodies are pressed together with their axis parallel, as

shown in Fig. 1.2. As pressure is applied, deformation must occur so that a mutual contact

pressure develops and the surfaces’ points are compressed. However, because system is

symmetry, the normal tractions do not produce relative tangential displacements, and there

is no tendency for the bodies to slip. This means that no frictional tangential tractions arise,

and the solution to the problem, which is known as the Hertz solution (Hertz, 1882), is the
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same whether the surfaces have friction or are well lubricated, i.e. no friction.

x

y
zP

P

Figure 1.2: Normal contact between two similar bodies

If now a tangential force sufficient to cause gross sliding is applied (i.e. Q = fP ),

shear tractions that are everywhere limited by the coefficient of friction, f, arise, i.e.,

|q(x, y)| = fp(x, y), (1.2)

where the shear and normal tractions, q(x) and p(x), are functions of the contact point x

and y, and the normal traction is positive if compressive. The presence of the shearing

tractions will cause a normal displacement of the contacting surfaces. However, since the

shear tractions act in opposite directions over the surface of the two bodies, surface contact

points will move in the normal direction by the same amount so that the contact pressure

distribution remains unchanged.

We now apply a shearing force that is less than the limiting value (i.e. Q < fP ).

In this case, the contact area consists of a mixture of stick and slip zones, as shown in

Fig. 1.3(a). Such a contact is said to be in a state of micro-slip since the slip amount in the

slip zones is limited because of the elastic strains of the body at the interface. Within the

slip zones, Eq. (1.2) still applies, whereas the shearing traction of the stick zones must be

less than the limiting values, i.e.,

|q(x, y)| < fp(x, y). (1.3)
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It will be noted that the shearing tractions on each body are equal in magnitude but opposite

in direction, so that the normal surface displacements induced in each body are the same.

Hence, the effects of normal and shear tractions are entirely independent and may be

analyzed separately.

x

y
z

P

P
Q

Q

stick zone

-a a-c c

(a) Contact in partial slip

-fp
z

stick
-a a-c c

slip slip

p
(x,y)

(b) Shear traction distribution

Figure 1.3: Cattaneo and Mindlin’s problem

This type of contact problem is referred to as an ’uncoupled contact problem’. If the

contact problem is uncoupled, Dundurs’ constant (Dundurs, 1969)

β =

(
1− 2ν1

µ1

− 1− 2ν2

µ2

)

2(
1− ν1

µ1

+
1− ν2

µ2

)
, (1.4)

is zero, where µi, νi, i = 1, 2 are the modulus of rigidity and Poisson’s ratio, respectively,

for the two materials. The following four cases satisfy the uncoupled condition (Barber,

2002, §12.7);

(i) The contact is frictionless.

(ii) The materials are similar (ν1 = ν2, µ1 = µ2).

(iii) Both materials are incompressible (ν1 = ν2 = 0.5, µ1 6= µ2).

(iv) One body is rigid (µ2 →∞) and the other is incompressible (ν1 = 0.5).
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1.2.1 Uncoupled Problems with Similar Materials

Here, we will confine our attention to contacts between elastically similar materials.

In this case, Dundurs’s constant in Eq. 1.4 will be zero.

Let us consider that two elastically similar cylinders are pressed together by a normal

force (P ) and then subjected to a monotonically increasing tangential force (Q), as shown

in Fig. 1.3. Further, a tangential force is less than the limiting frictional value (Q <

fP ). Such a contact problem was first solved by Cattaneo (1938) and later independently

by Mindlin (1949). They showed that slip would occur in an elliptical annulus to the

edge of contact area and that the resulting frictional traction distribution would be the

difference between the traction distribution at limiting friction and an opposing self-similar

distribution in the central ellipse.

Mindlin and Deresiewicz (1953) extended Mindlin’s analysis to the more general sit-

uation of spherical surfaces subjected to an oscillating force that acts obliquely at an arbi-

trary angle α to the normal. They showed that due to the presence of slip and its associated

energy dissipation, the changes in tractions and displacements depend on the entire past

history of loading and the instantaneous relative rates of change of the normal and tangen-

tial forces as well as the initial state of loading.

Micro-slip under oscillatory tangential forces have been experimentally observed by

many researchers. Mindlin et al. (1952), Johnson (1955), and Courtney-Pratt and Eis-

ner (1957) measured the tangential micro-slip amount that occurs in friction experiments

using metallic surfaces, and their results supported the validity of Mindlin’s theory. John-

son (1961) also experimentally investigated Mindlin and Deresiewicz’s results with the

contact between a hard steel sphere and a plane that is subjected to compressive normal

force and superposed oscillating oblique force at an arbitrary angle α to the normal. He

showed that slip does not occur if the line of action of the oscillating force lies within the
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friction cone, and at greater angles of obliquity, oscillating slip takes place in an annular

region at the edge of the contact circle with a consequent dissipation of energy. The en-

ergy dissipation and resulting surface damage increase rapidly with the angle of obliquity,

reaching a maximum when the force is purely tangential.

As shown in Johnson’s experimental observation, oscillating micro-slip at the localized

interface of two surfaces produces the surface damage referred to as fretting, which can

lead to fretting failure of the components by fatigue. These are closely associated with the

loading history of the applied normal and tangential forces, as shown by Cattaneo (1938),

Mindlin and Deresiewicz (1953). The effect of loading history was also examined by

Dundurs and Comninou in a series of educational problems ( Dundurs and Comninou

1981, 1983, Comninou and Dundurs 1982). Their conclusions showed that incremental

problems in which the normal(P ) and tangential(Q) forces are increased (or decreased) by

small increments ∆P and ∆Q, will involve the state of stick throughout the instantaneous

contact area as long as

|∆Q| < f∆P (1.5)

where f is the coefficient of friction. If the force is truly static, it is not possible to distin-

guish the existence of slip from that of stick with limiting frictions since the shear tractions

are the same and no slip takes place until the load is increased or decreased.

In fretting contact, the tangential loading is cycled between limits. Hills et al. (1993,

§4.3) considered the development of shear tractions and stick zone during cyclic tangential

loading for similar materials. They show that even when the load has been completely

removed after reaching the maximum limit of the tangential loading, self-equilibrating

shear tractions still persist at the interface. This illustrates that the traction distribution

depends on the history of loading. Thus, we cannot necessarily exploit superposition in

determining the stress state.
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A significant generalization of Cattaneo and Mindlin’s problem was discovered inde-

pendently by Jäger (1997) and Ciavarella (1998). They showed that contact problems can

be analyzed as one of two normal indentation cases, specifically the actual normal contact

problem, and a corrective normal contact problem for a reduced load that provides the

shear correction in the stick zone. Thus, as the tangential force is increased at constant

normal force, the stick zone shrinks, passing monotonically through the same sequence

of areas as the normal contact area passed through during the normal loading process.

These results can be used to predict the size of the slip zone in conditions of fretting fa-

tigue (Hills and Nowell, 1994; Szolwinkski and Farris, 1996). Jäger and Ciavarella’s

theorem was extended to the wear process in fretting of plane contact that is subjected

to oscillating tangential forces (Ciavarella and Hills, 1999). They showed that the wear

operates only in the region of initial micro-slip, and that wear must always proceed so as

to give a steady state of full adhesion.

1.2.2 Coupled Problems with Dissimilar Materials

When the contacting bodies are elastically dissimilar (if β 6= 0 in Eq. 1.4) and sub-

jected only to a purely normal loading, it is possible to generate shear tractions because of

different tangential displacements at the interface. Therefore, the problem is fully coupled

in the sense that a normal force induces relative tangential displacement in addition to

relative normal displacement. Correspondingly, an applied tangential force will produce

relative displacements in both tangential and normal directions. Hence, the surface pres-

sure distribution will differ from the corresponding elastically similar contact. However,

for practical material combinations and realistic coefficients of friction, the difference in

pressure distribution is likely to be very small.

This type of problem was first studied by Goodman (1962) for the normally loaded fric-
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tional contact of two rough spheres. In his analysis, he assumed complete adhesion and ne-

glected the influence of the tangential traction on the Hertz distribution of normal pressure.

The complete solution to this problem was found incrementally by Mossakovskii (1963)

and Spence (1968, 1973). Spence’s solution concentrates on a rigid, flat-ended punch, and

uses an iterative scheme to develop the coupled solution. He showed that the indentation

of an elastic half-space by a power law punch with Coulomb friction is self-similar and

hence that the extent of the central adhesion zone maintains a constant ratio to the extent

of the contact area.

Furthermore, Spence (1975) also investigated the normally loaded contact problem for

the loading and subsequent unloading of a rigid flat cylindrical punch indenting an elastic

half space. The solution showed that the center of the stick region is surrounded by an

annulus of slip and that the radius of the stick region is the same for all bodies whose

profiles are of polynomial form, including a flat-ended rigid punch. Once the radius is

specified, the frictional traction and the normal pressure can be evaluated numerically.

For the unloading procedure after monotonic loading, his solution also showed that slip

must take place at the edge of the contact circle in the direction opposite to that during

the loading. Thus, it showed that the state of contact stress depends on the history of the

applied loading.

Turner (1979) derived a variation formulation for the problem of contact between a

rigid cylindrical indentor and elastic half-space. Using the variational formulation, nu-

merical solutions are obtained to the problems of frictionless contact, adhesive contact,

and frictional loading, for which there are known analytical solutions, as well as to the

frictional unloading problem, for which there is no previous known solution, and then

comparisons are made with experimental data and predictions from physical considera-

tions



10

Tangential loading of dissimilar elastic bodies has been considered by several investi-

gators. Spence (1986) considered the two-dimensional contact problem of a monotonically

loaded indenter under an inclined load that produced both normal and shear components.

Keer et al. (1984) had investigated three-dimensional monotonic normal and tangential

loading of dissimilar bodies. Keer and Farris (1987) considered the two-dimensional con-

tact problem of a cyclically loaded indenter on an elastic half plane, including the interac-

tion of the normal and shear stress. However, the indenter was of non-uniform profile, so

it is not readily possible to quantify the effect of elastic dissimilarity on the stress distribu-

tions and locations of micro-slip. Their analysis was extended by Hanson et al. (1989) in

order to model an actual fretting fatigue experimental situation and to estimate the energy

dissipation under cyclic tangential loading. Nowell et al. (1988) investigated normal and

cyclic tangential loading of dissimilar elastic cylinders. They accounted for full interaction

in analyzing normal and subsequent monotonic tangential loading. The corresponding ax-

isymmetric problem was treated by Munisamy et al. (1994).

1.3 Frictional Response to Cyclic Loading: Shakedown, Cyclic Slip
and Rachetting

The response of elastic bodies in frictional contact has many similarities with that of

bodies governed by an elastic-plastic constitutive law. For example, as applied loads in-

crease, both systems show elastic response until the loads reach critical limiting values.

Once the loads reach the limiting values, frictional slip or plastic deformation (yield) oc-

curs and the amount of slip (or plastic strain) can be indefinite without increase in stress.

And also both processes involve energy dissipation and show history dependence of the

applied loads.
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Furthermore, both systems also show similar long-term behaviors to cyclic loading: as-

suming that elastic-plastic bodies are subjected to cyclic loading, they show incremental

collapse (rachetting), in which large permanent strains are acquired through the accumu-

lation of small increments occurring with each cycle of repeated loading; cyclic plasticity,

in which the plastic strains show the same pattern after many cycles as after the first cycle

with no net accumulation of plastic deformation; or plastic shakedown, in which the plas-

tic strains show only for the first few cycles and then perfectly elastic response shows as a

result of the residual stresses.

Similarly, assuming that elastic bodies with frictional interfaces are subjected to a

cyclic loading, the long-term behavior of the frictional system might lead to the following

corresponding physical phenomena known as rachetting, cyclic slip or frictional shake-

down. Rachetting occurs when a micro-slip shows in a different contact area for each

loading cycle and accumulates over all of the cycles, eventually showing a rigid body

motion and repeating the previous cycle. Cyclic slip occurs when a micro-slip shows re-

peated, identical patterns between two limit values for every loading cycle with no net slip

accumulation. Shakedown occurs when a micro-slip shows at the interface only for the

first few loading cycles, and then stick conditions apply throughout the contact area as a

result of beneficial residual stresses that prevent further slips.

These corresponding behaviors lead to the possibility that some of the results arising

in plasticity theory might be applied to friction problems, especially when a contact under-

goes cyclic loading. From the practical point of view, one way to prevent fretting fatigue,

which is closely associated with steady state slip, is to increase the normal contact pres-

sure, but another is to encourage slip to occur during the first few cycles of loading, so

that the system will shake down without further slip. Merwin and Johnson (1963) inves-

tigated the similar problem of shakedown due to subsurface plastic deformation in a half



12

plane subjected to surface loads. Comninou and Barber (1983) established the shakedown

limit for the frictional problem of an elastic layer pressed against an elastic half-plane and

subjected to a tangential force varying periodically in time. Their solution showed no slip,

slip in first cycle only, or slip in steady state, depending on the ratio between tangential

force and normal force.

Bree (1967) considered elastic-plastic behavior of thin tubes in the design of nuclear

reactor fuel elements, which are subjected to internal gas pressure and intermittent high-

heat fluxes. He showed that the plastic strains produced may cause rachetting or plastic

cycling as the temperature gradients occur across the tube wall cycles because of start-

up or shutdown of the reactor. Fig. 1.4, known as the Bree diagram, depicts the strain

behavior depending on the stress regimes at a point consisting of σP (internal pressure

stress) and σT (maximum value of elastic thermal stress). Similar behavior is observed

in the frictional problem. For example, Churchman et al. (2006) recently explored this

question in more detail in the context of a simple two-node discrete elastic system. They

identified loading regimes in which the long term behavior includes shakedown, cyclic

slip, and frictional ratchetting, and presented these in the form of the Bree diagram.

Furthermore, several authors (Saez et al. 2003; Churchman et al. 2006) investigated

whether Melan’s theorem (1936) for classical plasticity might apply to a frictional contact

problem in order to predict whether shakedown occurs. The classic Melan’s theorem is

the shakedown theorem in plasticity, and it states that ”if any time-independent distribu-

tion of residual stresses can be found which, together with the elastic stresses due to the

load, constitute a system of stresses within the elastic limit, then the system will shake

down.” The corresponding frictional equivalent of Melan’s theorem might be stated in the

following way: ”if a state of residual stress associated with frictional slip that would be

sufficient to inhibit further slip can be identified throughout a periodic loading cycle, then
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Figure 1.4: Stress regimes for the uniaxial-stress model of a thin tube whose yield stress
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tic thermal stress. R1 and R2 show ratchetting, S1 and S2 show shakedown
after the first half-cycle, P shows plastic cycling, E shows elastic behavior,
respectively

the system will in fact shake down”.

However, the proof of Melan in plasticity depends on associativity; hence the proof

cannot be applied to frictional systems. This is due to the non-associative character of the

friction law, which says that the slip will occur in the direction of a tangent of the contact

surface and not in the normal direction to the slip surface. In contrast, the shakedown

theorem in plasticity requires the flow rule to be associative, in which plastic strain should

occur in the direction of the outward normal of the yield surface. Therefore, there is no

reason to expect Melan’s theorem to apply to a general coupled system.

Björkman and Klarbring (1987) constructed the solution of a linear programming

method that determined the upper bound to the shakedown limit. It is similar to that

given by Maier (1969), whose theorem allows the upper and lower limit to the shakedown
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for a non-associated elastic-plastic material. However, their results in frictional systems

showed considerably higher values than those obtained from direct quasi-static solutions,

so Melan’s theorem cannot be valid. Nonetheless, in many example problems (Fredriks-

son and Rydholm 1981, Churchman et al. ,2006; Antoni et al. 2007) that have been solved

incrementally, it has been found that the actual limiting load for shakedown appears to

obey Melan’s theorem. Fredriksson and Rydholm argued that if the normal traction at the

interface is constant and prescribed, the flow rule essentially becomes associative in the

sense that its dependence of flow on pressure merely alters the effective yield criterion

and the permitted slip within the plane does satisfy the condition that it must align with

the direction of maximum tangential traction. This requires both that there be no coupling

between tangential displacements and normal tractions and that the periodic component

of the applied load does not generate a corresponding variation in normal traction. The

conditions specified above are also met in the simple example model given by Churchman

et al. (2006). In this model, the normal force remains constant, as in a fretting fatigue

experiment, and hence the slip displacements retain associativity with respect to the time-

varying reactions, thus meeting the conditions for Melan’s theorem to apply. Similar con-

siderations apply to the ‘Tresca’ friction law used by Antoni et al. (2007) in their study of

ratchetting of a bushing in a connecting rod end. Furthermore, a frictional Melan’s theo-

rem has been established for both discrete (Klabring et. al,2007) and continuous (Barber

et. al,2008) systems, which can explain why Melan’s theorem holds for the above cases.

Klabring et. al (2007) established definitive rules for the conditions that must be met by

a discrete frictional system subjected only to the restriction that the contact be complete.

They proved that shakedown is possible only (i) for systems with no coupling between

relative tangential displacements at the interface and the corresponding normal contact

tractions and (ii) for certain two-dimensional problems in which the friction coefficient at
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each node is less than a certain critical value.

Even though Klabring et. al (2007) showed how counter-examples can be constructed

for all systems coupling, such systems may experience either shakedown or cyclic slip

depending on the initial loading conditions. Therefore, there is still a possibility that a

reduced form of Melan’s theorem might apply to such systems under suitable restrictions

on the loading history.

Before introducing a more general system, it is instructive to consider the simple two-

dimensional one-point model contact problem described in Appendix A. Chapter 4 and 5

present a developed form of the theorem and a proof of its validity for a coupled system.

1.4 Receding Contact

Problems involving the contact of two separate bodies pressed against each other have

been widely studied. Although in the majority of cases the contact area increases after

the application of the load, there are others where the final contact area is smaller than the

original. For example, Fig. 1.5(a) shows a thin, flat elastic block resting on an extended

substrate and a normal force applied at the center. If the block is sufficiently long compared

with its height, separation occurs near the outer edges of the nominal contact area as shown

in Fig. 1.5(b). This result was first predicted by Filon (1903), based on the fact that a single

rectangular block loaded by two equal and opposite forces would experience a tensile

stress near the edges. Later Coker and Filon (1957) showed by photoelastic studies that

the contact semi-width is approximately 1.35 times the block thickness.

Problems of this class, in which the contact area ΓC under load is included within the

contact area Γ0 in the unloaded state (ΓC ∈ Γ0) were described as receding contact prob-

lems by Dundurs and Stippes (1970). The concept is further explored in Tsai et al. (1974)

and Dundurs (1975).
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(a) Unloaded (b) Loaded

Figure 1.5: Two rectangular elastic blocks compressed by a normal force: (a) unloaded
and (b) loaded configuration

The receding contact has been analytically studied by many researchers. Keer et

al. (1972) investigated the smooth receding contact problem between an elastic layer and

a half-space under the assumption of plane stress, plane strain and axisymmetric condi-

tions. Gladwell (1976) solved the same problem by treating the layer as a simple beam in

bending. Ratwani and Erdogan (1973) considered the plane smooth contact problem for

an elastic layer lying on an elastic half-space with an applied compressive load through a

frictionless rigid stamp. Civelek and Erdogan (1974) investigated the general axisymmet-

ric double frictionless contact problem for an elastic layer pressed against a half-space by

an elastic stamp under the assumption that the three materials have different elastic prop-

erties. Gecit (1986) studied the frictionless contact problem of a semi-infinite cylinder

compressed against a half-space. Birinch and Erdol (2001) solved the frictionless contact

problem between a flat-ended or rounded rigid stamp and two elastic layers. Comez et

al. (2004) investigated the plane double receding frictionless contact problem for a loaded

rigid stamp in contact with two different elastic layers. El-Borgi et al. (2006) consid-

ered the plane problem of a frictionless receding contact between an elastic functionally

graded layer and a homogeneous half-space, when the two bodies are pressed together.
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Kahya (2007) investigated a frictionless receding contact problem between an anisotropic

elastic layer and an anisotropic elastic half plane, when the two bodies are pressed together

by means of a rigid circular stamp.

The numerical studies on this type of contact problems were based either on the finite

element method (Chan and Tuba, 1971; Jing and Liao, 1990; Kauzlarich and Greenwood,

2001) or on the boundary element method (Garrido et al., 1994; Paris et al., 1995; Garrido

and Lorenzana, 1998).

Further, receding contact problems necessarily fall into the category of conforming

contacts in which the initial area of contact is a significant over an appreciable area of

the contacting bodies, since an extended contact area ΓC must exist if a load is to be

transmitted and hence Γ0 must also be extended a fortiori. For example, a frictionless

perfectly fitting pin in a hole will initially touch around the whole of its circumference, but

when it is loaded perpendicular to its axis, a gap will appear between the pin and the hole

on the unloaded side, as shown in Fig. 1.6.

(a) Unloaded

P

(b) Loaded

Figure 1.6: Pin in a circular hole compressed by a normal force, P : (a) unloaded and (b)
loaded configuration

This problem was solved by Persson (1964), Goodman and Keer (1965), and Mostofi

and Gohar (1980). Persson solved the case where the materials of the pin and matrix are
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identical and the results are described by Johnson (1985). This analysis was extended to

the case of dissimilar elastic materials by Ciavarella and Decuzzi (2001).

The influence of interfacial friction on the contact between a pin and an almost con-

forming hole is considered by Hou and Hills (2002). They proposed a numerically effi-

cient method for handling the problem, and the solution showed the presence of regions

of micro-slip. Ciavarella et al. (2006) demonstrated that similar results obtained by Dun-

durs and Stippes (1970) in frictionless contact, apply in the presence of Coulomb friction,

in which case the extent of the stick and slip zones and the local direction of sliding are

independent of load as long as the loading is monotonic in time.

In Chapter 3, we will look at the response of a receding contact problem that is sub-

jected to a combination of mean and oscillating loads, and examine whether the slip zones

remain unchanged throughout the loading and unloading phases.

1.5 Dissertation Overview

Chapter II devises a time incremental algorithm to study a frictional contact problem

subjected to cyclic loading. Using the algorithm, a series of simulations is performed to

investigate the influence of friction coefficients and external loading magnitudes on the

steady state of the frictional system.

Chapter III investigates the response of a receding contact problem to a combination

of mean and oscillating loads with the incremental program. We will verify that the slip

and separation zones remain unchanged throughout the first loading phase, but thereafter

all the zone boundaries vary during both loading and unloading periods.

Chapter IV deals with situations in which periodic loading scenarios can be devised

that lead to either shakedown or cyclic slip for coupled systems. We will consider this

question in the context of a simple two-dimensional coupled discrete system comprising
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two contact nodes.

Chapter V describes an automated procedure for determining the lower shakedown

limit for a multi-node contact system. Further, we propose an optimization method that

defines the upper shakedown limit above which the system cannot shake down.

Chapter VI develops an analytical method to predict friction-induced instability in

the context of a simple two-dimensional coupled discrete system comprising two contact

nodes. In particular, we will determine that there is a unique solution and demonstrate how

to find it without using a transient dynamic approach.

Chapter VII reviews the findings and contributions of this dissertation and proposes

future research topics.



CHAPTER II

Time Evolution Solution Algorithm to Quasi-static
Contact Problems with Friction

2.1 Introduction

If an elastic system is subjected to external loads that vary slowly in comparison with

the period of the lowest natural frequency, it is usually possible to predict its behavior

using a quasi-static analysis in which the mass of the system is neglected and the structure

is assumed to pass through a sequence of equilibrium states. However, if friction exists

at the contact interface, Coulomb friction law must also be considered. Furthermore, if

the system with the frictional interface experiences time-varying cyclic loads which tend

to produce micro-slip in some contact areas but not all of the contact interface, it is very

important to identify the behavior of the contact interface since erosion of the surface and

a failure known as fretting fatigue are closely related to it. Therefore, we need to develop a

numerical algorithm capable of tracking the behavior of a system with frictional interfaces

For this purpose, we will develop an algorithm to solve the quasi-static contact prob-

lem subjected to oscillating external load. First, to address the time-evolution program,

we will model an elastic rectangle contacting a rigid support in ABAQUS, and then ex-

tract the stiffness matrix coupling tangential slip displacements to normal contact forces in

ABAQUS. Second, we will develop a separate numerical algorithm for Coulomb’s friction

20
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Figure 2.1: A rectangular elastic block pressed against a rigid plane surface.

problem using iteration and inequalities.

2.2 Problem Description

We shall consider the two-dimensional problem illustrated in Fig. 2.1, in which a

rectangular elastic body of height h and width w is pressed against a rigid plane surface

by time-varying lodings, p0(t) and q0(t), exerted over the upper surface.

Coulomb friction boundary conditions are assumed at the interface between the block

and the plane with friction coefficient, f . We assume that the loading is sufficiently slow

for the quasi-static analysis to be appropriate, in which case time, t, appears only as an

evolutionary parameter describing the sequence of the loading.

The deformation of the block is analyzed by the finite element method and in partic-

ular the contact surface is defined by a set of N nodes, i = 1, 2, ..., N . The normal and

tangential nodal reaction forces acting on the block will be denoted by

ri = [qi, pi]
T (2.1)

where, qi, pi are respectively the tangential and normal reactions at node i and we adopt
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the convention that compressive normal reactions are positive and qi is positive in the

positive x-direction, as shown in Fig. 2.1. The corresponding vertical and horizontal

nodal displacements are denoted by

ui = [vi, wi]
T (2.2)

where, a positive value of normal displacement wi corresponds to a gap between the elastic

body and the obstacle.

2.3 The Coulomb Friction Law

At any time t, the Coulomb friction law for node i must be in one of the four states:-

(1) Stick: The node is in contact and there is no relative motion, so

wi = 0; v̇i = 0. (2.3)

For this state to hold, the normal reaction must be compressive and the tangential

reaction must satisfy the Coulomb friction inequality, giving

pi > 0; −fpi ≤ qi ≤ fpi. (2.4)

(2) Separation: The node is not in contact, so the reaction forces are both zero, giving

pi = qi = 0. (2.5)

For this to hold, the gap between the block and the plane surface must be non-

negative, which requires

wi ≥ 0. (2.6)
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(3) Forward slip: The node is in contact and slipping to the right, so

wi = 0; v̇i > 0. (2.7)

The normal contact reaction must be compressive and the Coulomb friction law

implies that qi opposes the motion, giving

pi > 0; qi = −fpi. (2.8)

(4) Backward slip: The node is in contact and slipping to the left, so

wi = 0; v̇i < 0; pi > 0; and qi = fpi. (2.9)

2.3.1 Solution Procedure

As in Klarbring et al. (2007), we can employ a standard static condensation procedure

to eliminate displacements at interior nodes of the discretized elastic body and hence write

the reactions in the form

r = rw + κu , (2.10)

where

q = [qj]
T , p = [pj]

T , v = [vj]
T , w = [wj]

T , r = [qT ,pT ]T , u = [vT ,wT ]T .

rw
i are the reactions that would be generated by the external forces if all the nodal displace-

ments were constrained to be zero, i.e. if the contact nodes were welded to the obstacle,

and κ is the contact stiffness matrix which we take to be symmetric and positive definite.

Using Eqs. (2.1) and (2.2), we can partition κ into three sub-matrices A,B, C, such that

qj = qw
j + Ajivi + Bijwi

pj = pw
j + Bjivi + Cjiwi

(2.11)

where A,C are symmetric and positive definite. B represents the coupling between tan-

gential displacements and normal reactions which is not subject to these restrictions, but
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they obey the relation

B = BT (2.12)

The solution of the transient loading problem under any transient loading, p0(t) and

q0(t), can then be stated and solved in terms of the variables defined in Eq. (2.10), making

use of the state equations (2.3-2.9).

The problem is solved at a series of time increments tj in which case the stick condition

v̇i = 0 in Eq. (2.3) translates to the condition

vi(tj+1) = vi(tj) (2.13)

and the frictional inequalities v̇i > 0 in Eq. (2.7) and v̇i < 0 in Eq. (2.9) translate to

vi(tj+1) > vi(tj) and vi(tj+1) < vi(tj) (2.14)

respectively. Thus, if the state of the system is completely known at time tj , Eqs. (2.3-2.9)

provide a set of conditions sufficient to determine the state at time tj+1.

2.3.2 Solution Algorithm

The numerical solution is obtained by a Gauss-Seidel procedure whereby the displace-

ments at each node are updated one by one, assuming that those at other nodes remain

unchanged (Atkinson 1989, Nakamura 1996). The slip at node i can be written as follows:

u
(m+1)
i =

1

κii

{
ri − rw

i −
i−1∑
j=1

κiju
(m+1)
j −

n∑
j=i+1

κiju
m
j

}
, i = 1, 2, ..., N (2.15)

where, superscript m(≥ 0) is the iteration number and initial guesses u
(0)
i are assumed

to be assigned. In this scheme, uj for j 6= i are assumed to be known, and also uj for

j < i uses updated values obtained by previous iteration, which can help increase the

convergence rate.
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At each time step, the algorithm cycles through the entire set of contact nodes several

times until the governing equations at all nodes are satisfied to within a set tolerance.

A block diagram of the algorithm is given in Fig. 2.2. For the update procedure, the

state (stick, forward slip, backward slip or separation) at the node in question is assumed

to be that for the previous iteration. The corresponding equations are then solved and

the appropriate inequalities are checked. If the inequalities are not satisfied, the state

assumption is changed and the node is solved again.

We should remark at this point that the system ‘memory’ is entirely contained in the

instantaneously locked-in displacements in the stick regions and this memory is acquired

at times when any node makes the transition from slip or separation to stick. Such a

transition may actually be indicated at a time between tj and tj+1 and hence the accuracy of

the stored displacements depends on the time step (or more strictly the loading increment)

being small enough for this to have a negligible effect on the solution. When the transition

occurs from separation to stick, a better approximation is achieved by first identifying

the position of the node predicted under the zero traction assumption. If there is to be a

transition to contact, this will involve a negative gap. By assuming a linear trajectory from

the previous position of the node, we can estimate the point of first contact and use this for

the tangential nodal displacement at the newly stuck node.

The iteration at each time step is terminated when the changes ∆vi, ∆wi in the dis-

placements vi, wi at all slipping and separated nodes during the last iteration are less than

a given proportion of the corresponding displacement. In other words, when ε < ε0,

where

ε = max
vi,wi

(
∆vi

vi

,
∆wi

wi

)
. (2.16)

The implementation of time incremental evolution program is summarized as follows:

(i) Assume previous state at node i.
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Figure 2.2: Solution Algorithm
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(ii) Store the latest values as v0 at node i.

(iii) Calculate unknowns at node i.

(iv) Check inequality at node i.

(v) Change the state at node i if any inequality is violated.

(vi) Repeat Step (iii)-(v) until the inequality is satisfied.

(vii) Update tolerance (ε = |vnew − vold|) at node i.

(viii) Go on to node i + 1 and repeat the same procedure.

(ix) Check the error tolerance (ε < ε0) after cycling through all the nodes i = 1 ∼ N .

(x) Start again at node i and repeat the same procedures until the tolerances are satisfied.

(xi) Go on to the next time step and repeat the same procedures.

As a test example, we will consider a receding contact problem in Chapter III, which

is subjected to oscillating loading.



CHAPTER III

Response of Frictional Receding Contact Problems to
Cyclic Loading

3.1 Introduction

The background of the receding contact problem was discussed in Section 1.4. Prob-

lems of this class, in which the contact area ΓC under load is included within the contact

area Γ0 in the unloaded state (ΓC ∈ Γ0) were described by Dundurs and Stippes (1970).

They possess the interesting characteristic that the stress and displacement fields are lin-

early proportional to the applied loads, despite the fact that the problem definition includes

the unilateral contact inequalities. In particular, the extent of the contact area ΓC is inde-

pendent of the load — it immediately jumps to the loaded value as soon as an infinitesimal

load is applied and remains at that value on subsequent increased loading.

The proof of this result is very simple (Dundurs, 1970). Suppose the stresses σ, dis-

placements u and the contact area ΓC are known for any particular load P . In particular,

this implies that the normal tractions τn are compressive throughout ΓC and that the gap is

positive throughout Γ0 - ΓC . Now postulate that the corresponding solution for a load λP

is λσ, λu, ΓC , where λ is a scalar multiplier. Clearly this solution satisfies all the govern-

ing equations of the problem and if the normal tractions τn are compressive, so also will

be λτn as long as λ > 0. Similarly, if the gap derived from u is positive, that derived from

28
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λu will also be positive. Thus, the inequalities are also satisfied and the initial postulate is

confirmed.

3.1.1 Coulomb Friction

The same argument can be applied to problems involving Coulomb friction as long as

the loading is monotonic in time. In this case ΓC must be subdivided into a slip region ΓS

and a stick region ΓC - ΓS . In ΓS , we have the additional condition

τs = −f u̇τn

|u̇| , (3.1)

where f is the coefficient of friction and the dot denotes differentiation with respect to

time t. This condition states that the tangential traction τs (which is a vector in the contact

plane in a three-dimensional problem) must oppose the instantaneous sliding velocity u̇.

In the stick region ΓC − ΓS , we have

u̇ = 0; |τs| < fτn (3.2)

Suppose that the load is given by λ(t)P and we postulate that the corresponding dis-

placements and tractions can be written in the form λ(t)u, λ(t)τ respectively, where u, τ

and ΓC , ΓS are independent of time. If these expressions are substituted into the governing

equations and inequalities, the factor λ(t) will cancel in all except Eq. (3.1), which reduces

to

τs = −fλ̇uτn∣∣∣λ̇
∣∣∣ |u|

, (3.3)

It follows that the initial postulate is confirmed as long as λ̇ retains the same sign and

hence that the loading is monotonic in time.

3.1.2 Unloading

If the loading is non-monotonic, the previous results imply that the extent of the stick,

slip and separation regions will generally differ from those during loading. This behavior
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is illustrated by the solution due to Spence (1973) and Turner (1979) for the loading and

subsequent unloading of a rigid at cylindrical punch indenting an elastic half space. No

separation occurs in this problem, but during loading (Ṗ > 0), radially-inward slip occurs

in an annular slip zone surrounding a central stick zone whose radius is independent of

the load P , depending only on Poisson’s ratio for the half space (Spence 1973). When the

load reaches a maximum value and starts to decrease, a more complex pattern of stick and

slip zones is developed. Initially, the central stick zone shrinks with decreasing load and a

surrounding annulus of stick is developed at the edge. Then an outer annulus of reversed

slip develops, eventually spreading inwards across the entire contact region (Turner 1979).

An important case of frictional loading and unloading is that in which a contact is sub-

jected to a combination of mean and oscillating load. Under these conditions, the long

term behavior might involve shakedown (Klarbring et al. 2007) (no slip after an initial

transient), cyclic slip (where there is completely reversed microslip in some regions), or

ratchetting, where the stress cycle repeats itself, but where a rigid-body displacement ac-

cumulates during each loading cycle (Mugadu et al. 2004). Cyclic slip is of concern in

practical applications because the microslip, which typically occurs in a region adjacent to

the edge of the contact area, can lead to failure due to fretting fatigue (Nowell et al. 2006).

In the present chapter, we shall use the numerical algorithm of Chapter II to exam-

ine the response of a receding contact problem to a combination of mean and oscillating

loads. We shall verify that the slip and separation zones remain unchanged throughout

the first loading phase, but thereafter all the zone boundaries vary during both loading and

unloading periods. Eventually a steady periodic state is achieved.
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Figure 3.1: A rectangular elastic block pressed against a rigid plane surface.

3.2 Problem Description

We consider the two-dimensional problem illustrated in Fig. 3.1, in which a rectan-

gular elastic body of height h and width 4h is pressed against a rigid plane surface by a

uniform time-varying pressure p0(t) exerted over a central strip of width 2h on the up-

per surface. This example shares many of the features of the receding contact problems

discussed by previous authors. However, in contrast to Filon’s problem of Fig. 1.5, the

contact interface is not a plane of symmetry, implying that we should expect coupling be-

tween normal and tangential effects. Coulomb friction boundary conditions are assumed at

the interface between the block and the plane, with friction coefficient f . We assume that

the loading is sufficiently slow for the quasi-static analysis to be appropriate, in which case

time t appears only as an evolutionary parameter describing the sequence of the loading.

3.3 Results

Results were obtained for the case where the external load p0(t) initially increases

with time to a maximum value pmax
0 , after which it is monotonically reduced to zero. The

coefficient of friction was taken to be f = 0.35 and Poisson’s ratio ν = 0.3.
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Figure 3.2: Normalized contact traction distributions during the initial loading. Numbers
in parentheses refer to the four states defined in Section 2.3

During the initial loading phase, separation occurs at the edges of the block and the

contact area comprises a central stick zone flanked by regions of forward and backward

slip. The extent of these zones remains constant throughout the loading phase and the

normal and shear tractions retain the same form and increase proportionally with the load,

as predicted in § 3.1.1. Fig. 3.2 shows the distributions of normal traction p(x) and shear

traction q(x), normalized by the instantaneous value of p0(t).

3.3.1 Unloading

When the load starts to decrease from its maximum value, the immediate effect is

for a stick zone to be developed at the edges of the contact, but two interior slip regions

remain. Fig. 3.3 shows the evolution of the stick, slip and separation regions during the

unloading process. As in Turner’s indentation problem (Turner 1979), regions of slip are

developed at the edge of the contact area opposite in sign to the slip that occurred during

loading, whilst the interior slip regions extend inwards at the expense of the central stick
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Figure 3.3: Evolution of stick, slip and separation regions during unloading

region. Notice that the five central zones (stick/forward slip/stick/backward slip/stick) all

tend to zero near the end of the unloading process. This is necessary since if we track

the state at a point that is stuck during loading and that experiences forward slip during

unloading, it must eventually also experience a period of backward slip, since at complete

unloading the total slip displacement must revert to zero. A new feature in this problem is

that the total contact area itself decreases monotonically relative to the fully loaded state

(the two separation regions extend). This continues until the instant of complete unloading

when the gap at all points in the separation zone goes to zero. Notice also that the inner

boundaries of the two outer stick zones (1) in Fig. 3.2 move inwards during unloading,

implying that the stick zone is ‘advancing’ and hence that the instantaneous state depends

on the complete history of unloading and not merely on the instantaneous load (Hills et

al., 1996). Fig. 3.4 shows the normalized traction distributions at p0(t) = pmax
0 /3 during

the unloading process.
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Figure 3.4: Normalized contact traction distributions during unloading

3.3.2 Oscillatory Loading

We next consider the case where the load is first increased to the maximum value

pmax
0 , after which it oscillates in the range pmax

0 > p0(t) > pmax
0 /3. Other values for the

minimum load were also examined and found to give qualitatively similar results. The

first loading and unloading cycle is of course similar to that presented in Section 3.3.1

and the traction distribution when the load is first reduced to pmax
0 /3 is given by Fig. 3.4

as before. However, during the reloading phase, the tractions and the extent of the stick,

slip and separation zones follow a new scenario and the cycle continues to evolve over

subsequent cycles. This contrasts with previous studies of frictional systems subject to

oscillatory loading, where the steady cyclic state is generally reached after only a few

cycles (Karuppanan and Hills, 2008).

Figs. 3.5 show the evolution of the slip, stick and separation regions during the un-

loading and reloading phases respectively after nine cycles of loading. The extent of the

separation zone varies during the cycle and points near the edge of the contact area expe-
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rience cyclic slip. Notice in particular that during unloading, the three stick regions (1)

are separated by small regions of slip, indicated by arrows in Fig. 3.5(a). These regions

remain stuck during reloading and this is a clear indication that the steady state has not

yet been reached, since the magnitude of the accumulated slip displacement vi in these

regions continues to increase monotonically with each cycle. However, the increment ∆vi

in slip displacement per cycle decreases with the number of cycles elapsed N . Results

for a representative node are shown in Fig. 3.6 and show that ∆vi ∼ N−3.1. Eventually

∆vi falls within the tolerance of the numerical algorithm, but if this trend were assumed to

continue indefinitely (given arbitrarily high levels of numerical precision), the increments

∆vi would have a finite sum representing a steady-state that is approached monotonically

and asymptotically.

The evolution of slip, stick and separation regions during unloading and reloading in

the final steady state is shown in Figs. 3.7. The dashed line in Fig. 3.7(a) denotes a range

of points that achieve the limiting friction condition |Q| = fP at some point during the

cycle, but at which no slip actually occurs. This phenomenon was also noted by Dini and

Hills (1996).

The extent of the cyclic slip zones in the steady state is smaller than in the earlier

phases of loading, showing that some degree of shakedown has occurred. This effect is

quantified in Fig. 3.8 where we present the evolution of the normalized energy dissipation

per cycle, which is a parameter that is expected to correlate with fretting damage. The

energy dissipation per cycle decreases monotonically with each cycle and it seems likely

that this would be true for all frictional systems, though the present authors are unaware

of a proof of this result. The steady-state energy dissipation is approximately 56% of that

during the first loading cycle.
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Figure 3.5: Evolution of the stick, slip and separation regions during the ninth cycle of (a)
unloading and (b) reloading
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Figure 3.6: Incremental slip ∆vi per cycle at a representative node as a function of cycle
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3.4 Conclusions

Dundurs’ results for receding contact problems can be extended to problems involving

Coulomb friction, but only as long as the loading is monotonic. During unloading, changes

occur in the extent of both separation and slip zones. We have illustrated this behavior

for the case of an elastic block pressed against a frictional rigid plane. In particular, we

find that if the load is periodic in time, the system approaches a steady periodic state

relatively slowly and in this final state there is continuous variation of the contact area,

with the minimum (i.e. the maximum amount of separation) occurring at the minimum

applied load. The system exhibits some degree of shakedown in the sense that the energy

dissipation decreases monotonically with each successive cycle.
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slip
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CHAPTER IV

Shakedown of Coupled Two-dimensional Discrete
Frictional Systems

4.1 Introduction

The frictional shakedown was introduced in Section 1.3. Elastic systems with frictional

interfaces subjected to periodic loading are often found to shake down in the sense that

frictional slip ceases after the first few loading cycles. The similarities in behavior between

such systems and monolithic bodies with elastic-plastic constitutive behavior make various

authors to investigate that Melan’s theorem (1936) might apply to them. This question

was investigated in two previous papers in the context of discrete (Klarbring et al., 2007)

and continuous (Barber et al., 2008) systems, respectively. A necessary condition for

shakedown to occur in a discrete system is that there exist at least one vector of nodal slip

displacements (the ‘safe shakedown vector’) such that the resulting time-varying nodal

reactions satisfy the condition |qi| < fpi at all nodes i throughout the loading cycle.

The frictional Melan’s theorem, if true, would then imply that this was also a sufficient

condition for shakedown.

Klarbring et al., (2007) were able to establish such a theorem for two- and three-

dimensional discrete systems that are uncoupled, meaning that changes in nodal slip dis-

placements do not influence the normal contact tractions pi. In this proof, shakedown was

40
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defined such that any slip that occurred during the initial cycles of loading caused the in-

stantaneous slip displacements to approach the safe shakedown state monotonically in the

sense of a certain norm. A similar result was established for continuous systems by Barber

et al., (2008). Klarbring et al., (2007) also identified a class of two-dimensional systems

with a degeneracy in the stiffness matrix, for which the theorem could be established if the

friction coefficient f was less than a certain critical value. For all other discrete coupled

systems, they showed that counter-examples could be identified — i.e. particular loading

scenarios such that, depending on the initial conditions, the system may experience either

shakedown or cyclic slip.

These counter-examples often require rather contrived loading. For example, we have

explored the problem of a rectangular elastic block in contact with a rigid plane surface and

found that failure to reach the optimal safe shakedown state occurred only when the mean

load induced large normal reactions at nodes near both edges of the block. Therefore,

there is reason to hope that a reduced form of Melan’s theorem might still apply to such

systems under suitable restrictions on the loading history.

In this chapter, we shall examine this question in the context of a simple two-dimensional

coupled discrete system, comprising two contact nodes. In particular, we shall demon-

strate that by considering the range of permissible slip displacements at the two nodes, it

is possible to determine a lower bound on the amplitude of the cyclic load below which

the system will always shake down, regardless of the initial transient, and an upper bound

above which it cannot shake down. The methodology introduced is also capable of exten-

sion to more general multi-node systems.
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4.2 Critical Coefficient of Friction

The case where there is only one contact node was first introduced by Klarbring (1990)

to illustrate and elucidate the anomalous behavior of frictional systems when the coeffi-

cient of friction is large (see Appendix A). In the present notation, if

f > fc ≡ A11

|B11| , (4.1)

conditions (2.3-2.9) may fail to define a unique quasi-static evolution for the single-node

system under a given loading history. Uniqueness can be restored by using an elasto-

dynamic formulation (Cho and Barber, 1998), but dynamic instabilities are then predicted

(Martins et al., 1995, Adams, 1996), resulting in rapid transitions from one state to another

at certain points in the evolution. In the limit of low mass, where we would expect to

recover the quasi-static solution, this translates into ‘displacement jumps’ — i.e. a loss

of continuity of nodal displacements under continuously varying loads (Cho and Barber,

1998, Martins et al., 1994).

The coefficient fc plays a pivotal role in determining the behavior of the single-node

system. It is the sole eigenvalue in Hild’s eigenvalue problem (Hassani et al., 2003) and it

was shown in (Klarbring et al., 2007) that Melan’s theorem applies to this system if and

only if f < fc. Also, the single-node system is capable of becoming ‘wedged’ if and only

if f > fc, meaning that it can sustain a deformed configuration in the absence of external

loads (Barber and Hild, 2006). By contrast, if f < fc, it always returns to the undeformed

configuration when the external loads are removed.

For multi-node systems, the behavior is more complex (Andersson and Klarbring,

2001). Hassani et al. (2003) establish some relations between the uniqueness of solu-

tion and the eigenvalue problem. Also, the solution is always nonunique if the system

is capable of wedging (Andersson, 2008). In this case, we can always generate scenar-
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ios in which discontinuous displacement jumps occur. For example, suppose the system

is wedged and tangential external loads are then gradually applied until all the wedged

nodes just exceed the limiting friction condition in Eq. (2.4) in the direction tending to

reduce the wedging displacements. Relaxation due to incremental slip now causes a larger

change in the normal force than is required to stay on the slip constraint and the system

will accelerate (actually towards a state involving separation) with no further change in

external forces. In effect, slip motion in the opposite direction to that required to establish

the wedged state is dynamically unstable, as demonstrated by Cho and Barber (1998) for

the single-node system. However, for multi-node systems we shall show that wedging is

a sufficient but not a necessary condition for the transient evolution to be discontinuous.

Notice also that multi-node systems can exhibit many different wedging modes.

For the most part, we shall restrict attention in the present Chapter to coefficients of

friction that are low enough for wedging to be impossible and for the quasi-static evolution

to be continuous and unique.

4.3 The Two-node System in Reaction Space

The following graphical construction will be introduced to represent the history of the

reaction forces instead of that of the applied forces used by Cho and Barber (1998). The

allowable domains for reaction forces comprise simply the stick sector ABC with forward

slip and backward slip being the two lines AB, AC and separation corresponding to the

apex A, as shown in Fig. 4.1.

4.3.1 Effect of Slip Displacement

Consider a system comprising just two contact nodes, i = 1, 2 and suppose that at some

point in the loading cycle both nodes are in contact, so that w1 = w2 = 0 and Eq. (2.11)
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reduces to
qj = qw

j + Ajivi,

pj = pw
j + Bjivi.

(4.2)

The points corresponding to pw
i , qw

i will generally be known, but the actual operating point

in the diagram will be modified by the terms including the unknown slip displacements

v1, v2 at the two nodes. These unknowns constitute two degrees of freedom, from which

the four reactions p1, q1, p2, q2 are determined. Thus, if any two of these are known (say

p1, q1) and we assume that both nodes are in contact with a rigid support, the remaining

unknowns p2, q2 can be calculated from Eq. (4.2). Writing

q∗j = qj − qw
j = Ajivi,

p∗j = pj − pw
j = Bjivi.

(4.3)

we have
q∗1 = q1 − qw

1 = A11v1 + A12v2,

p∗1 = p1 − pw
1 = B11v1 + B12v2,

q∗2 = q2 − qw
2 = A21v1 + A22v2,

p∗2 = p2 − pw
2 = B21v1 + B22v2.

(4.4)

which can be written in matrix form as

r∗1 = r1 − rw
1 = L1v,

r∗2 = r2 − rw
2 = L2v.

(4.5)
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where

ri =

{
qi

pi

}
; r∗i =

{
q∗i
p∗i

}
; L1 =

[
A11 A12

B11 B12

]
; L2 =

[
A21 A22

B21 B22

]
. (4.6)

Inverting the first term of Eq. (4.5), we have

v = L−1
1 r∗1 (4.7)

and hence

r∗2 = Mr∗1, (4.8)

where

M = L2L
−1
1 . (4.9)

Eq. (4.8) defines the motion of the operating point for node 2 in terms of the motion of

the corresponding point for node 1 as a result of slip displacements. The properties of the

matrix M will be shown to be critical for the qualitative behavior of the two-node system.

4.3.2 Wedging

To illustrate the wedging, consider the problem of wedging, in which the external

forces rw are zero and r = r∗. For the system to be wedged, it is necessary for both r∗1

and r∗2 to lie within their corresponding stick sectors. The magnitude of the tractions is

arbitrary in this case, since if r defines a wedged state, so does λr where λ is a scalar

multiplier. Thus, the quantity that determines whether wedging is possible is the direction

of the traction, which we can define as an angle θi where

cos(θi) =
p∗i
|r∗i |

; sin(θi) =
q∗i
|r∗i |

. (4.10)

Eqs. (4.8) and (4.10) define a one-to-one relationship between θ1 and θ2 which we can

write as

θ2 = g(θ1). (4.11)
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If this relationship is used to map the stick sector in the node 1 diagram (− arctan(f) <

θ1 < arctan(f)) into the node 2 diagram, the condition for wedging is that the mapped

sector should overlap with the stick sector, − arctan(f) < θ2 < arctan(f).

4.3.3 Existence of a Safe Shakedown State

Suppose that an oscillating external load is applied so that the vectors rw
1 and rw

2 track

out known load loops on the two nodal reaction diagrams, as illustrated in Fig. 4.2.
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Figure 4.2: Oscillating external load loops on the two nodal diagrams

We wish to determine whether there exists a safe shakedown state ṽ such that

r1(t) = rw
1 (t) + L1ṽ,

r2(t) = rw
2 (t) + L2ṽ.

(4.12)

define load loops that lie completely within the respective stick sectors. The effect of

changing ṽ is to cause a rigid-body motion of the load loops in Fig. 4.2, without change

in their shape or orientation.

Suppose we choose ṽ such as to move the loop for node 1 into the position where it

is tangential to both slip lines, as shown in Fig. 4.3(a). If the corresponding motion of the
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Figure 4.3: Moving the loop for node 1 into the position where it is tangential to both slip
lines

loop at node 2 places this inside the stick sector, then we have succeeded in finding a safe

shakedown state.

Fig. 4.3(b) illustrates the opposite case, where placing the node 1 loop in the tangent

location leaves the loop for node 2 at least partially outside the corresponding stick sector.

Suppose we now move the loop at node 1 in a search for a location that will move the loop

at node 2 inside the stick sector. If the node 1 loop is to remain inside the sector, we are

restricted to moving it in a direction defined by − arctan(f) < θ1 < arctan(f). A safe

shakedown state exists if and only if some direction in this range causes a motion of the

loop at node 2 that will move it inside the sector.

In Fig. 4.4, we show two limits to the directions of motion at node 2 that will achieve

this for a sample initial location. These limits are defined by (i) the slope of the stick

sector boundary nearest to the present location of the loop and (ii) the direction in which

the loop must move in order to reach the position in which it is tangent to both boundaries

of the stick sector. These directions are indicated by the lines EF and ED respectively in
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Fig. 4.4. It is readily verified that moving the loop on any trajectory that is not contained

between these lines will lead to a succession of locations none of which are fully contained

in the stick sector and that any trajectory within these lines corresponds to at least one

location where the loop is within the sector.

We notice that the sector DEF includes a sector GEF that is similar to the original

stick sector BAC. It follows that any system capable of wedging also possesses a safe

shakedown state. Of course, this result can also be easily established from first principles.

For the system to exclude the possibility of wedging, we have already shown that motion

of the loop at node 1 in the sector, − arctan(f) < θ1 < arctan(f), must preclude the

corresponding motion at node 2 from the sector, − arctan(f) < θ2 < arctan(f), and

hence also from the sector GEF in Fig. 4.4. Thus, for systems that cannot wedge, the

criterion for a safe shakedown state is that the mapping of the sector BAC at node 1 onto

node 2 through Eq. (4.11) must generate a sector which overlaps with the sector DEG.

The procedure for determining this is clear. We first identify the locations of the two

loops that are tangent to both boundaries of their respective slip sectors. We next calculate

the location of the loop at node 2 when that at node 1 is in the tangent location. This
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result enables us to determine the angles corresponding to the lines ED, EG. Finally, we

use Eq. (4.11) to map the stick sector at node 1 onto node 2 and determine whether the

resulting sectors overlap.

If the direction ED itself lies within the sector GEF , the sector DEG essentially

becomes null and the only directions leading to a safe shakedown state are those in GEF

or equivalently BAC. In this case, shakedown is possible only if the system is also capable

of wedging. This situation corresponds to the situation shown in Fig. 4.5, where moving

the load loop at node 1 to the tangent position causes that at node 2 to become totally or

partially within the sector HAJ .

4.3.4 Safe shakedown state at the critical limit

If a safe shakedown state exists, we want to determine the maximum load factor, λmax,

for which shakedown is possible, and also identify the unique shakedown state at λmax.

We suppose that the system is exposed to periodic external loads that can be expressed

in the form

rw
i (t) = r0

i + λr1
i (t), (4.13)
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where r0
i is a mean load that is independent of time t, r1

i (t) is a periodic load with zero

mean value, and λ is a scalar load factor. As we increase the load factor, we can determine

whether there is a vector ṽ to keep both loops inside their stick sectors. If we fail to find

the safe shakedown state, ṽ, the load factor reaches the maximum value. Further, we can

assume that the oscillatory part is self-similar because the oscillatory part is multiplied

by the positive scalar amount, λ. Therefore, the reaction force for the mean load of each

external load moves along the specific center trajectory, s, as the load factor increases, as

shown in Fig. 4.6.
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Figure 4.6: Moving the loop at each node into the position where it is tangential to both
slip lines

For the general case, we would like to define the vector of the center trajectory of each

reaction loop as si at node i = 1, 2, and the reaction force of the mean load at each node

can be written as
rm

1 = λs1,

rm
2 = λs2.

(4.14)

where, rm
i (i = 1, 2) represents the reaction force at the mean load of the periodic external
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loading for each node. Substituting Eq. (4.14) into Eq. (4.8) yields

rm
2 − r0

2 = M (λs1 − r0
1). (4.15)

Eq. (4.15) defines a one-to-one relationship between the load factor, λ, and the reaction

force, rm
2 at node 2. Therefore, if the load factor, λ, is determined, the corresponding

center of the oscillatory loop at node 2 is determined.

Furthermore, by using Eq. (4.15) we can determine the shape of the unique shakedown

state at the maximum load factor, λc. Suppose that as the loop for node 1 moves between

the two slip boundaries, (A′
1B

′
1) and (A′

1C
′
1), the loop for node 2 is constrained to move

beteen angles produced by two lines, (ED′) and (EF ′), as shown in Fig. 4.7. Using

Eqs. (4.10) and (4.11), these one-to-one relationships can be determined.
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Figure 4.7: Moving the loop for node 1 into the position where it is tangential to both slip
lines

Next, if the center of the load loop for node 1 is tangential to both slip lines, and

the center for node 2 is located within an inside stick sector, (B′
2A

′
2C

′
2), as shown in

Fig. 4.8, we can readily recognize that the loop for node 2 has room to move any direction.
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Therefore, we can conclude that the load factor does not reach the maximum value, since

there is room to increase the load factor with both loops stuck. On the contrary, we can

assume that the loop for node 1 is tangential to both slip boundaries, and the center of the

load loop at node 2 lies on the backward slip line. In this case, as the load loop for node

1 moves inside its stick region, the load loop for node 2 can move inward heading for its

stick sector. Therefore, we can argue that at the maximum load factor, the two load loops

must be tangential to three lines out of the four slip boundary constraints.
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Figure 4.8: Moving the loop for node 1 into the position where it is tangential to both slip
lines

If one load loop is tangential to both slip lines and the other loop is located on one of

two slip lines, as shown in Fig. 4.9, Shakedown state can be geometrically satisfied with

the condition for reaching maximum load factor. Therefore, there should be 4 possible

candidates for a two-node system because 4 boundary constraints can make 4 different

combinations consisting of 3 equations for each case.
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Figure 4.9: A shakedown state at the maximum load factor, λc

These four equations can be written in the following form,

1) pm
1 = 1

f
(qm

1 − λs11) + λs12,

2) pm
1 = − 1

f
(qm

1 − λs11) + λs12,

3) pm
2 = 1

f
(qm

2 − λs21) + λs22,

4) pm
2 = − 1

f
(qm

2 − λs21) + λs22,

(4.16)

where

s1 =

{
s11

s12

}
, s2 =

{
s21

s22

}
. (4.17)

For each case, if we use Eqs. (4.15-4.17), we can calculate the load factor, λ, and the

slip displacement, ṽ. After repeating the same procedure for the other possible cases, we

can get four possible load factors allowing a shakedown. Then, we can determine the

maximum load factor, λmax, which must be in the feasible domain.

4.3.5 Numerical simulation result at the critical limit value

Now, we consider whether Melan’s theorem, which is introduced in Section 1.3, could

apply to the coupled two-dimensional two-node system with only the restriction that the

contact is complete. For this, at first, we devise a 4 by 4 positive definite stiffness matrix,
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and then suppose that the system is exposed to transient loading part, rt,w
i (t), followed by

periodic loading part, rp,w
i (t). That is, the external loading is

rw
i (t) = rt,w

i (t) + rp,w
i (t), (4.18)

where

rp,w
i (t) = r0

i + λr1
i (t). (4.19)

Next, we find the critical loading factor, λmax, which is defined in Section 4.3.4, such that

if λ is greater than λmax, shakedown is impossible independent of the transient loading

part, rt,w
i (t).

Separately, we find the critical loading factor, λT , obtained by running the time evo-

lution quasi-static algorithm in Section 2.3.2 with the given external loading rt,w
i (t), such

that shakedown occurs.

Finally, we compare the critical loading factor, λmax, obtained by the theoretical method

with the critical loading factor, λT , obtained by the time evolution quasi-static algorithm.

There may be two possibilities such that i) λT = λmax, or ii) λT < λmax. The first possi-

bility means that Melan’s theorem should apply to the system, while the second possibility

means that there is a range where shakedown is possible, but doesn’t occur, which can be

written as

λT < λ < λmax. (4.20)

We devised many different external loading scenarios. Fig. 4.10 shows one of these

scenarios. Then, we explored the results of the numerical simulation, and compared the

two critical loading factors. The results showed that sometimes λT = λmax occurs, but it

does not always occur.

Since Melan’s theorem would say λT = λmax always occurs for all rt,w
i (t), all r0

i , and

λr1
i (t), for all systems, Melan’s theorem is not true for the coupled system. However, for
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Figure 4.10: The transient external load loops followed by the oscillating external load
loops at both nodes

the case λT = λmax, we need to study what effect makes it not true, i.e., λT < λmax. These

might be (i) the transient external part, rt,w
i (t), or (ii) the periodic external part, rp,w

i (t).

Further, there is a possibility that a reduced form of Melan’s theorem might still apply to

such a coupled system under suitable restrictions on the external loading history.

In the next Section, we will examine this question in more detail by considering the

range of permissible slip displacements at the two nodes in v1 and v2 space.

4.4 The two-node system in v1, v2 space

For the state in Eq. (4.2) to be physically admissible for a given loading vector rw, the

Coulomb friction law demands that we satisfy the inequality Eq. (2.4) at each of the two

nodes j = 1, 2. Using Eq. (4.2), this implies that

fpw
j − fBjivi ≤ qw

j + Ajivi ≤ fpw
j + fBjivi (4.21)
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and hence

(A11 − fB11)v1 + (A12 − fB12)v2 ≤ fpw
1 − qw

1 I

(A11 + fB11)v1 + (A12 + fB12)v2 ≥ −fpw
1 − qw

1 II

(A21 − fB21)v1 + (A22 − fB22)v2 ≤ fpw
2 − qw

2 III

(A21 + fB21)v1 + (A22 + fB22)v2 ≥ −fpw
2 − qw

2 . IV

(4.22)

4.4.1 Admissible regions in v1, v2 space

In frictional problems, the ‘memory’ of the system resides in the values of tangential

displacements at nodes that are instantaneously stuck. Once a node slips or separates,

its condition is determined by an equation and its contribution to the system memory is

erased. On the other hand, memory is ‘created’ at nodes which transition from separation

or slip to stick (Dundurs and Comninou, 1983). The evolution of the system memory can

therefore conveniently be represented graphically in v1, v2 space. Each of the four inequal-

ities I,II,III,IV in Eq. (4.22) defines a straight line boundary in this space and excludes the

region on one side of the line. The admissible values of v1, v2 are defined by the intersec-

tion of the admissible regions for each inequality. A typical case is illustrated in Fig. 4.11,

where only the central white region is admissible. Notice that since the pairs I,II and III,IV

correspond to slip in opposite directions at the same node, they will not intersect except

at the critical point where separation occurs at that node. Thus, when a quadrilateral is

defined as in Fig. 4.11, I and II will generally represent opposite sides.

The location of the four constraint lines depends on the instantaneous values of qw
i , pw

i ,

but their slopes depend only on the matrices A, B and the coefficient of friction f . The

admissible region may take various shapes depending on rw and the slopes of the lines. In

particular, we may have

(i) A quadrilateral, as in Fig. 4.11.

(ii) A triangle, as in Fig. 4.12(a).
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Figure 4.11: Intersection of the admissible regions (values of v1, v2) that satisfy constraints
I,II,III,IV.

(iii) A region open to the point at infinity and bounded by two, three or four straight line

segments (the case of four segments is illustrated in Fig. 4.12(b)).

(iv) A null space, which implies that our initial assumption of contact at both nodes is

false, so one or both of the nodes must separate under the given loads.

Notice that the vertex A of the triangle in Fig. 4.12(a) differs from the other two vertices

in that it is an intersection between the two constraints for the same node. It follows that

this point corresponds to the case where node 2 is on the point of separating. By contrast,

the other two vertices correspond to points where both nodes are slipping or on the point

of slipping.

4.4.2 Wedging

In the special case where there is no external load (rw
i = 0), all four constraint lines

pass through the origin but have the same slope as under any other value of load. If these

slopes are such as to lead to a bounded admissible region, as in Figs. 4.11 and 4.12(a),
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Figure 4.12: Configurations of the constraints leading to an admissible region that is (a) a
triangle or (b) a region open to infinity
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this region will then shrink to a point, showing that the system relaxes to a unique position

when the external loads are removed. However, under the same relaxation, case (iii) and

Fig. 4.12(b) would reduce to a sector open to infinity, showing that the system is capable

of becoming wedged, as defined in Section 4.2.

4.4.3 Transient evolution of the system

At each instant during the transient process (and assuming the no-separation condition

is satisfied), we must have a figure similar to one of Figs. 4.11 and 4.12, and the instanta-

neous values of v1, v2 define an operating point within or on the boundary of the admissible

region. As the external load rw
i (t) changes in time, the four boundaries generally move.

Slip will occur only when the operating point is on one or more boundaries and when the

motion of these boundaries due to the change in load would otherwise cause the operating

point to fall outside the new admissible region. Thus, the movement of the operating point

can be viewed as a particle in the Figure that is ‘swept’ over the plane by the four moving

constraints. Notice however that the motion of the operating point is not generally orthog-

onal to the corresponding constraint line, but is directed along the appropriate axis. For

example, if the instantaneous operating point is at P in Fig. 4.13 and the constraint line IV

advances so as to reduce the admissible region, the motion of P must be in the direction

of the positive v2 axis as shown (v̇2 > 0). In the same way, advance of constraint III will

cause P to move downwards (v̇2 < 0) and that of constraints I,II cause slip at node 1 in

the directions v̇1 < 0, v̇1 > 0 respectively.

It is this lack of orthogonality which constitutes the non-associative behavior of the

frictional system and we shall see later that it can permit a state of cyclic slip to occur even

when a safe shakedown state exists for the given loading. Slip will cause P to remain on

the corresponding constraint line until it reaches an intersection between two constraints
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Figure 4.13: Motion of the instantaneous operating point P due to the advance of con-
straints IV.

or until the corresponding constraint ‘recedes’ leaving P strictly within the permissible

region. In the former case, slip will also be initiated at the second node and P will remain

in the corresponding corner until one or other of the intersecting constraints recedes.

This evolution mechanism places restrictions on the slopes of the four lines I,II,III,IV

and hence on the magnitude of the coefficient of friction. For example, if constraint IV is

rotated clockwise until it passes the vertical, it will no longer be able to push P upwards

when it advances. If this condition holds and the other constraints are inactive, there is

no admissible state involving both nodes in contact and we anticipate a discontinuous

transition to separation at node 2. To avoid this possibility at each of the four constraints,

the coefficient of friction must satisfy the condition

f < min

(
A11

|B11| ,
A22

|B22|
)

. (4.23)

Comparison with Eq. (4.1) shows that this defines the critical coefficient of friction for

a single-node system constructed by anchoring one of the two nodes. A related situation

arises if the slope of the lines falls into the category (iii) of Section 4.4.1. In Fig. 4.12(b),
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all the constraints satisfy Eq. (4.23) and in particular, advance of I pushes the operating

point P to the left v̇1 < 0 and III pushes it down (v̇2 < 0). However, if as a result of

such motion P reaches an intersection between I and III, further advance of either of these

constraints leads to an impossible scenario and once again we anticipate that there will

be a discontinuous transition to a state involving separation. Of course, this case is also

capable of wedging and we have already demonstrated in Section 4.2 that this implies the

existence of loading scenarios involving displacement discontinuities.

4.4.4 Periodic loading

We suppose that the system is exposed to periodic external loads, as in Eq. (4.13).

The four components of r1
i (t) are independent functions of time, so no restrictions are

imposed on the form of the loading cycle. In particular, it is not necessarily sinusoidal and

the separate components are not assumed to be in phase. The four constraint lines will

now advance and recede in a periodic manner and each will experience a time (generally

different for each constraint) at which the region excluded is a maximum. These extreme

positions can be defined as

(A11 − fB11)v1 + (A12 − fB12)v2 ≤ fp0
1 − q0

1 + λ (fp1
1 − q1

1)min IE

(A11 + fB11)v1 + (A12 + fB12)v2 ≥ −fp0
1 − q0

1 + λ (−fp1
1 − q1

1)max IIE

(A21 − fB21)v1 + (A22 − fB22)v2 ≤ fp0
2 − q0

2 + λ (fp1
2 − q1

2)min IIIE

(A21 + fB21)v1 + (A22 + fB22)v2 ≥ −fp0
2 − q0

2 + λ (−fp1
2 − q1

2)max IVE

(4.24)

We can plot diagrams similar to Figs. 4.11 and 4.12 corresponding to these maximum

excluded regions and any remaining admissible region will now be admissible at all times

t during the loading cycle. If this region is not null, it implies that there exists a safe

shakedown state for the system under the given cyclic loading. We shall demonstrate that

shakedown always occurs if the safe shakedown region is defined by a quadrilateral, but

that if the shakedown region is a triangle, initial conditions can be found in which the long
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Figure 4.14: Cyclic slip limit cycle in the case where the safe shakedown region is trian-
gular.

term state is cyclic slip.

We consider the latter case first.We suppose that the instantaneous admissible region

at all times during the loading cycle is a quadrilateral, so that separation is not possible,

but that the safe shakedown region defined by the extremal constraints IE, IIIE, IVE is tri-

angular as shown in Fig. 4.14. This implies that III and IV reach their extreme positions at

different times during the cycle. The remaining extremal constraint IIE is inactive in regard

to determining the possibility of shakedown, but it also forms a triangle with constraints

IIIE, IVE which we shall call the ‘complementary’ triangle.

Since the instantaneous admissible region is always a quadrilateral ex hyp., there can

be no time at which the instantaneous positions of III, IV intersect to the right of IIE and

there must therefore be some instant at which an operating point P1 on the IVE boundary

of the complementary triangle is admissible. Suppose we start from this initial condition.

At some later time, constraint III advances to its extreme position IIIE, pushing P down

to the point P2, as shown in Fig. 4.14. Constraint III now recedes, but IV then advances
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Figure 4.15: Progression of the operating point towards the safe shakedown region (SD)
due to motion of constraints for two different nodes.

pushing P back up to P1. This scenario permits indefinite cyclic slip to occur, since the

only slip motion permitted on these boundaries involves the displacement v2 and this does

not enable P to make any progress towards the safe shakedown region. Notice that if

instead the friction law were associative, the motion caused by each constraint advancing

would be normal to the constraint boundary, resulting in an accumulation of motion of

the operating point to the right which would tend asymptotically to the apex of the safe

triangle.

This cyclic slip mechanism depends critically on the existence of the complementary

triangle, which is a region on the ‘inadmissible’ side of the two constraints corresponding

to a single node, but within the region that is admissible throughout the loading cycle

in regard to the other node, which therefore remains stuck during the limit cycle. By

contrast, consider the motion of the operating point due to the advance and recession of

two constraints at different nodes. If constraint IV advances in Fig. 4.15, the operating

point P1 will move up to P2 at which point slip will also be initiated at node 1. Further



64

advance of IV will cause P to remain in the intersection of the two constraints (slipping at

both nodes), following the path to P3. If IV now recedes and I advances, slip will occur at

node 1 only and will move P to the left to P4 as shown. On the next loading cycle, P will

move up and then to the left due to the advance of IV and I respectively. This two step

pattern will then be repeated, leading to an asymptotic and monotonic approach to the safe

shakedown region (labelled SD in Fig. 4.15). Thus, when the two active constraints are

associated with different nodes, the same sequence of advancing and receding constraints

leads P towards the safe shakedown region. Notice that although approach to the safe

shakedown region is monotonic, it can require a theoretically infinite number of loading

cycles with geometrically decreasing slips. This falls within the definition of shakedown

adopted by Klarbring et al., (2007).

4.4.5 Limiting values of the loading parameter λ

If the loading parameter λ in Eq. (4.13) is increased, the regions excluded by the ex-

tremal constraints IE, IIE, IIIE, IVE is increased, reducing the size of the safe shakedown

region. This region must be a quadrilateral for λ = 0, since we assume that the mean

load does not permit separation at either node. Thus, there will exist some critical value

λ = λ1 at which the quadrilateral defined by the extremal constraints degenerates to a

triangle. At this value, the edge of the quadrilateral that is about to disappear corresponds

to a constraint line that passes through the apex of the newly generated triangle, and hence

three of the extremal constraint lines pass through the same point.

Values of λ at which this condition is satisfied can be found by enforcing the equality

in any three of IE, IIE, IIIE, IVE and solving the resulting linear algebraic equations for

v1, v2, λ. Since any one of the four extremal constraints may be inactive, four such values

can be obtained which we label such that 0 < λ1 < λ2 < λ3 < λ4. They must all
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be positive, since the definition ensures that increasing λ reduces the admissible region.

Clearly the critical value as defined above must be the lowest of the four, λ1.

Increase in λ above λ1 will reduce the size of the triangular safe shakedown region and

this will become null for the case illustrated in Fig. 4.14 when the extremal constraints IE,

IIIE, IVE intersect in a point, corresponding to the value λ2. The remaining values λ3, λ4

correspond to intersections of three constraints within a region that is inadmissible with

regard to the fourth inactive constraint and hence have no physical significance. Thus, we

can define the shakedown behavior of the system by solving the constraints as equalities

in four groups of three, and sorting the resulting values of λ in ascending order. For

0 < λ < λ1, the system will always shake down. For λ1 < λ < λ2 it may shake down or

may reach a limit cycle, depending on the initial conditions, and for λ > λ2 it will never

shakedown.

4.4.6 Separation

So far, we have restricted attention to systems in which the instantaneous admissible

zone is always a quadrilateral, which implies that contact is maintained throughout the

transient process. However, it is possible to remove this restriction if the coefficient of

friction is below the value at which the transient evolution problem can exhibit displace-

ment discontinuities. This excludes systems that are capable of wedging. Suppose that

constraint IV in Fig. 4.11 advances until the instantaneous feasible domain has the trian-

gular form of Fig. 4.12(b). If the original operating point P lies to the left of point A in this

Figure, advance of IV will move it upwards until it lies at the instantaneous intersection of

III and IV. Further advance of IV will then cause separation at node 2. We could still plot

the location of P (v1, v2) during the separation phase, but this would not be useful, since the

assumption of separation at node 2 would change the equations for the reactions at node
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1 and hence modify the slope and location of constraints I and II. If the safe shakedown

region is a quadrilateral, there must be some subsequent time at which constraint II lies to

the right of the point A, at which point separation at node 2 is no longer possible. Under

the assumption of continuity of displacements, the operating point must lie exactly at the

intersection between III and IV at the instant that contact is re-established. Subsequent

motion of P then follows the rules already established for both nodes being in contact and

in particular P will be swept to the right of A by constraint II on its path to its extreme

position, thus preventing separation in any subsequent cycle. Thus, it remains true that the

system will shake down if the safe shakedown region is a quadrilateral, even if separation

occurs at some point during the transient process.

4.5 Conclusions

The evolution of nodal slip vi for the coupled two-node system is conveniently de-

scribed by a process in which the frictional constraints ‘sweep’ the instantaneous operat-

ing point P (v1, v2) about the v1v2-plane. Shakedown is possible if and only if the extremal

positions of these constraints define a non-null ‘safe shakedown region’.

Critical values of the load factor λ on the periodic component of load can be deter-

mined by solving any three of the four frictional constraints as equalities for v1, v2, λ.

Four such values are obtained and below the smallest one, the system shakes down from

all initial conditions. Between the first and second root, shakedown depends on the initial

condition whereas above the second root, shakedown is impossible. A similar strategy can

be devised for multi-node discrete frictional systems. These results apply for coefficients

of friction below that at which the incremental problem involves displacement discontinu-

ities and/or multiple solutions.



CHAPTER V

Shakedown Bounds of Coupled Multi-Node Discrete
Frictional Systems

5.1 Introduction

The methodology described in Section 4.4 could be extended to discrete systems with

more than two nodes. In a n contact nodes system, all critical values of λ can be obtained

by solving a subset of n + 1 constraints as equalities for the n values of vi and λ, which

requires that n + 1 constraint planes intersect at a point.

In this Chapter, we will first introduce the general technique for determining all the

possible critical loading factors and the lower shakedown limit for an elastic frictional

contact problem with n contact nodes. Next, we will develop a linear programming method

to determine the upper shakedown limit, λmax, above which the system will not shake

down, among all the possible values. Finally, both methods are demonstrated with a simple

elastic block contacing on a rigid support with a friction.

5.2 Procedure for Determining the Lower Bound (λmin)

We suppose that contact is maintained at all n contact nodes for a given loading cycle,

so that the normal displacement wj = 0 (j = 1 ∼ n) for all nodes, and Eq. (2.11) becomes

qj = qw
k + Ajivi ; pj = pw

k + Bjivi (5.1)

67
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where, qw
k and pw

k are the kth tangential and normal reaction forces of a given loading cycle

consisting of m loading steps.

For this state to be physically admissible for a given periodic reaction force vector rw
k

(k = 1 ∼ m), the Coulomb friction law demands that we satisfy the inequality Eq. (2.4)

at each node, j. Therefore, substituting Eq. (5.1) into Eq. (2.4) yields

−fpw
k − fBjivi ≤ qw

k + Ajivi ≤ fpw
k + fBjivi . (5.2)

Further, we consider that the system is exposed to periodic external loads which cause

the following reaction forces

rw
k (t) = r0

j + λr1
k(t). (5.3)

where r0
j is a mean load that is independent of time t at node j, r1

k(t) is a periodic load

with zero mean value, and λ is a scalar load factor.

Therefore, these constraint lines in Eq. (5.2) will advance and recede in a periodic

manner because of r1
k(t) at each node j, and each will experience a time (generally differ-

ent for each constraint) at which the region excluded is a maximum. As long as contact is

maintained at all n nodes, the instantaneous slip displacements can be characterized as a

point P (v1, v2, ....vn) in an n-dimensional space, and the admissible region at any instant

in the load cycle will then be defined by a set of 2n constraints, each defined by the region

on one side of a hyperplane. Shakedown is possible if and only if the region defined by the

extremal positions of these constraints is non-null. If such a safe shakedown space exists,

the motion of the constraints generally tends to push an operating point, P , towards it,

as shown in the two-dimensional case described in Section 4.4. The inequalities of these
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extreme positions for n node systems can be defined as

(A11 − fB11)v1 + · · ·+ (A1n − fB1n)vn + (−fp1
k + q1

k)min λ ≤ fp0
1 − q0

1

(A11 + fB11)v1 + · · ·+ (A1n + fB1n)vn + (fp1
k + q1

k)max λ ≥ −fp0
1 − q0

1
...

(An1 − fBn1)v1 + · · ·+ (Ann − fBnn)vn + (−fp1
k + q1

k)min λ ≤ fp0
n − q0

n

(An1 + fBn1)v1 + · · ·+ (Ann + fBnn)vn + (fp1
k + q1

k)max λ ≥ −fp0
n − q0

n

(5.4)

from Eqs. (5.2) and (5.3). The total number of constraint lines is 2n because each node

has two constraint lines.

Taking equalities from Eq. (5.4), this formulation can be written in matrix form as

Ex = b, (5.5)

where

E =




(A11 − fB11) · · · (A1n − fB1n) (−fp1
k + q1

k)min

(A11 + fB11) · · · (A1n + fB1n) (fp1
k + q1

k)max

...
...

...
...

(An1 − fBn1) · · · (Ann − fBnn) (−fp1
k + q1

k)min

(An1 + fBn1) · · · (Ann + fBnn) (fp1
k + q1

k)max




,

x = [v1, · · · , vn, λ]T ,

b = [(fp0
1 − q0

1), (−fp0
1 − q0

1), · · · , (fp0
n − q0

n), (−fp0
n − q0

n)]T .

Note that the matrix E is 2n by n + 1, the vector x is n + 1 by 1, and the vector b is 2n by

1.

To set up the matrix in Eq. (5.5), we need to find the extreme points of the reaction

forces at each node, which are assumed to be m discrete loading steps for one periodic

loading loop.

For this, we first extract the contact reaction forces assuming that all the nodal dis-

placements are constrained to be zero. Once the reaction forces are obtained, we divide

them into a mean load and a periodic load as in Eq. (5.3). To determine the mean load,

we have to sum each component (qw
k and pw

k ) of the reaction forces and divide it by the
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Figure 5.1: Configuration of extremal points in the given reaction loop consisting of m
discrete values at node j

number of discrete loading steps, m, resulting in

q0
j =

(
m∑

k=1

qw
k

)/
m, p0

j =

(
m∑

k=1

pw
k

)/
m . (5.6)

Hence, the periodic load at node j can be expressed in the form

q1
k(t) = qw

k (t)− q0
j , p1

k(t) = pw
k (t)− p0

j , k = 1 ∼ m. (5.7)

Using the given friction coefficient f , we can find the two line equations passing

through the mean load, (q0
j , p

0
j ) at node j, as shown in Fig. 5.1.

These equations can be written as

qj − fpj + (fp0
j − q0

j ) = 0 (B.S.)

qj + fpj + (fp0
j − q0

j ) = 0 (F.S.)
(5.8)

from Eq. (2.4). Further, we can define vectors nBS = (1,−f) and nFS = (1, f) which are

perpendicular to the outer surface of each slip line, respectively. Also, let a point Q(qw
k , pw

k )
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denotes kth reaction forces at node j. Given a line equation as in Eq. (5.8) and a point Q

as shown in Fig. 5.1, the shortest distance of the point to the line can be formulated as

d(Q, B.S.) = B.S.(Q)/‖nBS‖ =
(
qw

k − fpw
k + (fp0

j − q0
j )

)/√
(12 + f2),

d(Q, F.S.) = F.S.(Q)/‖nFS‖ =
(
qw

k + fpw
k + (fp0

j − q0
j )

)/√
(12 + f2) .

(5.9)

By substituting every reaction force into Eq. (5.9), we can determine the extreme load-

ing point, which is the one farthest from each slip line. Once the extremal point is deter-

mined, and the friction coefficient f is given, we can also define two line equations passing

through each extremal point at each node j, which results in

qj − fpj + (fpw
k − qw

k )min = 0 (line AB)

qj + fpj + (fpw
k − qw

k )max = 0 . (line AC)
(5.10)

Therefore, the given reaction loop is tangential to both lines defined in Eq. (5.10).

Further, we can define the vector, sj , passing through the intersection point A of both lines

and the mean load. As a loading factor λ is increased, the trajectory of the mean load of

the corresponding reaction loop, which is assumed to be tangential to both lines AB and

AC, will move along the vector sj , and also the position of the extreme points will remain

unchanged because of self similarity.

Once the extreme points for a reaction loop are determined, we can set up the matrix

defined in Eq. (5.5). Then, we need to find all possible combinations of a subset of n + 1

constraints as equalities for the n values of vi and λ. Since the subset must not be repeated

more than once, the number of all possible subsets can be found in the combination form,

2nC(n+1) =
(2n)!

(n + 1)! (n− 1)!
(5.11)

where 2n is the number of all constraints, and n + 1 is the number to be chosen, and !

denotes the factorial.

Therefore, if we assign a number from 1 to 2n to each row of the matrix E, we can

make a list consisting of the n + 1 elements that correspond to each row in the matrix E.
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Provided that the subset of the list is determined, we can extract the corresponding rows

from the matrix E that are a set of n + 1 equations with n + 1 unknowns. This can be

written in the reduced matrix form as

E′x = b′, (5.12)

where the matrix E′ is n + 1 by n + 1, the vector b′ is n + 1 by 1, and the vector x is

n + 1 by 1, which consists of the n values of vi and λ. This is the standard form of linear

equations. Hence, by solving the linear equations in Eq. (5.12), we can find the n values

of vi and λ corresponding to a particular subset of the list.

To determine the smallest positive loading factor λmin, below which the system will

always shake down, we repeat the same procedure throughout all possible subsets of the

list, and we select the minimum positive loading factor among all possible values obtained.

5.3 Solution Method for Determining the Upper Bound (λmax)

In Section 5.2, the automated procedure for determining all critical values was de-

scribed. As λ obtained is increased, the shape of the safe shakedown region will change

at each of these critical values, and one of them will correspond to the upper shakedown

limit, λmax, above which the system will not shake down. However, we cannot distinguish

the upper limit without checking all these values obtained from the automated procedure.

If contact nodes are increased, the number of values also increase rapidly as in Eq. (5.11),

and it is not efficient to check them all. Therefore, it is necessary to explore a method to

determine the upper bound.

We first consider a two-node problem subjected to a cyclic loading and discuss the

properties at a shakedown state. Suppose that an oscillating external load is applied so that

the vectors rw
1 and rw

2 track out known load loops on the two nodal reaction force diagram,

as illustrated in Fig. 5.2.
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Figure 5.2: Configurations of load loops on the two nodal reaction force diagrams.

Assume that there exists a safe shakedown vector ṽ = [ṽ1, ṽ2]
T that makes both load

loops move inside the respective stick sectors, i.e., the effect of changing ṽ is to cause a

rigid-body motion of the load loops without change in their shape or orientation, as shown

in Fig. 5.3. Therefore, given the loading factor λ, all reaction forces at both load loops

must satisfy the stick condition in Eq. (2.4) in order to achieve a safe shakedown state,

which yields

−fpw
k − fBjiṽi ≤ qw

k + Ajiṽi ≤ fpw
k + fBjiṽi (j = 1, 2; k = 1 ∼ m). (5.13)

where m is the number of loading steps at each node.

By substituting Eq. (5.3) into Eq. (5.13), we can rewrite the inequality stick conditions

in the form

(A11 − fB11)ṽ1 + (A12 − fB12)ṽ2 + (−fp1
k + q1

k) λ ≤ (fp0
1 − q0

1)

−(A11 + fB11)ṽ1 − (A12 + fB12)ṽ2 − (fp1
k + q1

k) λ ≤ (fp0
1 + q0

1)

(A21 − fB21)ṽ1 + (A22 − fB22)ṽ2 + (−fp1
k + q1

k) λ ≤ (fp0
2 − q0

2)

−(A21 + fB21)ṽ1 − (A22 + fB22)ṽ2 − (fp1
k + q1

k) λ ≤ (fp0
2 + q0

2)

(5.14)

where the subscripts in the formulations, q0
j and p0

j , denote the mean load at each node j.
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Figure 5.3: Configurations of shakedown state on the two nodal reaction force diagrams.

In Eq. (5.14) the total number of constraint is 4m because each node has 2m constraints.

Now, provided that the loading factor λ is to be maximized as a variable, both a safe shake-

down vector ṽ and λ must satisfy 4m inequality constraints in Eq. (5.14), each of which

defines a plane separating the space R3 (v1, v2, λ) into two half spaces defining feasible

and infeasible regions. The region enclosed by all constraints is feasible, and the maxi-

mum value of λ occurs on the boundary of the region along the λ axis. Therefore, we can

convert this problem into a standard linear programming (LP) problem because the load-

ing factor considered to be an objective function is linear in the design variables (v1, v2, λ),

and also the constraints are linear.

Similarly, a problem in an n contact node system, Rn+1 (v1, . . . , vn, λ), is to maximize

the loading factor, λ, with the n values of vi that place a loading loop at each node inside

the stick sector defined in Eq. (5.2). In this case, each constraint defines a hyperplane that

is n dimensional. The feasible region is a polytope in n + 1 dimensions, and an extreme

point occurs at the intersection of the n + 1 hyperplanes forming the boundary of the
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polytope. Also, a constraint will be active at a point if the constraint is satisfied with an

equality. To convert the inequality constraints from Eqs. (5.2) and (5.3) into a standard LP

problem, we can write them in LE (less than or equal) form,

(A11 − fB11)v1 + · · ·+ (A1n − fB1n)vn + (−fp1
k + q1

k) λ ≤ fp0
1 − q0

1

−(A11 + fB11)v1 + · · · − (A1n + fB1n)vn − (fp1
k + q1

k) λ ≤ fp0
1 + q0

1
...

...

(An1 − fBn1)v1 + · · ·+ (Ann − fBnn)vn + (−fp1
k + q1

k) λ ≤ fp0
n − q0

n

−(An1 + fBn1)v1 + · · · − (Ann + fBn1n)vn − (fp1
k + q1

k) λ ≤ fp0
n + q0

n

(5.15)

where n is the number of contact nodes, and k = 1 ∼ m.

Further, because all inequality constraints in Eq. (5.15) are linear in the unknown vari-

ables, we can rewrite the previous formulation in matrix form, yielding

maximize λ

subject to Γx ≤ b
(5.16)

where

Γ =




(A11 − fB11) · · · (A1n − fB1n) (−fp1
k + q1

k)

(−A11 − fB11) · · · (−A1n − fB1n) (−fp1
k − q1

k)
...

...
...

...

(An1 − fBn1) · · · (Ann − fBnn) (−fp1
k + q1

k)

(−An1 − fBn1) · · · (−Ann − fBnn) (−fp1
k − q1

k)




,

x = [v1, · · · , vn, λ]T ,

b = [(fp0
1 − q0

1), (fp0
1 + q0

1), · · · , (fp0
n − q0

n), (fp0
n + q0

n)]T .

Note that the matrix Γ is 2nm by n+1, the vector x is n+1 by 1, and the vector b is 2nm

by 1.

To solve linear programming problems involving constraints, the simplex method de-

veloped by G. Dantzig (1947) has been widely used for numerical solution of the problems.

The method provides a systematic algebraic procedure for moving from one extreme point

to an adjacent one while improving the function values. To ensure the concept, we first

consider a two-node system. For numerical implementation, we used the optimization

toolbox within MATLAB program.
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5.3.1 A Two-node System

A system comprises two contact nodes with three sub-matrices A, B, and C,

A =

[
243.92 −43.91

−43.91 262.78

]
, B =

[
320.60 120.60

−120.60 129.93

]
, C =

[
804.04 80.40

80.40 642.46

]
.

The both nodes remain in contact under time-varying external loads, resulting in contact

nodal reactions rw
1 and rw

2 ,

rw
1 (t) =

{
qw
1 (t)

pw
1 (t)

}
=

{
15.8 + 200λ cos 2π(t− 0.05)

588.5 + 150λ sin 2πt

}
,

rw
2 (t) =

{
qw
2 (t)

pw
2 (t)

}
=

{
−400 + 700λ cos 2π(t + 0.125)

1300 + 300λ sin 2πt

}
,

where λ is set at 1, and one load loop consists of m discrete steps.

5.3.2 Numerical Results

Using the given friction coefficient f = 0.35, the automated procedure in Section 5.2

computed the following four critical values, λ1(= 0.6574) < λ2(= 0.7391) < λ3(=

1.0525) < λ4(= 2.9349). Therefore, the lower bound λmin is determined as λ1 with

slip displacements v1 = 1.5366 and v2 = 1.5936. Subsequently, the LP solution gave

λmax = 0.7391 with v1 = −0.1564 and v2 = 1.2877. This value corresponds to λ2

obtained by the automated procedure.

To verify the accuracy of these results, we draw the admissible regions in v1, v2 space

at four different loading factors such as λ < λmin, λ = λmin, λmin < λ < λmax, and λ =

λmax, respectively. At λ < λmin, a safe shakedown region enclosed by constraints shows

a quadrilateral shape as in Fig. 5.4(a) so that the shakedown always occurs regardless of

initial conditions. As the loading factor is increased at λ = λmin, the region is about to

change from a quadrilateral to a triangle as in Fig. 5.4(b), implying that the loading factor

is the minimum lower bound for the system to shake down. If the loading factor is located
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Figure 5.4: Configurations of the constraints leading to a safe shakedown region that is at
(a) λ < λmin, (b) λ = λmin, (c) λmin < λ < λmax, and (d) λ = λmax.

between λmin and λmax, the region has a complementary triangle defined in Section 4.4.4,

in which cyclic slip can be found depending on the initial condition as a long term state.

Finally, Fig. 5.4(d) shows the safe shakedown region shrinks to a point C at λ = λmax,

above which the system will not shake down. Therefore, the results obtained from both

methods agreed exactly with those expected.
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5.4 Numerical Example for an N -node System

To evaluate the robustness of the proposed methods that provide the lower and upper

shakedown bounds of a multi-node system, the following example is presented.

5.4.1 Problem Description

The problem under consideration is illustrated in Fig. 5.5. A elastic body of height h

and width 4.5h has one fixed end, and the other end is contacting against a slanted rigid

plane surface by the following time-varying external pressure p(t) exerted on the small

strip of the upper surface;

p(t) = 5, 000 + 1, 000 cos 10π(t + 0.1) .

We assume that the frictional problem is governed by Coulomb’s law with a coefficient of

friction f . Young’s modulus and Poisson’s ratio of the body are given by 200 GPa and 0.3,

respectively. The deformation of the block is analyzed by the finite element method, and

the contact surface is defined by a set of n(= 9) nodes, j = 1, n, as shown in Fig. 5.6.

The normal and tangential nodal reaction forces acting on the contact surface are denoted

by pj and qj , respectively. The problem is fully coupled in the sense that a normal reaction

force induces relative tangential displacement, because the contact bodies are elastically

dissimilar.

5.4.2 Numerical Result

Using the friction coefficient f = 0.4, the number of all possible loading factors

are 43,758 as in Eq. (5.11). Fig. 5.7 shows nodal reaction force diagram at 1st and 9th

nodes obtained by the automated procedure. We obtained the lower shakedown limit at

λmin=0.0013 from the automated procedure, and the upper shakedown limit λmax =1.0821

with the corresponding safe shakedown vector v from the LP solution method. If we use
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Figure 5.6: Configuration of the finite element mesh of a contact surface.
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the safe shakedown vector v as initial conditions of the time evolution program at λmax,

slips along the contact surface must cease over the whole loading cycles, as shown in Fig.

5.8(a). Otherwise, cyclic slips must occur for any other feasible initial conditions as shown

in Fig. 5.8(b).

5.5 Conclusions

The methodology described in Section 4.4 can be extended to discrete systems with

more than two nodes. We have illustrated this for the fixed end body pressed against

a frictional rigid plane. Further, we introduce the linear programming method that can

identify the upper shakedown limit. We showed that if the safe shakedown vector v cor-

responding to the vector at the upper shakedown is used as initial conditions, the system

exhibits shakedown state.
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Figure 5.8: Slip displacement distributions along the contact surface during the 10th load-
ing cycle at the upper shakedown limit (λ = λmax): (a) the safe shakedown
vector v is used as initial conditions and (b) arbitrary initial conditions except
v are used.



CHAPTER VI

Discontinuities for Elastic Quasi-static Evolution Problem

6.1 Introduction

As described in Section 4.2, difficulties are encountered with both existence and unique-

ness of solutions for the general quasi-static elastic contact problem with Coulomb friction

(Andersson and Klarbring, 2001). Cho and Barber (1998) used an analytical perturbation

method to show that quasi-static slip in such conditions is always unstable in the sense that

an infinitesimal perturbation from the quasi-static trajectory will grow without limit until a

state change occurs either to stick or separation. They also predicted instantaneous jumps

in position and state when the limiting friction condition is exceeded in one direction.

Using the v1 and v2 space described in Section 4.4, we can easily visualize the behavior

of the frictional contact problem in a two-node coupled system and recognized that simi-

larly to one node system, the quasi-static solution may also fail to define the unique state

for some situations. For these cases, we will develop an analytical method to overcome

friction induced instability in the context of a simple two-dimensional coupled discrete

system comprising two contact nodes. In particular, we will examine whether there is a

unique solution and demonstrate how to find it without using a transient dynamic approach.

83
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6.2 The two-node system

6.2.1 Single node discontinuities in v1, v2 space

We consider the case where node 2 remains stuck and is strictly within the correspond-

ing frictional bounds, whereas node 1 reaches the slip boundary defined by constraint I, as

shown in Fig. 6.1. This corresponds to the inequality

q1 ≤ fp1 (6.1)

and at the limit of equality we have

q1 = fp1 (6.2)

for which the flow rule from equation (2.9) is

v̇1 < 0 (6.3)

Thus, when the constraint I reaches the operating point P, it must ‘push’ P to the left. This

is possible if and only if the angle of inclination θ of the line I to the vertical is between

−π/2 < θ < π/2. The angle θ is positive provided it follows counter clockwise as shown

in Fig. 6.1.

The critical condition arises when

A11 = fB11 (6.4)

in Eq. (4.22).

For A11 > fB11, regions on the right of the constraint line correspond to larger values

of the left hand side of I in Eq. (4.22) and hence are inadmissible, whereas regions to the

left are admissible. Thus, motion of v1 in the correct slip direction (v̇1 < 0) takes P further

into the admissible region. By contrast, for A11 < fB11, regions to the left of the constraint

line are inadmissible and hence no slip motion in the direction allowed by the flow rule is
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Figure 6.1: Motion of the instantaneous operating point P due to the advance of constraints
I.

possible. The only remaining possibility is for the node to separate discontinuously since

the reactions immediately before this transition are non-zero. We conclude that the critical

coefficient of friction is

f1 =
A11

|B11| , (6.5)

Similar arguments applied to constraints II,III,IV yield four critical coefficients in two

equal and opposite pairs:

f1, f2, f3, f4 = ± A11

|B11| ,± A22

|B22| . (6.6)

6.2.2 Both node discontinuities in v1, v2 space

Consider now the situation where the admissible region is open to infinity as in Fig.

6.2. Consider the case where constraint II advances until the only admissible region is an

open triangle defined by II and III. We suppose that the coefficient of friction satisfies the

condition

f < min{f1, f2, f3, f4} , (6.7)
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Figure 6.2: Configurations of the constraints leading to an admissible region that is a re-
gion open to infinity.

so that in particular both constraints II and III are able to move the operating point in

an admissible direction when operating independently. In the case illustrated, II moves

P to the right (v̇1 > 0) and III moves P downwards (v̇2 < 0). Suppose that we keep

III fixed and advance II (the more general case leads to a similar conclusion). Once II

becomes active, P will be moved to the right so as to stay on II until a situation is reached

where P is at the intersection of II and III. Further advance of II or III is now impossible,

since the only admissible motion is that with v̇1 > 0, v̇2 < 0 and this sector is excluded

by the constraints. Therefore, a discontinuous transition is the only option. The limiting

coefficient of friction here is that where II and III are parallel, so

det

(
(A11 + fB11) (A12 + fB12)

(A21 − fB21) (A22 − fB22)

)
= 0, (6.8)

or

A11A22−A12A21 +(A22B11−A11B22 +A12B21−A21B12)f−(B11B22 +B12B21)f
2 = 0;

(6.9)
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which defines two critical values of f . Notice that we need to impose an additional con-

dition for this state to hold. Since II excludes the region to the left and III excludes that

to the top, an admissible region between them will occur if and only if both lines slope

upwards to the left and hence

A22 − fB22 > 0 , (6.10)

since we have already imposed A11+fB11 > 0 in requiring the constraint on f to be active.

The corresponding condition where I and IV are parallel leads to identical equations except

that f is replaced by−f . Additional conditions of the same kind can be obtained using the
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Figure 6.3: Four possible pairs in both node discontinuity.

pairs I,III and II,IV. In each case, constraints must be imposed to ensure that the limiting
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case contains an admissible region, i.e., A11 − fB11 > 0 and A22 − fB22 > 0 in the

pair I,III. Fig. 6.3 shows four possible pairs for both node discontinuities in v1, v2 space,

assuming that there is no external loadings, i.e., rw = 0.

6.3 Perturbation analysis involving viscous damping

For the case where two-node discontinuity occurs, conditions (2.3-2.9) may fail to de-

fine a unique quasi-static evolution. In an attempt to resolve this problem, we can consider

an elasto-dynamic formulation by introducing the effect of inertia or viscous damping.

We first examine whether a quasi-static evolution is stable with a viscosity term if

we are not at a discontinuity point. We assume that an operating point reaches the slip

boundary at node 1 defined by constraint I, remaining node 2 stuck, which yields

(A11 − fB11)v
∗
1 + qw

1 − fpw
1 = 0 . (6.11)

where v∗1 represents the equilibrium value on the slip boundary I, and the external loadings

are fixed at this time.

We now wish to examine whether a small perturbation on this equilibrium point can

grow or not. By considering a small displacement perturbation δ on the equilibrium point,

Eq. (6.11) including a damping term can be written as

Dv̇1 + (A11 − fB11)v1 + qw
1 − fpw

1 = 0 , (6.12)

where

v1(t) = v∗1 + δv1(t) .

Here, D represents a positive damping coefficient.

Using Eq. (6.11), Eq. (6.12) can be rewritten as

Dδv̇1 + (A11 − fB11)δv1 = 0 . (6.13)
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The stability of the system in backward slip depends on the homogenous solution in

Eq. (6.13) that may grow or decay with time. The solution that contains one arbitrary

constant a1 can be written as

δv1(t) = a1e
−bt , (6.14)

where

b =
A11 − fB11

D
.

If single node discontinuity doesn’t occur in a system that satisfies the condition A11 >

fB11, the perturbation in Eq. (6.14) decays with time since b is a positive value. Thus, if

the operating point is not at a discontinuity point, solution for a quasi-static evolution is

always stable.

In comparison, we now suppose that a quasi-static evolution algorithm reaches a dis-

continuity point at (v∗1, v
∗
2) for the case where both constraint II and III are unable to move

further, as shown in Fig. 6.3(a), yielding

(A11 + fB11)v
∗
1 + (A12 + fB12)v

∗
2 + qw

1 + fpw
1 = 0 , (6.15)

(A21 − fB21)v
∗
1 + (A22 − fB22)v

∗
2 + qw

2 − fpw
2 = 0 , (6.16)

where (v∗1, v
∗
2) can be obtained by solving Eqs. (6.15 - 6.16) simultaneously, assuming

that the stiffness matrix, friction coefficient and external loadings, rw, are determined at

a given evolution time, τ . At the point, a discontinuous transition is the only possible

prediction. However, we may distinguish two different cases: (1) where both nodes are

separated, or (2) one node is separated. The distinction depends on the external loading,

rw.
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6.3.1 Both nodes separated at discontinuity point

If both nodes are separated, reactions along the contact area must be zero. Therefore,

Eq. (2.10) becomes

[v1, v2, w1, w2]
T = −κ−1 [qw

1 , qw
2 , pw

1 , pw
2 ]T . (6.17)

Since normal displacement at both nodes must be positive, i.e., w1 > 0 and w2 > 0,

two inequality equations obtained from Eq. (6.17) constrain the feasible region of external

loadings, rw. We can also define the feasible region of external loadings for the case

where two-nodes discontinuity occurs, as in Section 6.2.2. Hence, if an overlap area exists

between two feasible regions, these external loadings in the overlapped region make the

two separate at the discontinuity point.

6.3.2 One node separated at discontinuity point

In an attempt to resolve the case where external loadings do not make the two separate,

we introduce a viscous damping matrix into Eq.(2.10), yielding

[q1, q2, p1, p2]
T = [qw

1 , qw
2 , pw

1 , pw
2 ]T + κ [v1, v2, w1, w2]

T + D [v̇1, v̇2, ẇ1, ẇ2]
T , (6.18)

where D is a 4 by 4 damping matrix consisting of diagonal damping coefficient terms,

Dii (i = 1 ∼ 4).

We now wish to see whether a small perturbation at the discontinuity point, (v∗1, v
∗
2),

can grow or decay in the transient dynamic time scale, t, which should be distinct from

the quasi-static evolution time scale, τ . Note that the dynamic time scale, t, is considered

to be much faster than the time in the quasi-static algorithm.

Let

v1(t) = v∗1 + δv1(t), v2(t) = v∗2 + δv2(t) (6.19)



91

where δvi represents a small perturbation for each node i. After taking the derivative of

Eq. (6.19) with respect to time, t, the velocities v̇1 and v̇2 are written as

v̇1(t) = δv̇1(t), v̇2(t) = δv̇2(t) (6.20)

since v∗1 and v∗2 are both constants. Thus, by substituting Eqs. (6.19 - 6.20) into the in-

equalities II and III in Eq. (4.22), we can express these equations as

D11v̇1 + (A11 + fB11)v1 + (A12 + fB12)v2 + qw
1 + fpw

1 = 0 , (6.21)

D33v̇2 + (A21 − fB21)v1 + (A22 − fB22)v2 + qw
2 − fpw

2 = 0 . (6.22)

Further, Eqs. (6.21 - 6.22) reduce to the following homogeneous equations

D11δv̇1 + (A11 + fB11)δv1 + (A12 + fB12)δv2 = 0 , (6.23)

D22δv̇2 + (A21 − fB21)δv1 + (A22 − fB22)δv2 = 0 , (6.24)

since Eqs. (6.15 - 6.16) become zero at the discontinuity point, (v∗1, v
∗
2). The corresponding

matrix equation is

δv̇ = Hδv . (6.25)

where

H =

[ −(A11+fB11)
D11

−(A12+fB12)
D11

−(A21−fB21)
D22

−(A22−fB22)
D22

.

]
(6.26)

Hence, the disturbances δv1 and δv2 evolve in time, and the general solution for δv is

δv(t) = a1e
λ1tη1 + a2e

λ2tη2. (6.27)

where λ is an eigenvalue representing a growth rate, and η is an eigenvector with corre-

sponding eigenvalue, λ. The λs can be found by the characteristic equation det(H−λI) =

0, where I is the 2 by 2 identity matrix. The characteristic equation becomes

det

(
H11 − λ H12

H21 H22 − λ

)
= 0. (6.28)
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Expanding the determinant yields

λ2 − αλ + β = 0 (6.29)

where α = trace(H), β = det(H). Then,

λ1 =
α−

√
α2 − 4β

2
, λ2 =

α +
√

α2 − 4β

2
. (6.30)

From these equations, we can find the eigenvalues. Also, the general solution in Eq. (6.27)

contains two arbitrary constants, a1 and a2, to enable us to satisfy initial conditions on

δv̇1(0) (> 0) and δv̇2(0) (< 0) from the velocity equation

δv̇(t) = a1λ1e
λ1tη1 + a2λ2e

λ2tη2. (6.31)

Therefore, there are three possible scenarios for giving an infinitesimal perturbation, i.e.,

(i) Node 1 is stick (δv̇1 = 0) and node 2 is backward slip (δv̇2 < 0) ,

(ii) Node 1 is forward slip (δv̇1 > 0) and node 2 is stick (δv̇2 = 0) ,

(iii) Node 1 is forward slip (δv̇1 > 0) and node 2 is backward slip (δv̇2 < 0) .

Note that the first two cases could not give a meaningful result since the system always

returns to the original discontinuity point because of its negative eigenvalue. However,

if the system is perturbed slightly at both nodes, as in the third case, the system will be

unstable and depart from the discontinuity point. Hence, we will consider the behavior of

only the third case.

Suppose that the eigenvalues in Eq. (6.30) are real number, i.e., α2 − 4β ≥ 0. Note

that α is always negative value since we have already imposed A11 − fB11 > 0 and

A22 − fB22 > 0. Therefore, λ1 is always negative value, but the sign of λ2 depends only



93

on the trace and determinant of the matrix H . Especially, the limiting case λ2 = 0 occurs

when det(H) = 0, i.e.,

H11H22 −H12H21 = 0 . (6.32)

Note that the limiting condition in Eq. (6.32) is the same as the condition of the limiting

coefficient of friction as in Eq. (6.8). λ2 is a positive value when det(H) < 0. Then,

an infinitesimal perturbation for δv will grow exponentially because of second term in

Eq. (6.27) until normal reaction force at either nodes become zero at a given time, t = t1,

at which a state change occurs from slip to separation. The variation of normal reactions

can be computed by the following equations

p1(t) = B11δv1 + B12δv2 + B11v
∗
1 + B12v

∗
2 + pw

1 , (6.33)

p2(t) = B21δv1 + B22δv2 + B21v
∗
1 + B22v

∗
2 + pw

2 . (6.34)

Further, if we assume that normal reaction force at node 2 becomes zero earlier than at

node 1, node 1 maintains forward slip state and node 2 changes from backward slip to

separation state at t = t1. Therefore, we need to set up the equations again that satisfy the

Coulomb friction boundary conditions at both nodes. In order to find the system behavior

for the time t ≥ t1, similar techniques can be used, as in the previous state. First, let

[v1(t), v2(t), w1(t), w2(t)]
T = [v∗

1
+ δv1(t), v∗

2
+ δv2(t), δw1(t), δw2(t)]

T . (6.35)

Hence, the velocities are

[v̇1(t), v̇2(t), ẇ1(t), ẇ2(t)]
T = [δv̇1(t), δv̇2(t), δẇ1(t), δẇ2(t)]

T (6.36)

since v∗1 and v∗2 are both constants.

By applying friction boundary conditions at node 1 (q1 = −fp1, δw1(t) = 0, δẇ1(t) =

0) and at node 2 (q2 = 0, p2 = 0), and by substituting Eq. (6.36) into Eq. (6.18), the
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following governing equation can be obtained

D11δv̇1 + (A11 + fB11)δv1 + (A12 + fB12)δv2 + (B21 + fC12)δw2 + r∗1 = 0,

D22δv̇2 + A21δv1 + A22δv2 + B22δw2 + q∗2 = 0,

D44δẇ2 + B21δv1 + B22δv2 + B22δw2 + p∗2 = 0.

(6.37)

where
r∗1 = (A11 + fB11)v

∗
1

+ (A12 + fB12)v
∗
2

+ qw
1 + fpw

1 ,

q∗2 = A21v
∗
1

+ A22v
∗
2

+ qw
2 ,

p∗2 = B21v
∗
1

+ B22v
∗
2

+ pw
2 .

(6.38)

Notice that r∗1 in Eq. (6.38) becomes zero from Eq. (6.15). These equations can be written

in matrix form as

δẋ + Gδx = P ∗ (6.39)

where
δx = [δv1, δv2, δw2]

T ,

δẋ = [δv̇1, δv̇2, δẇ2]
T ,

G =




A11+fB11

D11

A12+fB12

D11

B21+fC12

D11

A21

D22

A22

D22

B22

D22

B21

D44

B22

D44

C22

D44


 ,

P ∗ = [0, −q∗2/D22, −p∗2/D44]
T .

(6.40)

The general solution, g, for Eq. (6.39) can be written as the sum of a particular solution,

gP (t) and the homogeneous solution, gH(t) which will contain three arbitrary constants

to enable us to satisfy the following initial conditions,

g = gH + gP , (6.41)

subjected to δx(t1) = [δv1(t1), δv2(t1), 0]T .

By the characteristic equation det(G− λI), three λs can be found, and the homogeneous

solution in Eq. (6.41) is

gH = a1e
λ1tη1 + a2e

λ2tη2 + a3e
λ3tη3 (6.42)

where a1 ∼ a3 are arbitrary constants, λ1 ∼ λ3 are eigenvalues, and η1 ∼ η3 are eigen-

vectors corresponding to each λ.
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If we assume that all λs are negative value, notice that the homogeneous solution,

gH , becomes zero as t → ∞ since all terms exponentially decay. Therefore, the general

solution for Eq. (6.39) is determined by the following particular solution,

g = gP = G−1P ∗ (6.43)

where superscript −1 represents the matrix inverse. Furthermore, expanding the inverse

matrix of G in Eq. (6.43) yields

G−1 =




G11D11 G21D22 G31D44

G21D11 G22D22 G32D44

G31D11 G23D22 G33D44


 (6.44)

where each column includes the same damping coefficient, and the other coefficients

are determined by the particular stiffness matrix and friction coefficient. By substituting

Eq. (6.44) into Eq. (6.43), we can prove that the final state is not affected by the damping

coefficients since these are canceled out by multiplication between G−1 and P ∗. Also,

notice that since the vector, P ∗, is determined by particular values at the point that discon-

tinuity occurs, it is possible for us to predict the final state of the system without involving

the transient dynamic analysis.

6.4 Numerical example

We will now investigate the behavior of a system with the following stiffness matrixes,

A =

[
0.4276 0.1754

0.1754 0.1216

]
, B =

[
−0.1011 −0.0220

−0.0530 0.1082

]
, C =

[
0.3005 0.0012

0.0012 0.5522

]
.

(6.45)

From Eq. (6.6), the constraints for single-node discontinuity yield four critical coefficients,

fs = ±1.1241 ,±4.2290 , (6.46)

and, Eq. (6.9) yields a total of eight critical coefficients for the four pairs,

fb = ±0.3557 ,±0.4079 ,±4.3009 ,±4.9314 . (6.47)
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Figure 6.4: Configuration for two-node discontinuity in the pair II and III.

Therefore, the minimum critical coefficient occurs at fc = 0.3557 for two-node discon-

tinuity in the pair II and III, and it also makes the pair II and III admissible regions,

A11 + fB11 > 0 and A22 + fB22 > 0.

For further investigation, we set f = 0.39 for the case fc < f < fs. Additionaly, all

diagonal entries of a damping matrix, D, are set at one(1) and the others are set at zero(0).

Also, external loadings are defined as

[qw
1 , qw

2 , pw
1 , pw

2 ]T = [2.5, 2, 1, 1]T . (6.48)

Note that these external loadings belong to the feasible region of two-node discontinuity,

but not to the feasible region for both nodes to separate. By solving Eqs. (6.15 - 6.16)

simultaneously, we can find the discontinuity point,

[v∗1, v
∗
2]

T = [−20.7296, 30.9087]T , (6.49)

and the configuration of the four constraint lines in Eq. (4.22) is illustrated in Fig. 6.4.
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From Eqs. (6.18-6.24), the system matrix is

δv̇ =

[
−0.3881 −0.1668

−0.1961 −0.0794

]
δv . (6.50)

For the general solution in Eq. (6.27), we need first to find the eigenvalues of the matrix.

From Eq. (6.30), we can find the eigenvalues,

λ1 = −0.4716, λ2 = 0.0039 . (6.51)

Next, for a given eigenvalue λ, we find the eigenvectors

η1 =

{
−0.8943

−0.4472

}
, η2 =

{
0.3914

−0.9201

}
. (6.52)

From Eq. (6.27), we can write the general solution as a linear combination of eigen-

solutions,

δv(t) = a1e
−0.4716 t

{
−0.8943

−0.4472

}
+ a2e

0.0039 t

{
0.3914

−0.9201

}
. (6.53)

Finally, we can find a1 and a2 in order to satisfy the initial condition on δv̇1(0) > 0 and

δv̇2(0) < 0. At t = 0, Eq. (6.31) becomes

δv̇1(0) = 0.4218 a1 + 0.0015 a2 > 0,

δv̇2(0) = 0.2109 a1 − 0.0036 a2 < 0.
(6.54)

Two inequalities in Eq. (6.54) constrains the feasible region for a1 and a2, as shown in Fig.

6.5.

As time evolves, the disturbances δv1 and δv2 grow exponentially due to positive λ2(=

0.0039) until the normal pressure at node 2 from Eq. (6.33) becomes zero. At this time,

the state changes from backward slip to separation at node 2, maintaining forward slip at

node 1. Therefore, we need again to set up equations that satisfy the conditions on forward

slip at node 1 (q1 = −fp1 and δẇ1 = δw1 = 0) and separation at node 2 (q2 = p2 = 0).
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Figure 6.5: The admissible regions for a1 and a2 that satisfy initial conditions.

From Eq. (6.39), the system equations are written in matrix form as

δẋ +




0.3881/D11 0.1668/D11 −0.0525/D11

0.1754/D22 0.1216/D22 0.1082/D22

−0.0530/D44 0.1082/D44 0.5522/D44


 δx =





0

−2.1236/D22

−5.4453/D44





.

(6.55)

where entries of the damping coefficient are set at symbol. If we set the damping coeffi-

cient at 1, we can find eigenvalues from the characteristic equation,

λ1 = −0.0112, λ2 = −0.4718, λ3 = −0.5790 . (6.56)

Note that since all eigenvalues are negative, the homogeneous solution, gH , as in Eq. (6.42)

becomes zero regardless of initial conditions as t →∞. Hence, the general solution, g, is

determined by only the particular solution, gP ,

gP =




0.3881/D11 0.1668/D11 −0.0525/D11

0.1754/D22 0.1216/D22 0.1082/D22

−0.0530/D44 0.1082/D44 0.5522/D44




−1 



0

−2.1236/D22

−5.4453/D44





. (6.57)
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By expanding the inverse matrix, the matrix can be written as

gP =




18.05D11 −31.83D22 7.95D44

−33.39D11 68.85D22 −16.67D44

8.27D11 −16.55D22 5.84D44








0

−2.1236/D22

−5.4453/D44





. (6.58)

From Eq. (6.58), we can conclude that the damping matrix does not influence on the final

result since the corresponding damping coefficients are canceled out. Further, as t → ∞,

the final perturbations from Eq. (6.58) are

[δv1, δv2, δw2]
T = [24.27,−55.42, 3.33]T . (6.59)

From Eq. (6.36), we can restore the final end points,

[v1, v2, w2]
T = [v∗1 + δv1, v

∗
2 + δv2, δw2]

T = [3.5459,−24.5192, 3.33]T . (6.60)

6.5 Conclusions

This investigation is to use the dynamic analysis to determine the real behavior of the

system in the hope of defining a new quasi-static algorithm that captures the important

features of the system trajectory in cases where the loading rate is slow in comparison

with the time scale of dynamic effect. We examine whether a small perturbation on this

discontinuity point can grow or not, and the system shows unstable behavior on the point.

Thus, a discontinuous transition from slip to separation is the only possible solution. By

tracking the dynamic trajectory satisfying the states imposed by the Coulomb friction law,

we can reach the unique final state. As a result, we find that the final state is not affected

by the damping coefficients because these are canceled out at the final state. We also find

that the final state is determined by particular values at the discontinuity point. Therefore,

it is possible for us to define the unique final state of the system without involving the

transient dynamic analysis.



CHAPTER VII

Conclusions and Future Work

7.1 Conclusions

In this study, the response of frictional coupled contact problems to cyclic loading,

which is governed by the Coulomb friction law, is investigated.

A time incremental algorithm, which is capable of tracking the behavior of any two-

dimensional system with frictional interfaces, is devised in order to explore the response

of such problems to cyclic loading. As a test example, we first consider the receding con-

tact problem, in which a rectangular elastic body is pressed against a rigid plane by both

mean and superposed oscillating loads exerted over a central strip of the upper surface.

The results show that the slip and separation zones remain unchanged throughout the first

loading phase, but thereafter all the zone boundaries vary during both loading and unload-

ing periods. Therefore, Dundurs’ results for receding contact problems can be extended

to problems involving Coulomb’s friction only as long as the loading is monotonic. The

system also exhibits some degree of shakedown in the sense that the energy dissipation

decreases monotonically toward a steady-state limit with each successive cycle.

A series of simulations is also performed to investigate the possible extension of Melan’s

theorem to frictional contacts governed by the Coulomb friction law. The previous results

have established that Melan’s theorem can be applied to discrete elastic systems only when

100
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the normal contact reactions are uncoupled from the tangential slip displacements. For

coupled systems, periodic loading scenarios can be devised that lead to either shakedown

or cyclic slip depending on the initial condition. To gain more insight into their behavior,

we explore this issue in the simplest coupled system, which involves two contact nodes.

By plotting the evolution of the system on a diagram with the slip displacements at the two

nodes as coordinates, we can track the evolution of the system memory graphically in slip-

displacement space. The frictional inequalities define directional straight line constraints

in this space that tend to sweep the operating point toward the safe shakedown condition

if one exists. However, if the safe shakedown region is defined by a triangle in which two

adjacent sides correspond to the extremal positions of the two frictional constraints for the

same node, initial conditions leading to cyclic slip can be found. The critical value of a

loading parameter at which this occurs can be determined by requiring that three of the

four constraint lines intersect in a point. Below this value, shakedown occurs for all initial

conditions. Also, the behavior of the system in the intermediate range, where the initial

conditions are important, has been elucidated.

A similar strategy can be extended to multi-node discrete frictional systems. In the

multi-node contact node system, all critical values can be obtained by solving a subset of

all constraints as equalities for all values of slip displacements and loading factor, which

requires that all constraint planes intersect at a point. Using this methodology, we devise

the general technique for determining all the possible critical loading factors and find the

lower limit among them. As the loading factor is increased, the shape of the safe shake-

down region will change at each of these critical values, and one of them will correspond

to the upper shakedown limit, above which the system will not shake down. However,

we cannot distinguish the upper limit without checking all these values obtained from the

automated procedure. To solve this difficulty, we propose a linear programming method
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because constraints comprising of both loading factor and unique slip displacements are

linear. The method is to maximize the loading factor with the unique vector of slip dis-

placements that place a loading loop at each node inside the stick sector. Using the au-

tomated procedure and the linear programming method, we can determine the upper and

lower limits for the system to shake down.

Finally, we study an analytical method to predict friction-induced instability in the con-

text of a two-node system. For the case where two-node discontinuity occurs, Coulomb

friction conditions may fail to define a unique solution for quasi-static evolution algorithm.

In an attempt to resolve this problem, we consider an elasto-dynamic formulation by in-

troducing the effect of viscous damping. This investigation is to use the dynamic analysis

to determine the real behavior of the system in the hope of defining a new quasi-static

algorithm that captures the important features of the system trajectory in cases where the

loading rate is slow in comparison with the time scale of dynamic effect. We examine

whether a small perturbation on this discontinuity point can grow or not, and the system

shows unstable behavior on the point. Thus, a discontinuous transition from slip to separa-

tion is the only possible solution. By tracking the dynamic trajectory satisfying the states

imposed by the Coulomb friction law, we can reach the unique final state. As a result,

we find that the final state is not affected by the damping coefficients because these are

canceled out at the final state. We also find that the final state is determined by particular

values at the discontinuity point. Therefore, it is possible for us to define the unique final

state of the system without involving the transient dynamic analysis.
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7.2 Future Work

7.2.1 Final State Prediction in Multi-node system

In the coupled two-node system discussed in Chapter IV, the safe shakedown region is

defined by a triangle for any loading factor λ between λmin and λmax. The results showed

that the initial feasible region is divided by the vertical line passing through the common

apex of two triangles, and only initial values located within one side of the feasible region

reached the safe shakedown region. In contrast, for any initial conditions in the other

side, the system showed the limit cycle. In this case, one node was stuck throughout

the limit cycle so that the locked-in slip displacement influenced the normal tractions at

each point in the loading cycle at the other node, and hence affected the amplitude of slip

displacement at the other node. Therefore, depending on the initial conditions, the system

may shake down or reach a limit cycle for the two-node system.

Using these findings, if we can establish how these criteria might translate to more than

a coupled two-node system, we can predict the final states in coupled multi-node systems.

7.2.2 Uniqueness of the Limit Cycle

One parameter which is of interest in the analysis of fretting fatigue is the frictional

energy dissipated in relative slip at the interface during cyclic slip, since fretting damage

and wear highly correlated with the fretting fatigue.

When a system shakes down, the energy dissipation in friction per cycle goes to zero.

Therefore, Melan’s theorem states that this will happen if it can. This suggests that such

slip will tend to reduce the energy dissipation in subsequent cycles.

For cases above the shakedown limit — i.e., where the safe shakedown region is null -

we find that the system converges on a limit cycle if there is a time in the cycle when both

nodes of a two-node system are slipping. This situation generalizes to a n-nodes system
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if the limit cycle involves a permanent stick zone comprising m nodes, and there is a time

during the cycle when n−m are all slipping. Therefore, if the system is coupled, and no

nodes are permanently stuck, and if they are not all slipping at any one time, it seems likely

that the system will evolve to a unique limit cycle after an infinite number of cycles. If this

prediction is true for an n-node system, we can identify the frictional energy dissipation.

Therefore, it is worthwhile to investigate whether there is only one true limit cycle.



APPENDIX

105



106

APPENDIX A

Stick-Slip-Separation Behavior in One Point Model

This model was first introduced by Klarbring (1990) to illustrate the problems of

uniqueness and existence that arise in frictional contact problems when the coefficient of

friction is sufficiently high. Its model also helps us to understand the frictional behaviors

such as stick, slip and separation.

M
F

u

x
1

x
2

K

Figure A.1: The one-point model

The mass M is supported by a spring K and loaded by a force F with components

F1, F2 in direction x1 (tangential) and x2 (normal, tensile positive). The mass can make

contact with a rigid plane surface under conditions of Coulomb friction with coefficient

f , in which case the reaction R has components R1, R2. The displacement of the mass

is denoted by u with components u1, u2 and the spring is not stretched when u = 0, at

which point the mass is in contact with the surface.

(a) Possible states
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The four possible states of the system at any given time are stick, forward slip, back-

ward slip and separation. The governing equations and inequalities for these states are

stick : u̇1 = 0; u2 = 0; R2 > 0; −fR2 < R1 < fR2.

Forwardslip : u̇1 > 0; u2 = 0; R2 > 0; R1 = −fR2.

Backwardslip : u̇1 < 0; u2 = 0; R2 > 0; R1 = fR2.

Separation : u2 > 0; R2 = 0; R1 = 0.

(A.1)

Under quasi-static conditions, the mass is in equilibrium at all times and hence

F1 + R1 − k11u1 − k12u2 = 0;

F2 + R2 − k21u1 − k22u2 = 0,
(A.2)

where kij, i = 1, 2 are the components of the stiffness matrix K.

If the system is at rest, the only possibilities are stick and separation. For stick we have

u2 = 0. Using this condition in Eq. (A.2), solving for R1, R2 and substituting in stick

condition of Eq. (A.1), we find that stick is possible if and only if

(k11 + fk21)u1 − fF2 > F1 > (k11 − fk21)u1 + fF2. (A.3)

For separation, R1 = R2 = 0. Using this result in Eq. (A.2), solving for u2 and

substituting into the inequality u2 > 0, we find that separation is possible if and only if

F1k21 − F2k11 < 0, (A.4)

where we have used the fact that the stiffness matrix K must be positive definite and hence

k22k11 > k12k21.

(b) The F1 − F2 diagram

The instantaneous state of the quasi-static system can be represented on a diagram

with axes F1, F2. The applied load identifies a point on this diagram, so a given loading

scenario identifies a continuous curve. For the case of mean load and superposed oscil-

lation, this will comprise an initial segment followed by a closed curve. If we plot the
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static inequalities on a diagram with axes F1, F2 and assume (without loss of generality)

that k12 = k21 > 0, we obtain the domains shown in Fig. A.2. Separation is possible only

in the shaded region above the straight line k21F1 = k11F2 and stick is possible in the

sector beneath it. The two straight lines defining this sector always intersect on the the line

k21F1 = k11F2 and always have slope ±1/f , but the location of the vertex moves along

the separation line as u1 varies.

F
1

F2

separation

stick

0

=F
1

k
21 F2k

11

Figure A.2: The F1 − F2 diagram

For given constant values of F1, F2 below the separation line, u1 can adopt any value

that causes the resulting point to lie within the stick sector. Fig. A.2 is plotted for the case

where f < k11/k21 ≡ fcr, so there are no conditions under which both stick and separation

are possible. We will consider the alternative possibility later.

(c) Slip

During slip, we still have u2 = 0, so the quasi-static Eq. (A.2) take the form

F1 + R1 − k11u1 = 0;

F2 + R2 − k21u1 = 0,
(A.5)
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To impose the slip direction inequalities, we differentiate with respect to time, obtaining

Ḟ1 + Ṙ1 − k11u̇1 = 0;

Ḟ2 + Ṙ2 − k21u̇1 = 0,
(A.6)

For forward slip R1 = −fR2 and hence Ṙ1 = −fṘ2. Using this result in Eq. (A.6) and

eliminating Ṙ2 between the resulting equations, we then have

(k11 + fk21)u̇1 = fḞ2 + Ḟ1, (A.7)

The forward slip inequality is therefore satisfied if Ḟ1 > −fḞ2. This defines the in-

cremental loading directions indicated in Fig. (), where we attempt to cross the right hand

boundary of the instantaneous stick sector. The resulting slip will lead to increasing u1 and

hence will move the stick sector to the right in Fig. A.3. In effect, the sector is dragged

by the operating point whenever an attempt is made to move out of the stick sector in the

region below the separation line.
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Figure A.3: Loading scenario leading to forward slip

An exactly similar analysis can be performed for backward slip and leads to the same

conclusion, i.e., attempts to cross the left hand boundary of the stick sector causes negative

displacement u1 and moves the stick sector so that the operating point remains on the left
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boundary. We also note that if the operating point crosses the separation boundary and

later crosses it again to re-enter the contact domain, the stick sector will initiate such that

its apex is at the point where contact is re-established.

(d) Oscillatory loading and shakedown

It is then clear that a scenario leading to shakedown will look like Fig. A.4. The stick

sector will move until it is just tangential to the closed curve describing the oscillatory

loading on the side furthest from the origin. Shakedown then occurs if the rest of the curve

lies completely within the stick sector so defined. It is also clear from this construction that

shakedown will occur if and only if there exists a location for the stick sector that includes

the entire closed part of the curve. Thus, Melan’s theorem holds for the two-dimensional

one-point model when f < k11/k12.
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Figure A.4: Loading scenario leading to shakedown

(e) Above the critical friction coefficient

We now turn attention to the high friction case, where f > k11/k21. In this case, the

domains for separation and stick take the form of Fig. A.5 and there is an overlap zone in
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which both separation and stick are both possible. We know from previous studies that in

this overlapping zone, the inequalities for backward slip are also satisfied under conditions

of increasing load with constant direction.
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Figure A.5: F1 − F2 diagram for f > fcr

An immediate conclusion from this diagram is that a state of residual stress can always

be found sufficient to permit stick for any oscillatory loading scenario. If we construct

any closed curve on the diagram, it can be contained within the stick sector provided we

move the apex of the sector sufficiently far up the separation line. Thus, if a frictional

Melan’s theorem were to apply to this system, it would have to follow that the system

would shake down under all conceivable oscillatory loading scenarios. This is clearly not

the case however, as we will demonstrate.

(f) Incipient slip

Suppose we reconsider the situation when we approach the edge of the stick sector.

Eq. A.5 still hold, as do Eq. A.6 and as before we eventually obtain

(k11 + fk21)u̇1 = fḞ2 + Ḟ1, (A.8)



112

for forward slip and by a similar argument

(k11 − fk21)u̇1 = −fḞ2 + Ḟ1, (A.9)

for backward slip.

We assume that k21 > 0 as is implied by the slope of the separation line in in Fig. A.5,

so k11 − fk21 > 0 and the criterion for forward slip is the same as for f < fcr. In other

words, when we try to cross the right edge of the stick sector, the effect is to slip to the

right, increase u1 and hence move the stick sector to the right.

However, for backward slip, we now have

k11 − fk21 < 0 (A.10)

and hence the backward slip criterion in Eq. A.1 requires that

Ḟ1 > fḞ2. (A.11)

This defines the directions into the stick sector rather than away from it in Fig. A.5. Thus,

the system cannot back-slip when the operating point reaches the left edge of the stick

sector. It also cannot remain stuck. Previous investigations suggest that it will experience

a dynamic transition involving a period of separation. In particular, Cho and Barber (1998)

examine the lightly damped dynamic solution under a range of conditions and develop a

modified quasi-static algorithm that captures the behavior of the system in the limit where

the time constant of the system becomes vanishingly small (e.g. in the limit M −→ 0).

They show (in Appendix B) that any attempt to cross the boundary F1 = fF2 < 0 from

the right will cause a transition from stick to separation in which the reaction and the

displacement are discontinuous. In other words, the system jumps to the separation state

implied by the same point in the F1 − F2 diagram, which involves a non-zero positive

value of u2. At the reverse transition, when the loading point again crosses the separation
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line and u2 −→ 0, the system transitions either to stick or to forward slip, depending on

the derivative dF1/dF2. To illustrate the implications for shakedown, we examine two

scenarios according to this algorithm.

(i) Separation-stick cycle

Fig. A.6 shows a loading scenario that involves periods of stick and separation. We

start with u1 = 0, so the stick boundary is defined by the two dotted lines emanating from

the origin. Stick persists until the loading point crosses the left boundary of the stick sector

at A, at which there is a discontinuous jump to separation at finite u2. Separation persists

until B, where the transition is to stick, with a new stick sector defined by the solid lines.

This time, separation occurs at C where the new stick sector is crossed, but subsequently

there is no change in the location of the stick boundary and the process becomes a cyclic

alternation of stick and separation.
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Figure A.6: Separation-stick cycle

(ii) Cyclic slip

Fig. A.7 shows a loading scenario where the system passes through periods of stick,

separation and forward slip. Stick persists until point A, where there is a discontinuous

transition to separation. Separation then persists until B, where contact is established with
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the stick sector defined by the dotted lines. However, the loading trajectory at this point

is directed into the forward slip region, so the stick sector is pushed up the separation line

until the tangent point C is reached, with the sector defined by the solid lines. Stick starts at

C and persists to D where there is a discontinuous transition to separation. Finally, contact

is re-established at B and the cycle repeats.
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Figure A.7: Cyclic slip scenario
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