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CHAPTER 1

Introduction

Secret sharing schemes were first introduced independently by Shamir [25] and

Blakley [2] as a means of protecting cryptographic keys. In a secret sharing scheme,

a dealer hands out pieces of a secret to each member of a group of participants, so

that (1) any set of participants that is supposed to be qualified to determine the

secret can actually determine the secret, and (2) any other set of participants learns

nothing about the secret. The collection of qualified sets is called an access structure.

The formal definition of secret sharing uses the Shannon entropy function [14], where

the entropy of a random variable X may be thought of as the amount of information

contained in X.

One way of measuring the efficiency of a secret sharing scheme is via the informa-

tion rate, which compares the size of the secret to the size of a participant’s share.

The information rate of an access structure is the supremum of the information rate

over all schemes for that access structure.

There are many open problems in secret sharing regarding the information rates

of certain access structures and classes of access structures. The general technique

for finding information rates is to bound the rates from above and below. To show

a lower bound on the rate of an access structure, it is enough to find a scheme for
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the structure realizing that bound. Proofs of upper bounds usually involve adding

large collections of information inequalities, which are any inequalities that must be

satisfied by the entropy function.

This work is organized into four chapters. In Chapter 2 we introduce the back-

ground and context needed to state our results. We recall some basic probability so

that we can define Shannon entropy. We use Shannon entropy to present a formal

definition of secret sharing and some basic ideas surrounding secret sharing that will

be needed in the remainder of the work. We examine connections between matroids

and secret sharing schemes, and introduce linear random variables and linear secret

sharing schemes.

In Chapter 3 we discuss basic and non-Shannon information inequalities. We

introduce a method for creating visual representations of Shannon inequalities. The

visual representations are helpful for adding large collections of Shannon inequalities,

and also for determining which inequalities should be added together in particular

situations. We use these visual representations to give a pictorial proof of Ingleton’s

Inequality on four linear random variables, and then prove that Ingleton’s Inequality

holds if we replace the linearity assumption with certain independence assumptions.

The vailidity of Ingleton’s Inequality under these new hypotheses leads to a new

proof of the Zhang-Yeung inequality. We present the known 4-variable non-Shannon

inequalities in a format that allows the reader to see some of the similarities in their

structures.

In Chapter 4 we give new results on the information rates of the access structures

induced by the Vámos matroid, which is of interest for several reasons. Since any

matroid on fewer than eight points is representable and the Vámos matroid is not [20],

the Vámos matroid is a minimal example of a non-representable matroid. It is known
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that ideal access structures must be induced by matroids, that representable matroids

induce ideal access structures [6], and that access structures with information rate

greater than 2/3 are also induced by matroids [19]. However, little is known about

the information rates of non-representable matroids. The Vámos matroid is the first

known example of a matroid whose induced access structures do not admit ideal

schemes [23]. The Vámos matroid provides the first known example of a matroid

whose induced access structures have rates bounded away from 1, and also the first

examples of access structures with rates strictly between 2/3 and 1 [1, 19].

The exact information rates of V1 and V6 are unknown. Mart́ı-Farré and Padró

showed that the rates must be at least 3/4 [19], while Beimel, Livne, and Padró used

the Zhang-Yeung inequality to show that the information rates of V1 and V6 have

upper bounds of 10/11 and 9/10 respectively [1]. Here we improve the best known

upper bounds on the information rates of V1 and V6 from 10/11 to 8/9 and from

9/10 to 17/19 respectively. The method we introduce to obtain the bound for V6

can be applied to all other 4-variable non-Shannon information inequalities of which

we are aware.

Finally, in Chapter 5 we consider an infinite sequence of non-matroid-induced

access structures called the “king and n pawns” structures. Along with 3 other

access structures whose information rates are known to be 2/3 [27], the king and n

pawns structures for n ≥ 3 are the non-matroid-induced access structures minimal

under the operations of deletion and contraction as defined for access structures. We

show that the information rate of the king and n pawns structure is n−1
2n−3

. To do this

we prove the upper bound using sums of information inequalities found using visual

representations, and prove the lower bound by exhibiting a secret sharing scheme

with rate n−1
2n−3

.



CHAPTER 2

Preliminaries and Introduction to Secret Sharing

2.1 Introduction

In the following sections we review some probability theory, define the entropy

function, and provide a formal introduction to secret sharing. We discuss one way to

measure the efficiency of a secret sharing scheme, and mention connections between

matroids and secret sharing schemes. We also introduce linear random variables and

linear secret sharing.

Throughout we use the notational conventions that R+ denotes the set of non-

negative reals, and that for sets X, Y we abbreviate X ∪ Y by XY .

2.2 Probability

In order to talk precisely about the notion of information in secret sharing, we

require some finite probability theory. A formal introduction may be found in [10];

less formal definitions may be found in many books dealing with cryptography or

information theory, for example [29]. For the rest of this work we assume the reader

is familiar with the material in this section.

Definition 2.1. A finite probability space is a finite set Ξ with an associated function

p from Ξ to the non-negative reals such that

4
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(1) p(ξ) ≥ 0 for all ξ ∈ Ξ, and

(2)
∑
ξ∈Ξ

p(ξ) = 1.

A function p on Ξ satisfying (1) and (2) is called a probability distribution function.

A finite probability space may be thought of as a table listing all possible outcomes

of an experiment, along with the likelihood of each possible outcome.

Definition 2.2. We say a probability distribution function p on Ξ is uniform if for

all ξ ∈ Ξ, p(ξ) = 1
|Ξ| , that is, p gives equal weight to each possible outcome. When

we choose an element of a set according to a uniform probability distribution we say

we are choosing an element uniformly at random.

An example of a uniform probability distribution arises when we flip a fair coin.

The probability space in this situation is the set {heads, tails} with the constant

function p : {heads, tails} → {1/2}.

Definition 2.3. A finite random variable X is any function defined on a finite prob-

ability space Ξ. Let range(X) = X(Ξ). For x ∈ range(X), the probability that X = x

is given by

p(X = x) =
∑

ξ:X(ξ)=x

p(ξ).

With a slight abuse of terminology, we call this p the probability distribution on the

random variable X. When the random variable being used is clear from context we

will write p(x) as an abbreviation for p(X = x).

Henceforth we will omit the word “finite” when introducing random variables and

probability spaces, as these are the only types of random variables and probability

spaces we will use.
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Remark 2.4. For a fixed probability space Ξ and random variables X1, . . . , Xn on

Ξ, the tuple X = (X1, . . . , Xn) is also a random variable, with the function X

on Ξ sending the element ξ ∈ Ξ to the tuple (X1(ξ), . . . , Xn(ξ)). Thus in any

statement that mentions a single random variable X, we may also take X to be

a tuple of random variables. Notice that the order in which we write X1, . . . , Xn

is unimportant in practice, since changing the order will not affect the probability

that X1 = x1, . . . , Xn = xn simultaneously. When making a statement involving

multiple random variables, we assume the random variables are defined on the same

probability space.

Definition 2.5. The joint probability distribution of the random variablesX1, . . . , Xn

is given by the probability distribution on the random variable (X1, . . . , Xn). For each

individual random variable Xi there is an induced probability distribution function,

where the probability that Xi = x is given by

p(Xi = x) =
∑

x1,...,xn

p(X1 = x1, . . . , Xn = xn)

where xi = x and the other variables range over all

x1 ∈ range(X1), . . . , xi−1 ∈ range(Xi−1), xi+1 ∈ range(Xi+1), . . . , xn ∈ range(Xn).

Definition 2.6. For random variables X and Y , let x ∈ range(X) and y ∈ range(Y ).

The conditional probability that X = x given that Y = y is defined by

p(X = x|Y = y) =
p(X = x, Y = y)

p(Y = y)
.

Definition 2.7. If p(X = x, Y = y) = p(X = x)p(Y = y) for all x ∈ range(X) and

y ∈ range(Y ), we say that X and Y are independent. If X and Y are not independent

we say that they are dependent.
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An equivalent definition of independence is that for all x ∈ range(X) and y ∈

range(Y ), p(X = x|Y = y) = p(X = x). Intuitively, X and Y are independent if

knowing the value of one tells you nothing about the value of the other.

Example 2.8. Suppose we have two dice, D1 and D2, which we roll individiually.

Let X be the face showing on D1 and Y the face showing on D2. Then X and Y are

independent, because knowing the value of D2 tells you nothing about the value of

D1, and vice versa.

Example 2.9. Now take three dice D1, D2, and D3, and roll them each once. Let

X be the faces showing on D1 and D3, Y the faces showing on D2 and D3, and Z

the face showing on D3. Then X and Y are dependent, as they must show the same

face for D3. However, once we know the value of Z the remaining pieces of X and Y

are independent, since the values of D1 and D2 are still independent of each other.

This example suggests the existence of another type of independence.

Definition 2.10. For random variables X, Y, Z we say that X and Y are condition-

ally independent given Z if for all x ∈ range(X), y ∈ range(Y ), and z ∈ range(Z),

p(X = x|Z = z)p(Y = y|Z = z) = p(X = x, Y = y|Z = z).

In Example 2.9 X and Y are conditionally independent given Z.

2.3 Shannon Entropy and Mutual Information

Suppose a friend is going to send you one of two messages, chosen uniformly at

random. One message is the string of bits 11110 and the other is the string of bits

11111. When you receive a message you will have to read 5 bits before you know

which message you have received, since the only difference between the messages is

the last bit. The possible messages could just as well have been 0 and 1. Intuitively,
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upon receiving one of two equally likely messages, you will really have learned only

one bit worth of information.

Now suppose there are four possible messages, each with equal probability: 00,

01, 10, and 11. In this case you do need to read both bits to know what the message

is, as there is no way to convey four different messages with only one bit.

To complicate the situation further, we allow non-uniform probabilities. Suppose

there are three possible messages: 0, 10, and 11, with probabilities 1/2, 1/4, and 1/4

respectively [29]. Half the time your friend can send just the single bit 0. The other

half of the time your friend will choose between 10 and 11, each of these times sending

you two bits of information. On average, the number of bits necessary to send the

message is

1

2
(1) +

1

4
(2) +

1

4
(2) =

3

2
.

This is in fact the best average message length possible with the given probabilities.

We call this value the entropy of the message.

Definition 2.11 ([26]). Let X be a random variable with range {x1, . . . , xn}, and

probability p(xi) that X = xi. The Shannon entropy of X is defined by

H(X) = −
n∑
i=1

p(xi) log p(xi)

where by convention 0 log 0 = 0.

The logarithm in the definition of Shannon entropy may use any base, depending

on whether we want to measure information in bits (base 2), digits (base 10), nats

(base e), or something else. We will usually think of the logarithms as base 2 and

the information as being measured in bits.

Lemma 2.12. Suppose X is a random variable with |range(X)| = n and the uniform

probability distribution, so that p(x) = 1/n for all x ∈ X. Then H(X) = log n.
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Proof.

H(X) = −
n∑
i=1

1

n
log

1

n
= − log

1

n
= log n.

Shannon entropy may be thought of as the average amount of information re-

quired to transmit the value of a random variable, or as as the average amount of

information one gains by learning the value of a random variable. Since the loga-

rithms in Definition 2.11 are non-positive and probabilities are always non-negative,

we have the following lemma:

Lemma 2.13. 0 ≤ H(X).

This makes intuitive sense: one cannot use a negative number of bits to transmit

a message, and neither should learning the content of a message decrease the amount

of information to which one has access.

Definition 2.14 (Joint Entropy). If random variables X1, . . . , Xk on the same prob-

ability space take values in range(X1), . . . , range(Xk), respectively, the joint entropy

of X1, . . . , Xk is the entropy of the random variable (X1, . . . , Xk). The joint entropy

may also be written as

H(X1, . . . , Xk) = −
∑

x1,...,xk

p(x1, . . . , xk) log p(x1, . . . , xk).

where the sum is taken over all x1 ∈ range(X1), . . . xk ∈ range(Xk).

Definition 2.15 (Conditional Entropy). For random variables X and Y with re-

spective domains {x1, . . . , xn} and {y1, . . . , ym}, the conditional entropy of Y given

X is

H(Y |X) = −
n∑
i=1

m∑
j=1

p(xi, yj) log p(yj|xi).

An equivalent definition is given by the identity

(2.1) H(Y |X) = H(X, Y )−H(X).
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A proof of the equivalence may be found in [22, p. 95], or worked out directly from

the definitions and the fact that p(xi) =
∑m

j=1 p(xi, yj).

Since the logarithms in the definition are non-positive and the probabilities are

non-negative, conditional entropy is also non-negative.

Lemma 2.16. 0 ≤ H(Y |X).

We will refer to Shannon entropy, conditional entropy, and joint entropy collec-

tively as entropy, relying on context and notation to clarify the particular type of

entropy to which we refer.

Using the definition of joint entropy, we generalize the definition of the entropy

function to allow as input a set of random variables [11].

Definition 2.17. For a set X = {X1, . . . , Xn} of random variables, let

H(X) = H(X1, . . . , Xn).

By Remark 2.4 this is well-defined.

Recall that for sets X, Y we abbreviate X∪Y by XY . We may thus use H(X, Y ),

H(X ∪ Y ), and H(XY ) interchangeably. Given a set Z of random variables on the

same sample space, we now consider the entropy function on Z to be the map H

from 2Z to non-negative real numbers given by Definition 2.17.

Lemma 2.18 (Monotonicity). The entropy function on sets of random variables is

monotone: For sets X, Y of random variables,

H(X) ≤ H(XY ).

Proof. Since H(Y |X) ≥ 0,

H(X) ≤ H(X) +H(Y |X) = H(XY ).
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Lemma 2.19. For sets X, Y of random variables,

H(X|Y ) ≤ H(X).

Proof. While the result is frequently quoted, the proof (due to Gallager [12, 24]) is

not, so we include it here. We show H(X|Y )−H(X) ≤ 0. One may check that by

the definitions of conditional entropy and marginal probability,

H(X|Y )−H(X) = (log e)
∑
x,y

p(x, y) ln
p(x)

p(x|y)
.

Consider the sum to be only over those terms for which p(x, y) is nonzero, and so

also p(x) and p(x|y) are nonzero. As one may check using basic calculus, ln z ≤ z−1

for all z > 0. We substitute this into the above summation to get

H(X|Y )−H(X) ≤(log e)
∑
x,y

p(x, y)

(
p(x)

p(x|y)
− 1

)

=(log e)

((∑
x,y

p(x, y)
p(x)

p(x|y)

)
− 1

)
.

Since p(x, y) = p(y)p(x|y),∑
x,y

p(x, y)
p(x)

p(x|y)
=
∑
x,y

p(x)p(y)

=

(∑
x

p(x)

)(∑
y

p(y)

)

=1.

Thus

H(X|Y )−H(X) ≤ (log e)(1− 1) = 0.

Lemma 2.20 (Submodularity). The entropy function on sets of random variables

is submodular: for sets X, Y, Z of random variables,

H(Z) +H(XY Z) ≤ H(XZ) +H(Y Z).
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Equivalently,

H(X|Y Z) ≤ H(X|Z).

Proof. One can prove H(X|Y Z) −H(X|Z) ≤ 0 with the method used in the proof

of Lemma 2.19 [12].

Sometimes it will be convenient to work with other measures of information be-

sides the entropy function. Useful references are [12, 32].

Definition 2.21. For sets X, Y, Z of random variables, the mutual information of

X and Y is defined by

I(X;Y ) = H(X) +H(Y )−H(XY )

and the conditional mutual information of X and Y given Z is defined by

I(X;Y |Z) = H(XZ) +H(Y Z)−H(Z)−H(XY Z).

The next lemma follows from the monotonicity of conditional entropy and the

submodularity of the entropy function.

Lemma 2.22. Mutual information and conditional mutual information are non-

negative.

Intuitively, I(X;Y ) is the (average) amount of information X and Y have about

each other. By the definition of conditional entropy I(X;Y ) = H(X) − H(X|Y ).

This may be interpreted as the amount of information in X, minus the amount of

information X has that Y did not already know. What is left must be the information

available to X that was already available to Y .

Using the notions of conditional entropy and mutual information, we can talk

about the independence of random variables without explicitly mentioning probabil-
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ity. The proof of the next theorem follows from examining the proof of Lemma 2.19

in the case where equality holds.

Theorem 2.23 ([12]). Two random variables X and Y are independent if and only

if the following equivalent conditions hold:

I(X;Y ) = 0

H(X) = H(X|Y )

H(XY ) = H(X) +H(Y ).

Similarly, we can use the notions of entropy and mutual information to talk about

conditional independence.

Theorem 2.24 ([12]). Two random variables X and Y are conditionally independent

given Z if and only if the following equivalent conditions hold:

I(X;Y |Z) =0

H(Z) +H(XY Z) =H(XZ) +H(Y Z).

Since the second equation in the theorem above is the submodularity of the en-

tropy function with equality instead of inequality, we make the following definition.

Definition 2.25. If I(X;Y |Z) = 0, or equivalently if X and Y are conditionally

independent given Z, we say the entropy function is modular for X and Y given Z.

2.4 Secret Sharing Schemes

Let P be a finite set of participants, among whom we would like to share a secret.

Only specified sets of participants are qualified to know the secret.

Definition 2.26. An access structure Γ on P is an upward-closed collection of subsets

of P such that ∅ /∈ Γ. Sets X ⊆ P are called qualified if they belong to Γ and
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unqualified otherwise. Since Γ must be upward closed, it is fully determined by its

minimal qualified subsets, which are those qualified sets for which no proper subset

is qualified.

Without loss of generality, we assume that each participant in P belongs to some

minimal qualified subset. Otherwise we can delete that participant from the set P

without affecting the minimal qualified sets of the access structure.

Example 2.27. Suppose there are three people p1, p2, p3 such that any two are

qualified, but no individual is qualified. The access structure for this situation is

Γ = {{p1, p2}, {p1, p3}, {p2, p3}, {p1, p2, p3}}. The minimal qualified subsets of Γ are

{p1, p2}, {p1, p3}, {p2, p3}.

We think of the secret as belonging to a special participant called the dealer, who

is not included in P . Intuitively, a secret sharing scheme for Γ is a way for the dealer

to use the value of the secret and some randomly generated information to deal out

one or more shares to each of the other participants in such a way that qualified sets

are able to reconstruct the secret by combining their shares, while unqualified sets

cannot learn any information about the secret.

Definition 2.28 ([14]). Fix an access structure Γ. Let Σ be a collection of random

variables consisting of one random variable S for the secret and, for each participant

x ∈ P , a random variable for the share belonging to x. We use H(x) to denote the

Shannon entropy of the random variable corresponding to x, and for any nonempty

subset X ⊆ P ∪ {S}, we use H(X) to denote the entropy of the corresponding set

of random variables. We call Σ a (perfect1) secret sharing scheme for Γ if it has the

1“Perfect” refers to the third condition of our definition. Some authors consider more general
secret sharing schemes in which unqualified sets of participants may learn a nonzero amount of
information about the secret [3], or in which unqualified sets with reasonable computational re-
sources obtain no information about the secret [21]. Henceforth we consider only perfect secret
sharing schemes, and therefore omit the word “perfect.”
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following properties:

• H(S) > 0 to ensure there is a secret to share.

• If X ∈ Γ then H(S|X) = 0, that is, the participants in X are able to combine

their shares to completely determine the value of the secret.

• If X /∈ Γ then H(S|X) = H(S), that is, the uncertainty about the secret does

not change even when all participants in X pool their shares.

The probability space of the random variables in Σ includes all possible ways

to choose a secret and suitable random information. We assume the probability

distribution on the random variable corresponding to the secret is uniform, since by

[4] this distribution is independent of the entropies of unqualified sets of participants.

Remark 2.29. With a slight abuse of notation, one may consider the dealer to be a

special participant in the access structure who is individually qualified to reconstruct

the secret. This requires adjoining S to the set of participants P , and adjoining to Γ

the minimal qualified set {S} and all its supersets. All sets adjoined to Γ will satisfy

H(S|X) = 0, and the values H(S|X) for sets X in the original Γ will be unaffected.

Example 2.30 ([25]). Let P = {p1, p2, p3} and let Γ = {{p1, p2}, {p1, p3}, {p2, p3},

{p1, p2, p3}} as in Example 2.27. Consider a finite field K of size k where k is a prime

greater than 3. For a given secret s ∈ K, the dealer picks uniformly at random a

constant a ∈ K, constructs the function f(x) = ax+s, and gives to participant pi the

value f(i). The condition k > 3 ensures that no participant will have a share identical

to the secret. Qualified sets can determine the secret, since two distinct points on

a line determine the y-intercept of that line. Unqualified sets gain no information

about the secret: for any possible secret and any share f(i), there is exactly one



16

A B C D

Figure 2.1: The 4-Person Path

A B C D
r r ⊕ s r

t t⊕ s

Table 2.1: Scheme to Share 1 Bit Over the 4-Person Path

line through the points (0, s) and (i, f(i)). Thus to an individual participant any

y-intercept will appear equally likely.

Example 2.31. Consider the set of participants {A,B,C,D} and the access struc-

ture Γ whose minimal qualified subsets are {A,B}, {B,C}, {C,D}. Γ may be visu-

alized as a four-person “path,” as shown in Figure 2.1, where two participants are

qualified if there is an edge between them. We present two secret sharing schemes

for this access structure.

1. To share a single bit s ∈ {0, 1} over Γ, the dealer chooses uniformly at random a

pair of bits r and t. The dealer then hands out shares to the other participants

as shown in Table 2.1, where ⊕ is addition modulo 2. This is indeed a secret

sharing scheme: any two adjacent participants can indeed recover the value

s, while for two non-adjacent participants any value of the secret will appear

equally likely.

2. To share two bits s, s′ ∈ {0, 1} over Γ, the dealer chooses uniformly at random

four bits r, r′, t, t′, and hands out shares according to Table 2.2. Again, this

is a secret sharing scheme, as two adjacent participants can determine both s

and s′, but two non-adjacent participants will consider any value of the secret

equally likely.
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A B C D
r r ⊕ s r

t t⊕ s
t′ t′ ⊕ s′ t′

r′ ⊕ s′ r′

Table 2.2: Scheme to Share 2 Bits Over the 4-Person Path

2.5 Information Rate

The efficiency of a secret sharing scheme can be measured in terms of information

rate, a value which indicates the size of participants’ shares relative to the size of the

secret. The largest share size handed out by the dealer will determine the efficiency

of the overall scheme.

Definition 2.32. Given a secret sharing scheme Σ and a participant x ∈ P , the

information rate of x is defined by

ρ(x) =
H(S)

H(x)
.

The information rate of the secret sharing scheme Σ is defined by

ρ(Σ) = min
x∈P

ρ(x).

The information rate of a secret sharing scheme will always be between zero and

one [7, 8]. Higher information rates are considered better, since we would like shares

to be as small as possible in practice.

Definition 2.33. A secret sharing scheme with information rate 1 is said to be ideal.

Intuitively, the efficiency of an access structure is given by the best information

rate of secret sharing scheme possible for that access structure. However, there may

not be a best secret sharing scheme, so we define the information rate of an access

structure as a limit.
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Definition 2.34. The information rate of an access structure Γ, ρ(Γ), is the supre-

mum of ρ(Σ) over all Σ that are secret sharing schemes for Γ. An access structure

for which there exists an ideal secret sharing scheme is called ideal, and an access

structure whose information rate equals one is said to be nearly ideal.

Example 2.35. The secret sharing scheme given in Example 2.30 is ideal, and hence

the access structure is also ideal.

Example 2.36. Let Γ be the access structure given in Example 2.31. We saw two

different schemes for this Γ, the first with rate 1/2 and the second with rate 2/3. It

turns out that 2/3 is the highest information rate possible for this access structure

[27], and so ρ(Γ) = 2/3.

2.6 Minors of Access Structures

Given an access structure Γ on a set P of participants and a subset Z ⊆ P , there

are two ways, introduced in [24], that we can remove the participants in Z to obtain

an access structure Γ′ on P \ Z. One way is to take for Γ′ those sets that were

qualified without any help from participants in Z.

Definition 2.37. If we delete the participants in Z, we obtain the access structure

Γ′ = {X ⊆ P |X ∩ Z = ∅}.

The other way is to take for Γ′ those sets that were indeed qualified with help

from the participants in Z.

Definition 2.38. If we contract the participants in Z, we obtain the access structure

Γ′ whose qualified sets are all those of the form X \ Z where XZ is qualified in Γ.

We only allow contractions where Z is unqualified. Otherwise we will have ∅ ∈ Γ′,

in which case Γ′ would not actually be an access structure.
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The operations of deletion and contraction on access structures commute [24].

That is, if Z1 and Z2 are disjoint subsets of P , with Z2 unqualified, then we obtain

the same access structure whether we first delete Z1 and then contract Z2, or whether

we first contract Z2 and then delete Z1.

Definition 2.39. An access structure obtained from Γ by any combination of dele-

tions and contractions is called a minor of Γ.

Given any secret sharing scheme Σ for the access structure Γ′, the operations

of deletion and contraction induce operations on Σ that result in a secret sharing

scheme Σ′ for Γ′. Deleting the participants in Z corresponds to destroying the

shares of those participants in the scheme Σ. Contracting the participants in Z

corresponds to publishing their shares, so that every remaining participant can see

those shares. Formally, “publishing” involves fixing a tuple of values for the shares

of the participants in Z, and adjusting the remaining random variables according to

the resulting conditional probability distribution.

Under the scheme Σ′, the information rates of participants in P \ Z will be the

same as they were under Σ. Thus the information rate of Σ′ cannot be worse than

that of Σ. The information rate of Σ′ may be better than that of Σ, since we may

be removing participants with poor (low) information rates. This reasoning leads us

to the following fact.

Theorem 2.40. If Γ′ is a minor of Γ, ρ(Γ) ≤ ρ(Γ′).

2.7 Normalized Entropy for Secret Sharing Schemes

In order to simplify notation and computations, we introduce a variation of Shan-

non entropy that lets us assume the entropy of the secret is 1.
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Fix a secret sharing scheme Σ. We define the normalized entropy of a nonempty

set X ⊆ P by

h(X) =
H(X)

H(S)

and the conditional normalized entropy of X given Y for nonempty sets X, Y ⊆ P

by

h(X|Y ) =
H(X|Y )

H(S)
.

Since we have assumed that H(S) is strictly positive and since all values of the

entropy function H are non-negative, the normalized entropy and conditional nor-

malized entropy are well-defined and non-negative. We observe that the information

rate for a participant x ∈ P is the reciprocal of the normalized entropy for that

participant:

(2.2) ρ(x) =
1

h(x)
.

Recall that the Shannon entropy function on sets of random variables is mono-

tone and submodular. Dividing through the appropriate inequalities by the positive

quantity H(S), we see that the normalized entropy function is also monotone and

submodular. Some additional useful facts about h are described in the following lem-

mas. We assume that X, Y are nonempty subsets of P . Recall that we abbreviate

X ∪ Y by XY .

Lemma 2.41. If X ∈ Γ then h(X) = h(XS).

Proof. From the definitions of secret sharing scheme and conditional entropy, ifX ∈ Γ

then

0 = H(S|X) = H(XS)−H(X).

Dividing through by H(S) and rearranging gives the desired result.
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Lemma 2.42. If X /∈ Γ then 1 = h(XS)− h(X).

Proof. From the definitions of secret sharing scheme and conditional entropy, ifX /∈ Γ

then

H(S) = H(S|X) = H(XS)−H(X).

Dividing through by H(S) gives the desired result.

Lemma 2.43 (+-Monotonicity). If X /∈ Γ but XY ∈ Γ then 1 ≤ h(XY )− h(X).

Proof. By the monotonicity of h and Lemmas 2.41 and 2.42,

1 = h(XS)− h(X) ≤ h(XY S)− h(X) = h(XY )− h(X).

Lemma 2.43 says that if X is unqualified and adding the participants in Y pro-

duces a qualified set, then the participants in Y must contribute at least 1 to the

normalized entropy of X. A slight generalization of this gives the following lemma,

which says that if adding the participants in Y to an unqualified superset of X

produces a qualified set, then Y must still contribute at least 1 to the normalized

entropy of X.

Lemma 2.44 (Generalized +-Monotonicity). If XZ /∈ Γ but XY Z ∈ Γ then 1 ≤

h(XY )− h(X).

Proof. By Lemma 2.43

1 ≤ h(XY Z)− h(XZ)

and by the submodularity of h

h(X) + h(XY Z) ≤ h(XY ) + h(XZ).

If we add these inequalities, cancel terms, and rearrange, we get the desired result.
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Note that Lemma 2.43 is the special case of Lemma 2.44 with Z = ∅.

Lemma 2.45 (+-Submodularity). If Z /∈ Γ but XZ, Y Z ∈ Γ then

h(Z) + h(XY Z) + 1 ≤ h(XZ) + h(Y Z).

Proof. By the submodularity of h,

h(ZS) + h(XY ZS) ≤ h(XZS) + h(Y ZS).

Since XZ, Y Z,XY Z ∈ Γ, adding S to any of these sets does not change their

normalized entropy. However, by Lemma 2.42

h(ZS) = h(Z) + 1.

As we will use the preceeding three lemmas frequently, for the sake of readability

we will refer to them by name rather than by number.

2.8 Matroids

A matroid is a combinatorial object that generalizes notions of independence

such as independence in a vector space and algebraic independence. We give a brief

introduction to matroids, following [20, 30].

Definition 2.46. A matroid M on a finite set Q is a collection I, called the inde-

pendent subsets of Q, such that

• the empty set is independent,

• subsets of independent sets are independent, and

• if X, Y are independent with |X| = |Y |+1 there is x ∈ X \Y such that Y ∪{x}

is independent.
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Any set that is not independent is called dependent. Maximal independent sets are

called bases, and minimal dependent sets are called circuits. The rank of a subset X

of Q is the size of the largest independent subset of X.

While we gave an axiomatization of matroids in terms of independent sets, ma-

troids can also be axiomatized in other ways, such as in terms of their bases, circuits,

or rank function.

Theorem 2.47 ([30]). A function r : 2Q → Z is the rank function of a matroid on

Q if and only if for all subsets X, Y of Q

• 0 ≤ r(X) ≤ |X|

• if X ⊆ Y then r(X) ≤ r(Y )

• r(XY ) + r(X ∩ Y ) ≤ r(X) + r(Y ).

Note that the first condition implies r(∅) = 0.

A particularly nice class of matroids are those that can be mapped into vector

spaces in such a way as to preserve their independence structure.

Definition 2.48. We say a matroid M over Q is representable over the field F if

there exists a vector space V over F with a map f : Q → V such that for any set

X ⊆ Q, f(X) is independent as a collection of vectors in V if and only if X is an

independent set of M .

Given a matroid M on a set Q , there are two natural ways to produce matroids

on subsets of Q.

Definition 2.49 (Deletion). If I is the set of independent sets of M and T ⊆ Q, let

M\T be the matroid whose independent sets are

{X : X ⊆ Q \ T,X ∈ I}.
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We call M\T the deletion of T from M .

Definition 2.50 (Contraction). If I is the set of independent sets of M and T ⊂ Q,

let M/T be the matroid whose independent sets are

{X ⊆ Q \ T : ∃Y a maximal independent subset of T s. t. XY is independent}.

We call M/T the contraction of T from M .

The operations of deletion and contraction commute.

Definition 2.51. Any matroid obtained from a given matroid M by some combi-

nation of deletions and contractions is called a minor of M .

2.9 Matroids and Secret Sharing

Given a matroid M over Q, for each element x ∈ Q there is an induced access

structure Γx over the participants P = Q \ {x}, where x is the dealer [6, 19]. The

minimal qualified sets of Γx are those subsets Y ⊆ P for which Y ∪{x} is a circuit in

the matroid M . Intuitively, if Y ∪ {x} is a circuit then x depends on Y , so it makes

sense to think of x as the secret and of Y as a qualified set.

For matroid-induced access structures, the notions of deletion and contraction for

matroids and for access structures agree. Let M and Γx be as above. If Z ⊆ P , then

the access structure induced by the matroid M\Z with x as the dealer is the deletion

of Z from the access structure Γx. Similarly, if Z ⊆ P is unqualified, then the access

structure induced by the matroid M/Z with x as the dealer is the contraction of Z

from the access structure Γx.

When a matroid-induced access structure is ideal, there is a nice correspondence

between rank and entropy.
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Theorem 2.52 ([15]). Let Γx be an ideal access structure induced by the matroid M ,

and let Σ be an ideal scheme for Γx. Then the rank function of M is the normalized

entropy function h obtained from Σ.

Matroids are of interest in secret-sharing research because of their connections

to ideal schemes. Brickell and Davenport proved that any access structure with an

ideal scheme must be induced by a matroid, and also that suitably nice matroids,

including representable ones, induce ideal schemes [6]. The result that any ideal

access structure must be induced by a matroid was generalized by Mart́ı-Farré and

Padró, who proved that any access structure with information rate greater than 2/3

must be induced by a matroid [19]. While non-representable matroids can induce

access structures that are not ideal [1], there is as of yet no non-ideal access struc-

ture induced by a non-representable matroid for which the exact information rate is

known.

2.10 Linear Secret Sharing

Recall that we are concerned only with random variables defined on finite prob-

ability spaces. In this section we use vector spaces as probability spaces. All vector

spaces are assumed to be finite-dimensional over a finite field, and therefore finite.

Definition 2.53. Let X be a random variable defined on a probability space con-

sisting of a finite vector space equipped with the uniform probability distribution. If

X is a linear map onto a vector space, we say that X is a linear random variable.

Let W be a finite-dimensional vector space over a finite field K of size k. Then

W is finite. Equip W with the uniform probability distribution, and let X : W →

WX . Without loss of generality we assume X is surjective. We may think of X as

projection from W to WX .
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Let V = W ∗ and VX = W ∗
X . We may assume VX ⊆ V since W ∗

X may be canon-

ically embedded in W ∗, via the map sending f to f ◦X. Since we are dealing with

finite-dimensional vector spaces, we identify each vector space with its double dual

and thus have X : V ∗ → V ∗X , now thinking of X as projection from V ∗ to V ∗X . Be-

cause of the way VX has been identified with a subspace of V , we may identify the

projection X with restriction: given f ∈ V ∗, X(f) is the restriction of f to VX .

When given a collection of linear random variables on the same probability space,

for each random variable X there is an associated subspace VX . Conversely, for any

subspace VX of V we define the linear random variable X : V ∗ → V ∗X by letting X

send f ∈ V ∗ to the restriction of f to VX . This association between subspaces and

linear random variables allows us to talk about the intersection of individual linear

random variables, which is something we cannot do for general non-linear random

variables. The intersection of two linear subspaces is again a linear subspace. This

means for any two linear random variables X and Y there is a well-defined random

variable X ∩ Y with corresponding subspace VX ∩ VY .

For any two linear random variables X and Y there is also a random variable

XY whose corresponding linear subspace is the vector sum of subspaces VX + VY .

By induction, any finite set X of linear random variables may be identified with the

single random variable VX whose corresponding linear subspace is the linear span of

the subspaces for for the individual random variables.

For sets X, Y of linear random variables, there are two different notions of inter-

section. Using set intersection as we do for non-linear random variables, we could let

Z be the set intersection of X and Y with associated subspace VZ . However, we will

not use this definition. Instead, we associate to X and Y the subspaces VX and VY

in the manner explained above, and let Z = X ∩ Y have as its associated subspace



27

the intersection of subspaces VX ∩ VY .

With the given notions of union and intersection, the entropy function behaves

nicely for linear random variables. Let X : W → WX be a linear random variable

and let V be such that W = V ∗ and WX = V ∗X , as above. Use dim(·) to denote

the dimension of a subspace. Since W is equipped with the uniform distribution and

each element of WX will have an equal number of preimages under X, any element of

WX is equally likely to be the value of the random variable X. Since we are dealing

with finite vector spaces,

dim(WX) = dim(V ∗X) = dim(VX)

and so the size of WX is kdim(VX). Thus by Lemma 2.12,

H(X) = log kdim(VX) = dim(VX) log(k).

Since log(k) is constant over all linear subspaces of V , H(X) corresponds to the

dimension of the subspace VX .

Remark 2.54. Recall that for linear subspaces VX , VY

dim(VX) + dim(VY ) = dim(VX ∩ VY ) + dim(VX + VY ).

From the correspondence between entropy and dimension of subspaces, it follows that

the entropy function H is modular for any two individual linear random variables

X, Y over X ∩ Y , where X ∩ Y is as defined above:

H(X) +H(Y ) = H(X ∩ Y ) +H(XY ).

We now apply this notion of linearity to secret sharing schemes.

Definition 2.55. A linear secret sharing scheme is one in which the random variables

for the secret and for all participants’ shares are linear random variables.
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Since linearity imposes additional restrictions on the entropy function, such as the

modularity mentioned above, it is sometimes possible to prove stronger statements

for linear schemes than for arbitrary secret sharing schemes.



CHAPTER 3

Information Inequalities

3.1 Types of Information Inequalities

One technique for bounding the information rate of a non-ideal access structure is

to fix an arbitrary secret sharing scheme for that access structure and sum a suitable

collection of inequalities satisfied by the corresponding entropy function. The goal is

to arrive at an inequality that implies the information rate of some participant in the

access structure must be bounded below 1. This chapter introduces different types

of information inequalities, presents a way to visualize information inequalities, and

shows some applications of information inequalities.

Definition 3.1. An information inequality is any inequality of the form

0 ≤
∑
X⊆Y

CXH(X)

that holds for the entropy functions of all collections Y of random variables.

Recall that information inequalities obtainable as a non-negative linear combina-

tion of monotonicity and submodularity inequalities are collectively called Shannon

inequalities, or basic inequalities.

The Shannon inequalities do not account for all inequalities that must be satisfied

by entropy functions.

29
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Definition 3.2. A non-Shannon inequality is any inequality that must hold for all

entropy functions, but cannot be obtained as a non-negative linear combination of

basic inequalities.

For some access structures, non-Shannon inequalities may be used to find better

bounds for information rates than could be found using only Shannon inequalities.

In some cases we also use inequalities which do not always hold, but which are

known to hold under certain additional assumptions on the random variables. The

additional assumptions we impose on the random variables may include linearity and

particular instances of modularity.

Any information inequality may of course be rewritten so that the left-hand, or

smaller side, is 0. We will use interchangeably phrases such as “occurring negatively”

and “occuring on the smaller side of the inequality.” Similarly, we use interchange-

ably phrases such as “occurring positively” and “occuring on the larger side of the

inequality.”

When working in a secret sharing context, we may divide through any information

inequality by H(S) to get a corresponding normalized inequality that must be satis-

fied by the normalized entropy function h. We expand our definition of information

inequalities to include, when appropriate, the corresponding inequalities for h. In

particular, “Shannon inequalities” will include +-monotonicity and +-submodularity,

since these result from monotonicity, submodularity, and the definition of a secret

sharing scheme. Similarly, “non-Shannon inequalities” will include the normalized

versions of non-Shannon inequalities. The general form of an information inequality

for the normalized entropy function h is

a ≤
∑
X⊆Y

CXh(X)
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Figure 3.1: Visual Representations of Submodularity

where a is a constant. In all information inequalities we consider here, a is non-

negative.

3.2 Visual Representation of Information Inequalities

When adding a collection of Shannon inequalities it is often useful to draw visual

representations of the inequalities we are adding, using the boolean lattice of subsets.

A diamond in the boolean lattice of subsets may be used to represent a submod-

ularity inequality. For example, Figure 3.1(a) represents the inequality

H(X) +H(XY Z) ≤ H(XY ) +H(XZ).

Sets on the sides of the diamond are those whose entropies are counted positively

in the inequality, while sets on the top and bottom of the diamond are those whose

entropies are counted negatively. At times we will find it convenient to draw rather

misshapen diamonds, as in Figure 3.1(b) and (c).

To add submodularity inequalities, we draw a representation with a diamond

for each inequality. For each set X in the representation we count the number of

diamonds for which X occurs on a side, then subtract the number of diamonds for

which X occurs on the top or the bottom. This gives the coefficient of H(X) in the

sum of the inequalities.
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Figure 3.2: Visual Representation of the Sum of Two Submodularity Inequalities for H

Example 3.3. Figure 3.2 represents the sum of the submodularity inequalities

H(X) +H(XY Z) ≤ H(XY ) +H(XZ)

and

H(XZ) +H(QXY Z) ≤ H(XY Z) +H(QXZ).

We see that the set XZ occurs on the side of one diamond and on the bottom

of another. Thus in the sum of the corresponding inequalities, H(XZ) will have

coefficient 0. Similarly, H(XY Z) will have coefficient 0. The sets XY and QXZ

each occur on the side of one diamond, so their entropies will each have coefficient

1. The sets X and QXY Z each occur on the bottom or top, respectively, of one

diamond, so their entropies will each have coefficient −1. Thus the final sum of

inequalities is

0 ≤ H(XY ) +H(QXZ)−H(X)−H(QXY Z).

If we add the inequalities directly without using the picture, we get the equivalent

inequality

H(X) +H(QXY Z) ≤ H(XY ) +H(QXZ).
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(b) Modularity: H(XY ) +H(XZ) = H(X) +H(XY Z)

Figure 3.3: Extensions to Our System of Visual Representations

While this example is small enough that one can easily add the inequalities without

a picture, in later sections we will perform larger computations for which visual

representations will save work.

Remark 3.4 (Visual Representation of Mutual Information). We can also use dia-

monds in the boolean lattice of subsets to represent mutual information and condi-

tional mutual information. For example, Figure 3.1 may also be thought of as giving

visual representations for

I(Y ;Z|X) = H(XY ) +H(XZ)−H(X)−H(XY Z).

Such representations can be helpful for checking the validity of equations involving

mutual information and conditional mutual information. Figure 3.2 illustrates the

validity of the equation

I(Y ;Z|X) + I(Y ;Q|XZ) = I(Y ;QZ|X).

Our visual representations are not limited to submodularity. When we wish to

include monotonicity, we simply include a ≤ sign as in Figure 3.3(a). In situations

where we need to indicate modularity, we include an = sign in the appropriate

diamond, as in Figure 3.3(b).

For complex pictures and those with modularity, it may be helpful to label each

set with a “+” for each time it is on a side of a diamond, and a “−” for each time it
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Figure 3.4: Visual Representation of a Sum of Inequalities for H

is on a top or bottom. This will make it easier to determine each coefficient in the

final sum of inequalities.

Example 3.5. Figure 3.4 represents the sum of the inequalities and modularity

equation

H(Y ) +H(QXY Z) ≤ H(QY Z) +H(XY )

H(XY Z) ≤ H(QXY Z)

H(XY ) +H(XZ) = H(X) +H(XY Z).

We leave it as an exercise to check that whether one counts + and − signs in the

picture, or adds the inequalities without the picture, the sum is

H(Y ) +H(XZ) ≤ H(X) +H(QY Z).

The visual notation we have introduced to represent inequalities for H may also

be used to represent the corresponding inequalities for normalized entropy, where

each H is replaced with h. For working in a secret sharing context with normalized

entropy we introduce two additional pieces of notation. To indicate a qualified set
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Figure 3.5: Visual Representation of +-Submodularity

we draw a box around its name, and to indicate +-submodularity we further draw a

“plus” sign in the appropriate diamond. Thus Figure 3.5. represents the inequality

h(X) + h(XY Z) + 1 ≤ h(XY ) + h(XZ).

where X /∈ Γ but XY,XZ ∈ Γ.

To use these visual representations to find a sum of inequalities for h, we determine

the coefficient for each term h(X) as before. In addition, we may now have a non-

zero constant on the smaller side of the inequality. If this is the case, the constant

term will be the number of diamonds in the picture containing a “+” sign.

Example 3.6. Figure 3.6 represents the sum of the inequalities

h(X) + h(XY Z) ≤ h(XY ) + h(XZ)

and

h(XZ) + h(QXY Z) + 1 ≤ h(XY Z) + h(QXZ).

These inequalities arise respectively from submodularity and from +-submodularity

in a situation where XZ /∈ Γ but XY Z,QXZ ∈ Γ. As in Example 3.3, the terms

h(XZ) and h(XY Z) will each have coefficient 0, while the normalized entropies of

the other sets will have coefficients of 1 or −1 as appropriate. Since there is one

diamond resulting from +-submodulariy, we will have a constant term of 1 on the



36

X

XY XZ

XY Z

QXY Z

QXZ+

�
�
�
�
�

Z
Z
Z

Z
Z

�
�
�
��

�
�
�
��

�
�
�
��

Z
Z
Z

ZZ

Z
Z

Z
Z

Figure 3.6: Visual Representation of a Sum of Inequalities for h

smaller side of the sum of inequalities. Putting everything together, the final sum of

inequalities is

1 ≤ h(XY ) + h(QXZ)− h(X)− h(QXY Z).

3.3 A Generating Set of Shannon Inequalities

For a given collection of random variables there are many Shannon inequalities.

For some situations it is helpful to have a smaller generating set of Shannon inequal-

ities.

Any submodularity inequality may be obtained as a sum of submodularity in-

equalities of the form

(3.1) H(X) +H(X ∪ {a, b}) ≤ H(X ∪ {a}) +H(X ∪ {b}).

To see this, consider an arbitrary submodularity inequality

(3.2) H(Z) +H(XY Z) ≤ H(XZ) +H(Y Z).

Write

X = Z ∪ {x1, . . . , xm} and Y = Z ∪ {y1, . . . , ym},

and let

Xi = {x1, . . . , xi} and Yj = {y1, . . . , yj}.
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Figure 3.7: Generation of a Submodularity Inequality

Then Figure 3.7 shows inequalities of the form given in inequality (3.1) whose sum

is inequality (3.2).

Once all submodularity inequalities have been generated, we need only a small

set of monotonicity inequalities to generate the remaining monotonicity inequalities.

Consider a set Y = {y1, . . . , yn} of random variables. All monotonicity inequalities

that hold between subsets of Y can be obtained by combining inequalities of the
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form

(3.3) H(X) ≤ H(X ∪ {yi}),

where X is an arbitrary subset of Y and yi ∈ Y \ X. Since inequality (3.3) is the

sum of the submodularity inequality

H(X) +H(XY ) ≤ H(X ∪ {yi}) +H(XY \ {yi})

and the monotonicity inequality

(3.4) H(Y \ {yi}) ≤ H(Y ),

submodularity and monotonicity inequalities of the form shown in (3.4) will gen-

erate the remaining monotonicity inequalities. To summarize, the collection of all

submodularity inequalities of the form (3.1) and all monotonicity inequalities of the

form (3.4) is a generating set for the collection of all Shannon inequalities.

When we work in a secret sharing context with the function h, we get a generating

set of Shannon inequalities by dividing through all inequalities of the forms (3.1) and

(3.4) by H(S) to get inequalities for h, and combining these with all +-submodularity

inequalities of the form

(3.5) h(X) + h(X ∪ {a, b}) + 1 ≤ h(X ∪ {a}) + h(X ∪ {b})

where X ∪ {a} and X ∪ {b} are qualified but X is not.

An arbitrary +-submodularity such as

h(Z) + h(XY Z) + 1 ≤ h(XZ) + h(Y Z)

will be a sum of inequalities as represented in Figure 3.7, with the addition that now

one of the mn small diamonds will contain a “+”. To find such a diamond, take a
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maximal unqualified set of XY Z including Z. Without loss of generality we may

assume this maximal unqualified set is of the form XiYjZ for some i, j. Then a “plus

1” will be contributed by the inequality corresponding to the diamond with XiYjZ

on the bottom and Xi+1YjZ, XiYj+1Z on the sides. This inequality will be of the

form (3.5).

It turns out that +-monotonicity is a special case of +-submodularity. Let X be

unqualified and XY be qualified. Then the +-monotonicity

h(X) + 1 ≤ h(XY )

is obtained by simplifying the +-submodularity

h(X) + h(XY ) + 1 ≤ h(XY ) + h(XY ).

We conclude that all Shannon inequalities for the normalized entropy function

are generated by those submodularity and monotonicity inequalities obtained by

dividing through (3.1) and (3.2) by H(S), combined with those +-submodularities

of the form shown in (3.5).

3.4 Independent Sequences

For another example where visual representations can be quite useful, we consider

the independent sequences introduced in [5].

Definition 3.7 ([5]). Given an access structure Γ on participants P , a sequence of

participants B = b1, . . . , bm is called an independent sequence if

1. {b1, . . . , bm} /∈ Γ

2. there exist m non-empty subsets Xi ⊆ P such that:

(a) {b1, . . . , bi} ∪Xi ∈ Γ for i = 1, . . . ,m, and
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Figure 3.8: Visual Representation of Independent Sequence where A ∈ Γ

(b) {b1, . . . , bi−1} ∪Xi /∈ Γ for i = 1, . . . ,m.

Let A ⊆ P be a subset of participants such that Xi ⊆ A for any i = 1, . . . ,m. Then

the set A makes the sequence B independent.

The main result involving independent sequences is the following theorem, which

we write in terms of normalized entropy. Our proof of this theorem illustrates how

useful visual representations can be for summing large collections of information

inequalities.

Theorem 3.8 ([5]). Let B = b1, . . . , bm be an independent sequence of Γ and let

A ⊆ P be a set of participants that makes B independent. Then

h(A) ≥


(m+ 1) if A ∈ Γ

m if A /∈ Γ.
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Proof. Let Bi = {b1, . . . , bi}.

First, assume A is qualified. This assumption and the definition of independent

sequence imply the +-submodularity inequalities shown in Figure 3.8. Below each +-

submodularity diamond we have another diamond, with a qualified set at the top and

unqualified sets on both sides, resulting from the submodularity of the normalized

entropy. If we add the inequalities represented by these diamonds, we can see from

the picture that the entropies of all sets except those on the outermost corners will

cancel out. We thus obtain

(3.6) h(ABm) +m ≤ h(A) + h(Bm).

The set Bm is by assumption not qualified, whereas ABm contains XmBm and is

therefore qualified. By +-monotonicity,

h(Bm) + 1 ≤ h(ABm).

Adding this to Equation (3.6) and canceling terms, we obtain

m+ 1 ≤ h(A) when A ∈ Γ.

If A is unqualified, we will have submodularity instead of +-submodularity in the

diamond with sides A and B1X1, so instead of Equation (3.6) we will have

h(ABm) + (m− 1) ≤ h(A) + h(Bm).

Again, we add

h(Bm) + 1 ≤ h(ABm)

and cancel terms. In this case we obtain

m ≤ h(A) when A /∈ Γ.
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3.5 Ingleton’s Inequality

Ingleton’s Inequality is known to be satisfied by the entropy function on any set

of four linear random variables. This inequality has been used to prove bounds on

the information rates of linear secret sharing schemes for certain access structures.

We present a pictorial proof of Ingleton’s Inequality for linear random variables, and

then show that the linearity assumption can be replaced by a suitable independence

assumption.

Definition 3.9. Ingleton’s Inequality for A,D over B,C is the inequality

H(B) +H(C) +H(AD) +H(ABC) +H(BCD)

≤ H(AB) +H(AC) +H(BC) +H(BD) +H(CD).

Theorem 3.10. If A,B,C,D are linear random variables, then Ingleton’s Inequality

holds for A,D over B,C.

Proof. Our proof is a slight alteration of that given by Ingleton in [13]. Consider

Figures 3.9 and 3.10. The diamonds marked with “=” result from the modularity

of entropy on linear random variables, as discussed in Remark 2.54. The sum of the

inequalities represented by Figures 3.9 and 3.10 is Ingleton’s Inequality.

One may reasonably ask under what circumstances Ingleton’s Inequality holds

for non-linear random variables. The proof given above does not immediately trans-

late to the non-linear case, as we do not have a definition for the “intersection” of

non-linear random variables. However, on closer inspection, the proof of Ingleton’s

Inequality for linear random variables relies only on the modularity conditions that

hold for dimensions of intersections and unions of linear subspaces. It follows that

Ingelton’s Inequality will hold for non-linear random variables if we make sufficiently
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Figure 3.9: Visual Representation of the Proof of Ingleton’s Inequality
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Figure 3.10: Visual Representation of the Proof of Ingleton’s Inequality, cont.

strong independence assumptions. Recall that we say A and D are independent given

B and C if A,B,C,D are random variables such that I(A;D|BC) = 0.

Theorem 3.11. If (1) A and D are independent given B and C, or if (2) B and C

are independent, then Ingleton’s Inequality holds for A,D over B,C.

Proof. Case 1: Suppose I(A;D|BC) = 0. Then

0 = I(A;D|BC) = H(ABC) +H(BCD)−H(BC)−H(ABCD),

and so

H(ABC) +H(BCD) = H(BC) +H(ABCD).

Add to this equation the following three inequalities, results of submodularity:

H(AD) +H(ABCD) ≤H(ABD) +H(ACD)

H(ABD) +H(B) ≤H(AB) +H(BD)

H(ACD) +H(C) ≤H(AC) +H(CD).

A visual representation is shown in Figure 3.11. After cancelling terms we obtain

Ingleton’s Inequality.
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Figure 3.11: Proof of Ingleton’s Inequality Assuming I(A;D|BC) = 0

Case 2: Suppose I(B;C) = 0. Then add to the resulting equation

H(B) +H(C) = H(BC)

the three submodularity inequalities

H(AD) ≤H(A) +H(D)

H(A) +H(ABC) ≤H(AB) +H(AC)

H(D) +H(BCD) ≤H(BD) +H(CD).

A visual representation of the equation and inequalities is given in Figure 3.12. After

cancelling terms we obtain Ingleton’s Inequality.

Matúš also proves that Ingleton’s Inequality holds under certain independence

conditions [17].

Theorem 3.12. Assume I(A;D|B) = 0. If either I(A;D) = 0 or I(C;D|B) = 0,

then Ingleton’s Inequality holds for A,D over B,C.

The conditions Matúš requires need not hold under the hypotheses of Theorem

3.11, as illustrated by the following two examples.
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Figure 3.12: Proof of Ingleton’s Inequality Assuming I(B;C) = 0

Example 3.13. First we show how to select random variables A,B,C,D so that

I(A;D|BC) = 0 but I(A;D|B) > 0.

Let A and B be independent random variables with positive entropies taking values

in Zn for some n > 1. Let C = A−B and let D = C. Then since B and C together

determine A,

H(BC) =H(ABC)

H(BCD) =H(ABCD).

It follows that

I(A;D|BC) = H(ABC)−H(BC) +H(BCD)−H(ABCD) = 0.

However, since D = C and since B and C together determine A, H(BC) = H(ABC)

and so

I(A;D|B) =H(AB) +H(BD)−H(B)−H(ABD)

=H(AB) +H(BC)−H(B)−H(ABC)

=H(AB)−H(B).



47

Since A and B were chosen independently, H(AB) = H(A) + H(B). Since by as-

sumption H(A) is positive, we conclude that

I(A;D|B) = H(A) > 0.

Example 3.14. Now we show how to select random variables A,B,C,D so that

I(B;C) = 0 but I(A;D|B) > 0.

Let A, B, and C be chosen independently, each with positive entropy, and let D = A.

I(B;C) = 0 is immediate. Since A = D, also H(ABD) = H(BD) and thus

I(A;D|B) =H(AB) +H(BD)−H(B)−H(ABD)

=H(AB)−H(B).

As in the previous example, since A and B were chosen independently and with

positive entropies, this quantity is strictly greater than zero.

3.6 A New Proof of the Zhang-Yeung Inequality

The first known non-Shannon inequality was the Zhang-Yeung inequality [33].

We present a new proof of the Zhang-Yeung inequality, making use of Ingleton’s

Inequality.

Theorem 3.15 (Zhang-Yeung Inequality). For random variables A,B,C,D

H(A) + 2H(B) + 2H(C) +H(AD) + 4H(ABC) +H(BCD)

≤ 3H(AB) + 3H(AC) + 3H(BC) +H(CD) +H(BD).

Proof. Let X, Y be random variables such that the joint distribution of ABCD and

the joint distribution of XBCY are identical, and such that I(AD;XY |BC) = 0.

We think of X, Y as being copies of A and D, while B and C are held fixed.
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Figure 3.13: X,Y as Copies of A,D over B,C

By the definition of mutual information one can confirm that

I(AD;XY |BC) = I(A;X|BC) + I(D;X|ABC) + I(A;Y |XBC) + I(D;Y |ABCX).

Since mutual information of two random variables is non-negative, each term on the

right-hand side of the above equation must equal zero. Then I(A;X|BC) = 0, and

so Ingleton’s Inequality holds for A,X over B,C:

(3.7) H(B) +H(C) +H(AX) +H(ABC) +H(BCX)

≤ H(AB) +H(AC) +H(BC) +H(BX) +H(CX).

Similarly, I(A;Y |BC) = 0 and so Ingleton’s Inequality also holds for A, Y over B,C:

(3.8) H(B) +H(C) +H(AY ) +H(ABC) +H(BCY )

≤ H(AB) +H(AC) +H(BC) +H(BY ) +H(CY ).

A different rewriting of the mutual information gives

I(AD;XY |BC) = I(A;XY |BC) + I(D;XY |ABC)

and so I(A;XY |BC) = 0. Thus

(3.9) H(ABC) +H(BCXY ) = H(BC) +H(ABCXY ).

We now add inequalities (3.7), (3.8), (3.9), and the following two Shannon in-
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equalities:

H(ABCXY ) +H(XY ) ≤H(AXY ) +H(BCXY )

H(A) +H(AXY ) ≤H(AX) +H(AY ).

Cancelling terms leaves

H(A) + 2H(B) + 2H(C) + 3H(ABC) +H(BCX) +H(BCY ) +H(XY )

≤ 2H(AB) + 2H(AC) + 3H(BC) +H(BX) +H(BY ) +H(CX) +H(CY ).

By our assumption that the joint distributions on ABCD and XBCY are identical,

we can make the following substitutions:

H(XY ) =H(AD)

H(XB) =H(AB)

H(XC) =H(AC)

H(XBC) =H(ABC)

H(Y B) =H(BD)

H(Y C) =H(CD)

H(Y BC) =H(BCD).

After collecting terms and rearranging, we are left with the Zhang-Yeung inequality.

3.7 More Non-Shannon Inequalities

Consider a set P of random variables and an information inequality

0 ≤
∑
X⊆P

CXh(X).
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Inequality Permutation(s) Performed
ZY98 B ↔ D
DFZ(i) none
DFZ(ii) B ↔ D
DFZ(iii) A↔ B, then B ↔ C
DFZ(iv) none
DFZ(v) none
DFZ(vi) A↔ C

Table 3.1: Permutations of Letters in DFZ Inequalities

Definition 3.16. For a set X ⊆ P we define the upward sum ↑ (X) and the down-

ward sum ↓ (X) for the given information inequality as follows:

↑ (X) =
∑
Y⊇X

CY

↓ (X) =
∑
Y⊆X

CY .

The numbers we obtain as upward and downward sums are in general nicer (of

smaller magnitude) than the original coefficients. In Chapter 4, Section 4.5 we will

use the upward and downward sums to help prove bounds on information rates.

Tables 3.2 and 3.3 show the coefficients, upward sums, and downward sums for the

Zhang-Yeung inequality [33] and the six additional non-Shannon inequalities in [9].

So that the inequalities as shown here would take a consistent form, we permuted

some letters in the inequalities as shown in [9]. The permutations performed are

shown in Table 3.1.

Table 3.4 shows the coefficients and upward and downward sums for the two

infinite sequences of information inequalities from Corollary 3 in [18]. For the sake of

consistent notation, we use letters in place of Matúš’ numbers. In the first inequality

the letters A,B,C,D correspond respectively to the numbers 1,3,4,2 in [18]. In the

second inequality the letters A,B,C,D correspond respectively to 2,3,4,1. Here s is

a positive integer enumerating the inequalities.
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ZY98 DFZ(i) DFZ(ii) DFZ(iii)
X CX ↓ (X) ↑ (X) CX ↓ (X) ↑ (X) CX ↓ (X) ↑ (X) CX ↓ (X) ↑ (X)

A −1 −1 0 −3 −3 0 −2 −2 0 −2 −2 0
B −2 −2 0 −5 −5 0 −3 −3 0 −7 −7 0

C −2 −2 0 −3 −3 0 −5 −5 0 −4 −4 0
D 0 0 0 0 0 0 −1 −1 0 0 0 0

AB 3 0 −1 8 0 −1 5 0 −2 8 −1 −1
AC 3 0 −1 6 0 −3 6 −1 −1 5 −1 −4

AD −1 −2 −1 −2 −5 −2 −2 −5 −2 −2 −4 −2
BC 3 −1 −2 6 −2 −5 6 −2 −5 9 −2 −4

BD 1 −1 0 2 −3 0 3 −1 −1 3 −4 −1
CD 1 −1 0 2 −1 0 4 −2 0 3 −1 −1

ABC −4 0 −4 −9 0 −9 −7 0 −7 −9 0 −9
ABD 0 0 0 0 0 0 0 0 0 0 0 0

ACD 0 0 0 0 0 0 0 0 0 0 0 0
BCD −1 0 −1 −2 0 −2 −4 0 −4 −4 0 −4

ABCD 0 0 0 0 0 0 0 0 0 0 0 0

Table 3.2: Coefficients, Downward Sums, and Upward Sums for ZY98, DFZ(i), DFZ(ii), DFZ(iii)

DFZ(iv) DFZ(v) DFZ(vi)
X CX ↓ (X) ↑ (X) CX ↓ (X) ↑ (X) CX ↓ (X) ↑ (X)
A −1 −1 0 −1 −1 0 −1 −1 0
B −5 −5 0 −7 −7 0 −5 −5 0
C −5 −5 0 −4 −4 0 −5 −5 0
D 0 0 0 −1 −1 0 0 0 0
AB 6 0 −3 7 −1 −2 5 −1 −2
AC 6 0 −3 5 0 −4 5 −1 −2
AD −2 −3 −2 −2 −4 −2 −2 −3 −2
BC 8 −2 −3 9 −2 −4 8 −2 −3
BD 2 −3 0 4 −4 0 3 −2 −1
CD 2 −3 0 3 −2 −1 3 −2 −1
ABC −9 0 −9 −9 0 −9 −7 0 −7
ABD 0 0 0 0 0 0 0 0 0
ACD 0 0 0 0 0 0 0 0 0
BCD −2 0 −2 −4 0 −4 −4 0 −4
ABCD 0 0 0 0 0 0 0 0 0

Table 3.3: Coefficients, Downward Sums, and Upward Sums for DFZ(iv), DFZ(v), and DFZ(vi)
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First Inequality Second Inequality
X CX ↓ (X) ↑ (X) CX ↓ (X) ↑ (X)
A 0 0 0 −s(s−1)

2
−s(s−1)

2 0
B −s(s+3)

2
−s(s+3)

2 0 −s(s+3)
2

−s(s+3)
2 0

C −(s+ 1) −(s+ 1) 0 −(s+ 1) −(s+ 1) 0
D −s(s+1)

2
−s(s+1)

2 0 −s −s 0
AB s −s(s+1)

2 0 s2 −s 0
AC s −1 0 s(s+1)

2 −1 −s(s−1)
2

AD −s −s(s+3)
2 −s −s −s(s+3)

2 −s
BC (s+1)(s+2)

2 −s −s(s+3)
2

(s+1)(s+2)
2 −s −s(s+3)

2

BD s(s+ 2) 0 −1 3s −s(s−1)
2 −1

CD (s+1)(s+2)
2 0 −s(s+1)

2 2s+ 1 0 −s
ABC −s 0 −s −s2 0 −s2
ABD 0 0 0 0 0 0
ACD 0 0 0 0 0 0
BCD −(s+ 1)2 0 −(s+ 1)2 −(3s+ 1) 0 −(3s+ 1)
ABCD 0 0 0 0 0 0

Table 3.4: Coefficients, Downward Sums, and Upward Sums for Matúš’ Inequalities

Table 3.5 shows the coefficients for an inequality of the form found by Xu, Wang,

and Sun in [31]. The letters A,B,C,D correspond to their numbers 3, 1, 2, 4 respec-

tively. We use their notation

S+ =
(

2 +
√

2
)s

S− =
(

2−
√

2
)s
.

Again, s is a positive integer enumerating the inequalities.
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X CX

A −1
B 2(s−1) −

√
2

4 S+ +
√

2
4 S−

C 2(s−1) −
√

2
4 S+ +

√
2

4 S−
D 0
AB 1

4S+ + 1
4S−

AC 1
4S+ + 1

4S−
AD 1− 2(s−1)

BC 1− 3 · 2(s−1) +
√

2
2 S+ −

√
2

2 S−

BD
√

2−1
4 S+ −

√
2+1
4 S−

CD
√

2−1
4 S+ −

√
2+1
4 S−

ABC 2(s−1) − 1
2S+ − 1

2S−
ABD 0
ACD 0
BCD −(1− 2(s−1) +

√
2−1
2 S+ −

√
2+1
2 S−)

ABCD 0

Table 3.5: Coefficients for the Inequalities Found by Xu, Wang, and Sun



CHAPTER 4

Upper Bounds for the Information Rates of Access
Structures Induced By the Vámos Matroid, and Others

4.1 The Vámos Matroid and Induced Access Structures

The Vámos matroid on the set {v1, . . . , v8} is the matroid whose independent

sets are all sets of size less than 5 except for the sets {v1, v2, v3, v4}, {v1, v2, v5, v6},

{v3, v4, v5, v6}, {v3, v4, v7, v8}, and {v5, v6, v7, v8}, which are circuits. We call the

sets {v1, v2}, {v3, v4}, {v5, v6}, and {v7, v8} Vámos pairs. Notice that each size 4

dependent set is a union of two Vámos pairs. Any set of fewer than 4 elements is

independent, and any set with more than four elements is dependent. In the following

discussion when we speak about circuits, independent sets, and dependent sets, we

mean these terms with respect to the Vámos matroid. Since the Vámos matroid is

not representable [20] it is not possible to draw a true visual representation of it, but

Figure 4.1 may help with the intuition. Note that {v1, v2, v7, v8} is not a plane.

Because of symmetries there are, up to isomorphism, only two access structures

induced by the Vámos matroid. One is the structure V1, where v1 is the dealer. The

other is V6, where v6 is the dealer. We consider each of V1 and V6 to be an access

structure on eight participants, with the dealer being individually qualified to recover

the secret (see Remark 2.29). The other minimal qualified sets will be those sets of

non-dealer participants who, with the inclusion of the dealer, form a circuit in the

54
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Figure 4.1: Intuition for the Vámos Matroid

Vámos matroid. Note that this means any qualified set that does not contain the

dealer must include at least 3 participants.

The Vámos matroid is of interest for several reasons. Since any matroid on fewer

than eight points is representable [20, p. 196], and the Vámos matroid is not rep-

resentable [20], the Vámos matroid is a minimal example of a non-representable

matroid. It is also the first known example of a matroid whose induced access struc-

tures do not admit ideal schemes [23]. The Vámos matroid provides the first known

example of a matroid whose induced access structures have rates bounded away from

1, and the first examples of access structures with information rates strictly between

2/3 and 1 [1, 19].

The exact information rates of V1 and V6 are unknown. Mart́ı-Farré and Padró

showed that the rates must be at least 3/4 [19], while Beimel, Livne, and Padró used

the Zhang-Yeung inequality to show that the information rates of V1 and V6 have

upper bounds of 10/11 and 9/10 respectively [1] (Beimel et. al. refer to V8 rather

than V1, but the two are isomorphic and V1 is notationally more convenient for our

purposes).
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Here we improve the known upper bounds to 8/9 for V1 and 17/19 for V6, using

non-Shannon inequalities found by Dougherty, Freiling, and Zeger [9]. The general

method introduced here allows us to read off bounds for the information rate of V6

directly from the coefficients of any non-Shannon inequality with certain properties,

properties held by all four-variable non-Shannon inequalities of which we are aware.

4.2 The Usefulness of Non-Shannon Inequalities

To understand what we mean by “using” non-Shannon inequalities, recall that

for an ideal scheme, the normalized entropy function h is the rank function of the

matroid that induces the access structure for that scheme [15].

Assign the names A,B,C,D to Vámos pairs and consider the rank function of

the Vámos matroid. Each Vámos pair has rank 2, and any union of three Vámos

pairs has rank 4. Exactly one union of two Vámos pairs will have rank 4, and the

others will have rank 3. If we choose AD to have rank 4, one can check that every

non-Shannon inequality in Tables 3.2, 3.3, 3.4, and 3.5 will fail for the rank function

of the Vámos matroid.

However, these non-Shannon inequalities must hold for any normalized entropy

function obtained via secret sharing on V6. We may thus obtain information about

possible entropy functions by looking at these non-Shannon inequalities, which must

be satisfied by entropy functions but not by the rank function of the Vamos matroid.

4.3 Properties of h for Schemes on V1 and V6

As in [1], for a fixed secret sharing scheme Σ on V1 or V6 we define

λ =

(
max
1≤i≤8

h(Pi)

)
− 1,
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so that for each participant

(4.1) h(vi) ≤ 1 + λ.

We note that by equation (2.2) the information rate of the scheme will then be

(4.2) ρ(Σ) = min
1≤i≤8

1

h(Pi)
=

1

1 + λ
.

Immediately we have the following lemma.

Lemma 4.1. For any pair X of participants, h(X) ≤ 2(1 + λ).

Proof. Let X = {p, q}. Then by the submodularity of h,

h(X) ≤ h({p}) + h({q}) ≤ (1 + λ) + (1 + λ).

We will be using Lemma 4.1 in the case where X is a Vámos pair.

Lemma 4.2. Let X, Y be distinct Vámos pairs with XY a circuit. If the dealer is a

member of Y , then

(i) h(Y |X) ≤ 1 + λ

(ii) h(X|Y ) ≤ 1 + 2λ.

Proof. Let Y = {s, t} where s is the dealer, and let X = {p, q}.

(i) Since XY is a circuit containing the dealer, X ∪ {t} is a qualified set. Thus by

Lemma 2.41, the submodularity of h, and equation (4.1),

h(Y |X) = h({t}|X) ≤ h({t}) ≤ 1 + λ.

(ii) The set {p, t} is unqualified, as it is a set of size 2 that does not include the

dealer. The set X ∪ {t} is qualified. Thus by Lemma 2.45,

h({p, t}) + h(XY ) + 1 ≤ h({p} ∪ Y ) + h(X ∪ {t}).
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Subtracting h(Y ) from both sides, rearranging, and using equation (4.1) gives

us

h(X|Y ) ≤ h({p}|Y ) + h({q}|{p, t})− 1

≤ h({p}) + h({q})− 1

≤ 2(1 + λ)− 1

= 1 + 2λ

as desired.

Lemma 4.3. Let X, Y be distinct Vámos pairs with XY a circuit. If neither X nor

Y contains the dealer, then

h(Y |X) ≤ 1 + 3λ.

Proof. Let Y = {p, q}. Take r to be one of the two participants that is neither

in XY nor in the Vámos pair of the dealer. Then we will have X ∪ {r} /∈ Γ,

since adding the dealer to these three elements does not produce a circuit. We will

have X ∪ {p, r}, X ∪ {q, r} ∈ Γ, since each of these is an independent set with four

participants. Then by Lemma 2.45 we have

h(X ∪ {r}) + h(XY ∪ {r}) + 1 ≤ h(X ∪ {p, r}) + h(X ∪ {q, r}).

Since XY /∈ Γ, by Lemma 2.43 we have

h(XY ) + 1 ≤ h(XY ∪ {r}).
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We get the following from the submodularity of h:

h(X ∪ {p}) ≤ h(X) + h({p})

h(X ∪ {p, r}) ≤ h(X ∪ {p}) + h({r})

h(X ∪ {q, r}) ≤ h(X ∪ {r}) + h({q}).

Finally, from equation (4.1),

h({p}) ≤ 1 + λ

h({q}) ≤ 1 + λ

h({r}) ≤ 1 + λ.

Adding the inequalities above, canceling terms, and writing as conditional entropy

gives us the bound specified.

Lemma 4.4. Let X, Y be distinct Vámos pairs with XY independent. If the dealer

is not a member of X, then

2 ≤ h(Y |X).

Proof. Case 1: Assume that the dealer is not a member of Y .

Let Y = {p, q}. Since XY is qualified but X ∪ {p}, X ∪ {q} are not, by Lemma

2.43 we get the inequalities

1 ≤h(XY )− h(X ∪ {p})

1 ≤h(XY )− h(X ∪ {q}).

By the submodularity of h,

h(XY ) + h(X) ≤ h(X ∪ {p}) + h(X ∪ {q}).

Adding the above three inequalities, canceling terms, and rearranging gives the de-

sired result.
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Case 2: Assume that Y = {s, t} where s is the dealer. Since XY is independent,

X ∪ {t} is unqualified. Thus by Lemma 2.42

1 ≤ h(XY )− h(X ∪ {t}).

Let r be any participant not in XY . Then X∪{r} is also unqualified. Since X∪{t, r}

is qualified, Lemma 2.44 tells us that

1 ≤ h(X ∪ {t})− h(X).

Adding the above two inequalities gives the desired result.

Although the previous lemma is stated in general terms, in practice it will only

apply to the Vámos pairs {v1, v2} and {v7, v8}, as any other two distinct Vámos pairs

are dependent.

We will need one additional lemma to find bounds for the information rate of

V1. This lemma is also stated in general terms, although it will only apply to a few

different choices for the Vámos pairs.

Lemma 4.5. Let X, Y, Z be Vámos pairs with the dealer a member of Z. If XY, Y Z

are circuits and XZ is independent, then

h(XY ) + 3 ≤ h(Y ) + h(XZ).

Proof. Let X = {a, b}, Y = {p, q}, and Z = {s, t} where s is the dealer. The sets

Y ∪{a, t} and X ∪{p, t} are qualified, as each is an independent set of four elements.

Since {a, p, t} is unqualified, by Lemma 2.45 we have

h(XY ∪ {t}) + h({a, p, t}) + 1 ≤ h(Y ∪ {a, t}) + h(X ∪ {p, t}).
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To this we add the following inequalities, all consequences of the submodularity of

h:

h(X ∪ {p, t}) + h({a, t}) ≤ h({a, p, t}) + h(X ∪ {t})

h(Y ∪ {a, t}) + h({a, q}) ≤ h(Y ∪ {a}) + h({a, q, t})

h({a, q, t}) + h({a}) ≤ h({a, q}) + h({a, t})

h(Y ∪ {a}) + h({p}) ≤ h(Y ) + h({a, p})

h({a, p}) ≤ h({p}) + h({a}).

After cancelling terms we obtain

(4.3) h(XY ∪ {t}) + 1 ≤ h(Y ) + h(X ∪ {t}).

Since XY is a circuit which does not contain the dealer, XY is unqualified. As

XY ∪ {t} is qualified, by Lemma 2.43

h(XY ) + 1 ≤ h(XY ∪ {t})

which we add to (4.3) to obtain

h(XY ) + 2 ≤ h(Y ) + h(X ∪ {t}).

Finally, since XZ is independent, X ∪ {t} is unqualified. Thus by Lemma 2.42 we

may substitute h(XZ) − 1 for h(X ∪ {t}) in the previous inequality. Rearranging

gives the desired result.

4.4 A New Bound for the Information Rate of V6

In [1] Beimel, Livne, and Padró found, by looking at the Zhang-Yeung non-

Shannon inequality [33], that 1/9 ≤ λ when v6 is the dealer. Here we improve

this bound by looking at a non-Shannon inequality from [9]. Let A = {v1, v2},

B = {v3, v4}, C = {v5, v6}, and D = {v7, v8}.
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Theorem 4.6. If the dealer is a member of C, then 2/17 ≤ λ.

Proof. We use Dougherty, Freiling, and Zeger’s inequality (i) from [9], which may be

written

0 ≤− 3h(A)− 5h(B)− 3h(C) + 8h(AB)(DFZi)

+ 6h(AC)− 2h(AD) + 6h(BC) + 2h(BD)

+ 2h(CD)− 9h(ABC)− 2h(BCD).

Since A,AB,BD /∈ Γ and ABC,BCD,AD ∈ Γ, from Lemmas 2.43, 2.43, 4.4, and

2.44 respectively we obtain the following inequalities, which we add to (DFZi) with

the indicated multiplicities:

9[1 ≤ h(ABC)− h(AB)]

2[1 ≤ h(BCD)− h(BD)]

2[2 ≤ h(AD)− h(A)]

1 ≤ h(AB)− h(A).

After we cancel terms, the sum of inequalities yields

16 ≤ −6h(A)− 5h(B)− 3h(C) + 6h(AC) + 6h(BC) + 2h(CD).

Rearranging, we obtain

16 ≤ 6[h(AC)− h(A)] + 5[h(BC)− h(B)] + [h(BC)− h(C)] + 2[h(CD)− h(C)]

which may be further rewritten as

16 ≤ 6h(C|A) + 5h(C|B) + h(B|C) + 2h(D|C).

Replacing each conditional normalized entropy by its upper bound from Lemma 4.2,

we get

(4.4) 16 ≤ 6(1 + λ) + 5(1 + λ) + (1 + 2λ) + 2(1 + 2λ).
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This simplifies to

(4.5) 16 ≤ 14 + 17λ

and we conclude that 2/17 ≤ λ.

Corollary 4.7. The information rate of V6 is at most 17
19
.

Proof. By Theorem 4.6 and equation (4.2), for any secret sharing scheme Σ on V6

we have

ρ(Σ) =
1

1 + λ
≤ 17

19
.

By the definition of information rate for an access structure,

ρ(V6) ≤ 17

19
.

4.5 From Non-Shannon Inequalities to Bounds on the Information Rate
of V6

Observe that the final steps of the proof of Theorem 4.6 are determined by the

coefficients in the original non-Shannon inequality (DFZi). For example, the number

of terms (1 + 2λ) occurring in inequality (4.4) is equal to the absolute value of the

coefficient on the term h(C) in (DFZi). The method used in the proof of Theorem

4.6 allows one to read off a bound for λ directly from a non-Shannon inequality

with certain properties, which we formulate using Definition 3.16. Let A = {v1, v2},

B = {v3, v4}, C = {v5, v6}, and D = {v7, v8} as before, and recall the functions ↑ (·)

and ↓ (·) from Definition 3.16.

Theorem 4.8. Suppose the non-Shannon inequality

(4.6) 0 ≤
∑

X⊆{A,B,C,D}

CXh(X)

has the following properties:
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(i) If |X| = 1 or |X| = 3 then CX ≤ 0

(ii) CAD < 0

(iii) If |X| = 2 and X 6= {A,D} then 0 ≤ CX

(iv) CABD = CACD = CABCD = 0

(v) If |X| = 3 or X = {A,B,C,D} then ↓ (X) = 0

(vi) CAB + CABC ≤ 0 and CBD + CBCD ≤ 0.

Let Σ be any secret sharing scheme on V6 and let

λ =

(
max
1≤i≤8

h(Pi)

)
− 1.

Then

0 <
−CAD

−CABC − CBCD − 2CC
≤ λ.

We refrain from cancelling the negative signs in the fraction above because, by

the hypotheses of Theorem 4.8, each negative sign is being applied to a non-positive

term. We write the fraction this way so that the numerator and the denominator

are each non-negative.

Since Theorem 4.8 provides a positive lower bound for λ, the following corollary

says that the information rate of V6 is bounded away from 1. The proof is similar to

that of Corollary 4.7.

Corollary 4.9. Given the same hypotheses as in Theorem 4.8,

ρ(V6) ≤ −CABC − CBCD − 2CC
−CABC − CBCD − 2CC − CAD

.

To obtain the bound for λ given in Theorem 4.8 we will cancel out specific terms

from non-Shannon inequality (4.6) by adding inequalities from earlier lemmas. As
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we add inequalities, we introduce as many “ones” as possible on the smaller side of

the inequality. We will be left with an expression that can be rearranged into pieces

with nice upper bounds. For clarity we implement this process in four steps.

1. Cancel out all terms h(ABC) and h(BCD).

2. Cancel out the terms h(X) for all subsets X such that |X| = 2 and X does not in-

clude the dealer. For the access structure V6 these will be all terms h(AB), h(AD),

and h(BD).

3. Rearrange terms and write as conditional entropies.

4. Apply the upper bounds found in Lemma 4.2 and simplify to obtain a lower bound

for λ.

To prove the theorem we need to justify that we can indeed take each step outlined

above, and that the bound for λ obtained in this manner will be as claimed. First

we need to prove a couple of lemmas.

Lemma 4.10. Given the hypotheses of Theorem 4.8, if |X| = 1 then

↑ (X) = 0.

Proof. Let X be such that |X| = 1 and let Y = {A,B,C,D}\X. Then by hypothesis

(v) and the definition of ↑ (·) and ↓ (·),

0 = ↓ (ABCD)

= ↑ (X)+ ↓ (Y ).

Since ↓ (Y ) = 0 by hypothesis (v), it follows that ↑ (X) = 0 as well.

Lemma 4.11. Given the hypotheses of Theorem 4.8,

CABC + CBCD = CA + CB + CC + CD.
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Proof. By hypothesis (v) and the definitions of ↑ (·) and ↓ (·),

0 = ↓ (ACD)+ ↓ (ABD)

= CA + CC + CD + CAC + CAD + CCD + CACD

+CA + CB + CD + CAB + CAD + CBD + CABD.

To this we add the following equation, true by hypothesis (iv):

CABC + CBCD = CABC + CBCD + CABD + CABCD

+CACD + CABCD.

Simplifying the sum and applying Lemma 4.10 we get

0 = ↑ (A)+ ↑ (D) + CA + CB + CC + CD +−CABC − CBCD

=CA + CB + CC + CD − CABC − CBCD,

which proves the lemma.

Lemma 4.12. Given the hypothesis of Theorem 4.8,

CAD + (CABC + CAB) + (CBCD + CBD) = CC .

Proof. The left hand side may be rearranged to

CAD + CAB + CBD + (CABC + CBCD),

which by Lemma 4.11 and hypothesis (iv) is equal to

CAD + CAB + CBD + (CA + CB + CC + CD) + CABD.

By hypothesis (v) this simplifies to

CC+ ↓ (ABD) = CC .
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Proof of Theorem 4.8. We walk through the steps outlined above in more detail.

Step 1: We eliminate all terms h(ABC) and h(BCD). By hypothesis (i), −CABC

and −CBCD are non-negative. By Lemma 2.43 we may add the inequalities

−CABC [1 ≤ h(ABC)− h(AB)]

−CBCD[1 ≤ h(BCD)− h(BD)]

to non-Shannon inequality 4.6. By hypothesis (iv) we obtain

−CABC − CBCD ≤ CAh(A) + CBh(B) + CCh(C) + CDh(D)(4.7)

+(CAB + CABC)h(AB) + CACh(AC)

+CADh(AD) + CBCh(BC)

+(CBD + CBCD)h(BD) + CCDh(CD).

Step 2: In order to eliminate all terms h(AB), h(AD), and h(BD), we add three

more inequalities to (4.7). The indicated multiplicities of these inequalities are guar-

anteed to be non-negative by hypotheses (ii) and (vi). By Lemma 4.4 we know

−CAD[2 ≤ h(AD)− h(A)].

By two applications of Lemma 2.44, with Z = A∪{v8} and Z = B∪{v1} respectively,

we know

−(CAB + CABC)[1 ≤ h(AB)− h(A)]

−(CBD + CBCD)[1 ≤ h(BD)− h(B)].

We have now added a total of

−CABC − CBCD − 2CAD − CAB − CABC − CBD − CBCD
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to the left-hand side of our original non-Shannon inequality (4.6). By application of

Lemma 4.12, this simplifies to

−CABC − CBCD − CAD − CC .

Letting

C ′A = CA + CAB + CAD + CABC

C ′B = CB + CBD + CBCD

we now have the inequality

−CABC − CBCD − CAD − CC ≤ C ′Ah(A) + C ′Bh(B) + CCh(C) + CDh(D)(4.8)

+CACh(AC) + CBCh(BC) + CCDh(CD).

Step 3: We need to know that we can rearrange all terms on the right-hand side

of (4.8) into conditional entropies.

First, we group all terms h(A) with terms h(AC). By Lemma 4.10 and hypothesis

(iv),

0 = ↑ (A)

=CA + CAB + CAC + CAD + CABC + CABD + CACD + CABCD

=C ′A + CAC + CABD + CACD + CABCD

=C ′A + CAC .

Thus C ′A = −CAC and so

(4.9) C ′Ah(A) + CACh(AC) = C ′Ah(A)− C ′Ah(AC) = −C ′Ah(C|A).

We note that −C ′A is non-negative: By hypotheses (i), (ii), and (vi),

C ′A = CA + CAD + (CAB + CABC) ≤ 0.
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Next we group all terms h(B) with terms h(BC) to obtain

(4.10) C ′Bh(B) + CBCh(BC) = (CBC + C ′B)h(BC)− C ′Bh(C|B).

We know that −C ′B is non-negative because by hypotheses (vi) and (i),

C ′B = CB + (CBD + CBCD) ≤ 0.

We also know that (CBC +C ′B) is non-negative, since by Lemma 4.10 and hypotheses

(iv) and (vi),

0 = ↑ (B)

= CBC + (CB + CBD + CBCD) + (CAB + CABC)

+CABD + CABCD

≤ CBC + C ′B.

We can also associate all terms h(D) to terms h(CD). Rearranging, we get

(4.11) CDh(D) + CCDh(CD) = (CD + CCD)h(CD)− CDh(C|D).

We know that−CD is non-negative by hypothesis (i). By Lemma 4.10 and hypothesis

(iv), (ii), and (vi),

0 = ↑ (D)

= CD + CAD + CBD + CCD

+CABD + CACD + CBCD + CABCD

= CD + CCD + CAD + (CBD + CBCD)

≤ CD + CCD,

so we also know that (CD + CCD) is non-negative.
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Finally, we show that we have enough h(C) terms to group with the remaining

terms h(BC) and h(CD). By hypothesis (v),

0 = ↓ (BCD)

= CB + CC + CD + CBC + CBD + CCD + CBCD

= C ′B + CBC + CC + CD + CCD.

Thus

CC = −(C ′B + CBC)− (CD + CCD)

and so we have

(4.12) CCh(C) + (CBC + C ′B)h(BC) + (CD + CCD)h(CD)

= (C ′B + CBC)h(B|C) + (CD + CCD)h(D|C).

Step 4: Applying the rearrangements in equations (4.9), (4.10), (4.11), and (4.12)

to inequality (4.8), and applying the bounds found in Lemma 4.2, we get

−CABC − CBCD − CAD − CC ≤ −C ′Ah(C|A)− C ′Bh(C|B)− CDh(C|D)

+(CBC + C ′B)h(B|C) + (CCD + CD)h(D|C)

≤ −C ′A(1 + λ)− C ′B(1 + λ)− CD(1 + λ)

+(CBC + C ′B)(1 + 2λ) + (CCD + CD)(1 + 2λ).

The coefficient of (1 + λ) simplifies, by hypotheses (iv) and (v), to

−C ′A − C ′B − CD = (−CA − CAD − CAB − CABC)

+(−CB − CBD − CBCD)− CD − CABD

= − ↓ (ABD)− CABC − CBCD

= −CABC − CBCD.
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The coefficient of (1 + 2λ) simplifies, by hypothesis (v), to

(CBC + C ′B) + (CCD + CD) = CB + CBD + CBCD + CCD + CD + CBC

=↓ (BCD)− CC

= −CC .

Thus we obtain the much prettier inequality

−CABC − CBCD − CAD − CC ≤ (−CABC − CBCD)(1 + λ) + (−CC)(1 + 2λ).

Multiplying out terms and simplifying, we get

−CABC − CBCD − CAD − CC ≤− CABC − CBCD − CC

+ (−CABC − CBCD − 2CC)λ

and so

−CAD ≤ (−CABC − CBCD − 2CC)λ.

By hypothesis (ii) we know that −CAD is strictly positive, and thus the coefficient

of λ is strictly positive as well. We conclude that

0 <
−CAD

−CABC − CBCD − 2CC
≤ λ.

4.6 A New Bound for the Information Rate of V1

In [1], the Zhang-Yeung inequality was also used to show that 1/10 ≤ λ when v1

is the dealer. Here we improve that bound by starting with a sum of non-Shannon

inequalities from [9], and proceeding in a manner similar to that used to prove the

bound for V6.
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While we do not yet have a generalization of this method, computer optimization

with MAPLE confirms that this is the best bound one can find given the Zhang-

Yeung inequality and all non-Shannon inequalities in [9]. Again, let A = {v1, v2},

B = {v3, v4}, C = {v5, v6}, and D = {v7, v8}.

Theorem 4.13. If the dealer is a member of A, then 1/8 ≤ λ.

Proof. The non-Shannon inequality (iv) from [9] may be written as follows:

0 ≤− h(A)− 5h(B)− 5h(C) + 6h(AB)(DFZiv)

+ 6h(AC)− 2h(AD) + 8h(BC) + 2h(BD)

+ 2h(CD)− 9h(ABC)− 2h(BCD).

After swapping the letters A and C, we may write inequality (vi) from [9] as follows:

0 ≤− h(A)− 5h(B)− 5h(C) + 5h(AB)(DFZvi)

+ 5h(AC)− 2h(AD) + 8h(BC) + 3h(BD)

+ 3h(CD)− 7h(ABC)− 4h(BCD).

Summing (DFZiv) and (DFZvi) gives

0 ≤− 2h(A)− 10h(B)− 10h(C) + 11h(AB)(DFZiv+vi)

+ 11h(AC)− 4h(AD) + 16h(BC) + 5h(BD)

+ 5h(CD)− 16h(ABC)− 6h(BCD).

To (DFZiv+vi) we add the following inequalities, obtained from Lemmas 2.43, 2.44,
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2.44, and 4.5 respectively, with the indicated multiplicities:

16[1 ≤ h(ABC)− h(BC)]

5[1 ≤ h(BCD)− h(BD)]

1 ≤ h(BCD)− h(CD)

4[3 ≤ h(C) + h(AD)− h(CD)].

After cancelling terms, simplifying, and rearranging, we obtain

34 ≤ −2h(A)− 10h(B)− 10h(C) + 11h(AB) + 11h(AC) + 4h(C)

= 10h(A|B) + 10h(A|C) + h(B|A) + h(C|A) + 4h(C).

Applying the bounds in Lemmas 4.2 and 4.1, we get

34 ≤ 10(1 + λ) + 10(1 + λ) + (1 + 2λ) + (1 + 2λ) + 4(2(1 + λ)).

Simplifying gives 1/8 ≤ λ.

Similarly to our results for V6, we have the following.

Corollary 4.14. The information rate of V1 is at most 8
9
.

4.7 Investigating the Bound on ρ(V6) via Other Non-Shannon Inequalities

The hypotheses of Theorem 4.8 are satisfied by the Zhang-Yeung inequality [33],

the six non-Shannon inequalities given in [9], and the infinite sequences of non-

Shannon inequalities for four variables given in [18] and [31], with A,B,C,D as

assigned in the preceeding sections. Here we show that the bound presented in

Section 4.4 is the greatest lower bound for λ that one can obtain by applying Theorem

4.8 to any of the aforementioned non-Shannon inequalities when A,B,C,D are each

assigned to a distinct Vámos pair.
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Different assignments of the letters A,B,C,D to the Vámos pairs will change at

most the ranks of those subsets of {A,B,C,D} that are the union of two Vámos

pairs. We consider assignments of letters with AD = {v1, v2, v7, v8}, following the

discussion in Section 4.2. Swapping A and D has no effect on the lower bound for λ

obtained by use of Theorem 4.8. As one can check, swapping B and C in any of the

non-Shannon inequalities under consideration will merely result in a possibly weaker

bound than what we already have.

The coefficients and upward and downward sums of the six non-Shannon inequal-

ities found by Dougherty, Freiling, and Zeger in [9] are shown in Tables 3.2 and

3.3. One can confirm from the table that each inequality satisfies the hypotheses of

Theorem 4.8, and that the greatest lower bound for λ found by applying Theorem

4.8 to each of these six inequalities is 2/17.

Table 3.4 shows the coefficients, upward sums, and downward sums for Inequality

s, where s is a positive integer, in each of the two infinite sequences of inequalities

found by Matúš [18]. As one may confirm from the table, for s ≥ 1 Inequality s in

either infinite sequence satisfies the hypotheses of Theorem 4.8, with the consequence

that λ is bounded below by

(4.13)
s

s2 + 5s+ 3
.

Using basic techniques of calculus one can confirm that (4.13) is maximized when

s =
√

3. Since the inequalities are numbered by positive integers, we consider the

resulting inequalities when s = 1 or s = 2. Inequality 1 in either sequence is the

Zhang-Yeung inequality, and (4.13) tells us again that 1/9 is a lower bound for λ.

The inequalities in each sequence when s = 2 are already among those found in [9],

and (4.13) again gives us the bound 2/17.

The coefficients of inequality s in the infinite sequence found by Xu, Wang, and
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Sun [31] are shown in Table 3.5. For s = 1 the inequality corresponds to a Shannon-

type inequality, and for s = 2 the inequality is again the Zhang-Yeung inequality.

For s ≥ 2 inequality s satisfies the hypotheses of Theorem 4.8, as we confirmed with

the aid of MAPLE due to the messy nature of the calculations. Theorem 4.8 then

gives a lower bound for λ of

(4.14)
2(s−1) − 1

1− 4 · 2(s−1) +
√

2S+ −
√

2S−
.

Using the MAPLE Optimization package, we find that, restricting to non-negative

integer values, (4.14) is maximized when s = 2. At s = 2, (4.14) gives 1/9, as we

expect from the Zhang-Yeung inequality. Since (4.14) is maximized for s = 2, larger

values of s will not produce any stronger lower bounds for λ than those we already

have.

4.8 Optimization via MAPLE

We used computer optimization to verify that the bounds ρ(V6) ≤ 17/19 and

ρ(V1) ≤ 8/9 are the best one can obtain under the combined constraints of the

Shannon inequalities satisfied by the entropy function, the Zhang-Yeung inequality

[33], and the six non-Shannon inequalities given in [9].

For each of the access structures V1 and V6 we wrote a short PERL program to

generate all submodularity inequalities of the forms

h(X) + h(X ∪ {a, b}) ≤ h(X ∪ {a}) + h(X ∪ {b})

and, where appropriate,

h(X) + h(X ∪ {a, b}) + 1 ≤ h(X ∪ {a}) + h(X ∪ {b}),

that applied to the access structure in question. We entered these inequalities into
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MAPLE along with all monotonicity inequalities of the form

h(P \ {vi}) ≤ h(P ),

where P was the set of all non-dealer participants in the access structure and vi

ranged over P . By the discussion in Section 3.3, this provided MAPLE with a gen-

erating set of Shannon inequalities. We also entered into MAPLE the non-Shannon

inequalities and bounds of the form

1 ≤ h(vi) ≤ 1 + λ

for each non-dealer participant vi.

When we used the function Minimize in the MAPLE Optimization package to

minimize λ with the given constraints, the results agreed with the bounds found

earlier in this chapter. We also used MAPLE to verify that these are the best

bounds one can get under the additional constraints obtained by taking the same non-

Shannon inequalities as above with all four assignments of A,B,C,D to {v1, . . . , v8}

satisfying

{A,D} = {{v1, v2}, {v7, v8}}

{B,C} = {{v3, v4}, {v5, v6}}.

The PERL programs and MAPLE commands used are given in the appendices to

this chapter.
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{

f
o
r
(
$
j
=
$
i
+
1
;
$
j
<
=
7
;
$
j
+
+
)
{
i
f
(
$
j
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
k
=
$
j
+
1
;
$
k
<
=
8
;
$
k
+
+
)
{
i
f
(
$
k
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
m
=
1
;
$
m
<
=
8
;
$
m
+
+
)
{
i
f
(
$
m
!
=
$
d
e
a
l
e
r
&
&
$
m
!
=
$
i
&
&
$
m
!
=
$
j
&
&
$
m
!
=
$
k
)
{

f
o
r
(
$
n
=
$
m
+
1
;
$
n
<
=
8
;
$
n
+
+
)
{
i
f
(
$
n
!
=
$
d
e
a
l
e
r
&
&
$
n
!
=
$
i
&
&
$
n
!
=
$
j
&
&
$
n
!
=
$
k
&
&
$
n
!
=
$
m
)
{

@
f
i
v
e
=
s
o
r
t
(
$
i
,
$
j
,
$
k
,
$
m
,
$
n
)
;

@
t
h
r
e
e
=
(
$
i
,
$
j
,
$
k
)
;

@
f
o
u
r
1
=
s
o
r
t
(
$
i
,
$
j
,
$
k
,
$
m
)
;

@
f
o
u
r
2
=
s
o
r
t
(
$
i
,
$
j
,
$
k
,
$
n
)
;

$
f
i
v
e
=
j
o
i
n
(
"
"
,
@
f
i
v
e
)
;
$
t
h
r
e
e
=
j
o
i
n
(
"
"
,
@
t
h
r
e
e
)
;
$
f
o
u
r
1
=
j
o
i
n
(
"
"
,
@
f
o
u
r
1
)
;
$
f
o
u
r
2
=
j
o
i
n
(
"
"
,
@
f
o
u
r
2
)
;

#
C
H
A
N
G
E
T
H
I
S
P
A
R
T
W
H
E
N
D
E
A
L
E
R
C
H
A
N
G
E
S

#
t
h
i
s
s
a
y
s
i
f
o
u
r
t
h
r
e
e
s
o
m
e
i
s
a
l
r
e
a
d
y
q
u
a
l
i
f
i
e
d
,
o
r
i
f
o
n
e
o
f
o
u
r
f
o
u
r
s
o
m
e
s
i
s
N
O
T
q
u
a
l
i
f
i
e
d
,
w
e
d
o
n
o
t
g
e
t
t
h
e
+
1

p
r
i
n
t
"
p
"
.
$
f
i
v
e
.
"
+
p
"
.
$
t
h
r
e
e
;

i
f
(
!
(
(
$
t
h
r
e
e
e
q
"
2
3
4
"
)
|
|
(
$
t
h
r
e
e
e
q
"
2
5
6
"
)
|
|
(
$
f
o
u
r
1
e
q
"
3
4
5
6
"
)
|
|
(
$
f
o
u
r
1
e
q
"
3
4
7
8
"
)
|
|
(
$
f
o
u
r
1
e
q
"
5
6
7
8
"
)
|
|

(
$
f
o
u
r
2
e
q
"
3
4
5
6
"
)
|
|
(
$
f
o
u
r
2
e
q
"
3
4
7
8
"
)
|
|
(
$
f
o
u
r
2
e
q
"
5
6
7
8
"
)
)
)

{

p
r
i
n
t
"
+
1
"
;

} p
r
i
n
t
"
<
=
p
"
.
$
f
o
u
r
1
.
"
+
p
"
.
$
f
o
u
r
2
.
"
\
n
"
;

}
}
}
}
}
}
}
}
}
}

#
e
n
d
u
p
w
i
t
h
6
,
s
t
a
r
t
w
i
t
h
4

f
o
r
(
$
h
=
1
;
$
h
<
=
5
;
$
h
+
+
)
{
i
f
(
$
h
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
i
=
$
h
+
1
;
$
i
<
=
6
;
$
i
+
+
)
{
i
f
(
$
i
!
=
$
d
e
a
l
e
r
)
{
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f
o
r
(
$
j
=
$
i
+
1
;
$
j
<
=
7
;
$
j
+
+
)
{
i
f
(
$
j
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
k
=
$
j
+
1
;
$
k
<
=
8
;
$
k
+
+
)
{
i
f
(
$
k
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
m
=
1
;
$
m
<
=
8
;
$
m
+
+
)
{
i
f
(
$
m
!
=
$
d
e
a
l
e
r
&
&
$
m
!
=
$
h
&
&
$
m
!
=
$
i
&
&
$
m
!
=
$
j
&
&
$
m
!
=
$
k
)
{

f
o
r
(
$
n
=
$
m
+
1
;
$
n
<
=
8
;
$
n
+
+
)
{
i
f
(
$
n
!
=
$
d
e
a
l
e
r
&
&
$
n
!
=
$
h
&
&
$
n
!
=
$
i
&
&
$
n
!
=
$
j
&
&
$
n
!
=
$
k
&
&
$
n
!
=
$
m
)
{

@
t
o
p
=
s
o
r
t
(
$
h
,
$
i
,
$
j
,
$
k
,
$
m
,
$
n
)
;

@
b
o
t
t
o
m
=
(
$
h
,
$
i
,
$
j
,
$
k
)
;

@
s
i
d
e
1
=
s
o
r
t
(
$
h
,
$
i
,
$
j
,
$
k
,
$
m
)
;

@
s
i
d
e
2
=
s
o
r
t
(
$
h
,
$
i
,
$
j
,
$
k
,
$
n
)
;

$
t
o
p
=
j
o
i
n
(
"
"
,
@
t
o
p
)
;
$
b
o
t
t
o
m
=
j
o
i
n
(
"
"
,
@
b
o
t
t
o
m
)
;
$
s
i
d
e
1
=
j
o
i
n
(
"
"
,
@
s
i
d
e
1
)
;
$
s
i
d
e
2
=
j
o
i
n
(
"
"
,
@
s
i
d
e
2
)
;

p
r
i
n
t
"
p
"
.
$
t
o
p
.
"
+
p
"
.
$
b
o
t
t
o
m
;

#
C
H
A
N
G
E
W
H
E
N
D
E
A
L
E
R
C
H
A
N
G
E
S

#
t
h
i
s
s
a
y
s
i
f
o
u
r
f
o
u
r
s
o
m
e
a
t
t
h
e
b
o
t
t
o
m
i
s
u
n
q
u
a
l
i
f
i
e
d
,
w
e
g
e
t
a
p
l
u
s
1
.

i
f
(
$
b
o
t
t
o
m
e
q
"
3
4
5
6
"
|
|
$
b
o
t
t
o
m
e
q
"
3
4
7
8
"
|
|
$
b
o
t
t
o
m
e
q
"
5
6
7
8
"
)

{

p
r
i
n
t
"
+
1
"
;

} p
r
i
n
t
"
<
=
p
"
.
$
s
i
d
e
1
.
"
+
p
"
.
$
s
i
d
e
2
.
"
\
n
"
;

}
}
}
}
}
}
}
}
}
}
}
}

#
e
n
d
u
p
w
i
t
h
7
,
s
t
a
r
t
w
i
t
h
5

f
o
r
(
$
g
=
1
;
$
g
<
=
4
;
$
g
+
+
)
{
i
f
(
$
g
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
h
=
$
g
+
1
;
$
h
<
=
5
;
$
h
+
+
)
{
i
f
(
$
h
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
i
=
$
h
+
1
;
$
i
<
=
6
;
$
i
+
+
)
{
i
f
(
$
i
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
j
=
$
i
+
1
;
$
j
<
=
7
;
$
j
+
+
)
{
i
f
(
$
j
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
k
=
$
j
+
1
;
$
k
<
=
8
;
$
k
+
+
)
{
i
f
(
$
k
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
m
=
1
;
$
m
<
=
8
;
$
m
+
+
)
{
i
f
(
$
m
!
=
$
d
e
a
l
e
r
&
&
$
m
!
=
$
g
&
&
$
m
!
=
$
h
&
&
$
m
!
=
$
i
&
&
$
m
!
=
$
j
&
&
$
m
!
=
$
k
)
{

f
o
r
(
$
n
=
$
m
+
1
;
$
n
<
=
8
;
$
n
+
+
)
{
i
f
(
$
n
!
=
$
d
e
a
l
e
r
&
&
$
n
!
=
$
g
&
&
$
n
!
=
$
h
&
&
$
n
!
=
$
i
&
&
$
n
!
=
$
j
&
&
$
n
!
=
$
k
&
&
$
n
!
=
$
m
)
{

@
t
o
p
=
s
o
r
t
(
$
g
,
$
h
,
$
i
,
$
j
,
$
k
,
$
m
,
$
n
)
;

@
b
o
t
t
o
m
=
(
$
g
,
$
h
,
$
i
,
$
j
,
$
k
)
;

@
s
i
d
e
1
=
s
o
r
t
(
$
g
,
$
h
,
$
i
,
$
j
,
$
k
,
$
m
)
;

@
s
i
d
e
2
=
s
o
r
t
(
$
g
,
$
h
,
$
i
,
$
j
,
$
k
,
$
n
)
;

$
t
o
p
=
j
o
i
n
(
"
"
,
@
t
o
p
)
;
$
b
o
t
t
o
m
=
j
o
i
n
(
"
"
,
@
b
o
t
t
o
m
)
;
$
s
i
d
e
1
=
j
o
i
n
(
"
"
,
@
s
i
d
e
1
)
;
$
s
i
d
e
2
=
j
o
i
n
(
"
"
,
@
s
i
d
e
2
)
;

p
r
i
n
t
"
p
"
.
$
t
o
p
.
"
+
p
"
.
$
b
o
t
t
o
m
;



80

p
r
i
n
t
"
<
=
p
"
.
$
s
i
d
e
1
.
"
+
p
"
.
$
s
i
d
e
2
.
"
\
n
"
;

}
}
}
}
}
}
}
}
}
}
}
}
}
}

4
.1

0
A

p
p

e
n
d
ix

:
M

A
P

L
E

C
o
m

m
a
n
d
s

fo
r

V
1

L
o
o
k
i
n
g
a
t
V
a
m
o
s
m
a
t
r
o
i
d
,
1
d
e
a
l
i
n
g
.

L
o
o
k
f
o
r
o
p
t
i
m
a
l
v
a
l
u
e
o
f
l
a
m
b
d
a
.

>
w
i
t
h
(
O
p
t
i
m
i
z
a
t
i
o
n
)
:

S
u
b
m
o
d
u
l
a
r
i
t
i
e
s
f
r
o
m
M
A
T
H
L
A
B
/
V
a
m
o
s
_
1
d
e
a
l
s
/
s
u
b
m
o
d
u
l
a
r
i
t
i
e
s
.
t
x
t
,
g
e
n
e
r
a
t
e
d
b
y
p
e
r
l
p
r
o
g
r
a
m

>
s
u
b
m
o
d
u
l
a
r
i
t
i
e
s
:
=
{
<
r
e
s
u
l
t
s
o
f
p
r
o
g
r
a
m
>
}
:

>
b
o
u
n
d
s
:
=
{
1
<
=
p
2
,
1
<
=
p
3
,
1
<
=
p
4
,
1
<
=
p
5
,
1
<
=
p
6
,
1
<
=
p
7
,
1
<
=
p
8
,
p
2
<
=
1
+
l
a
m
b
,

p
3
<
=
1
+
l
a
m
b
,
p
4
<
=
1
+
l
a
m
b
,
p
5
<
=
1
+
l
a
m
b
,
p
6
<
=
1
+
l
a
m
b
,
p
7
<
=
1
+
l
a
m
b
,
p
8
<
=
1
+
l
a
m
b
}
;

>
m
o
n
o
t
o
n
i
c
i
t
i
e
s
:
=
{
p
2
3
4
5
6
7
<
=
p
2
3
4
5
6
7
8
,
p
2
3
4
5
6
8
<
=
p
2
3
4
5
6
7
8
,
p
2
3
4
5
7
8
<
=
p
2
3
4
5
6
7
8
,
p
2
3
4
6
7
8
<
=
p
2
3
4
5
6
7
8
,

p
2
3
5
6
7
8
<
=
p
2
3
4
5
6
7
8
,
p
2
4
5
6
7
8
<
=
p
2
3
4
5
6
7
8
,
p
3
4
5
6
7
8
<
=
p
2
3
4
5
6
7
8
}
;

>
Z
Y
9
8
:
=
{
p
2
+
1
+
2
*
p
3
4
+
2
*
p
5
6
+
(
p
2
7
8
+
1
)
+
4
*
p
2
3
4
5
6
+
p
3
4
5
6
7
8
<
=
3
*
p
2
3
4
+
3
*
p
2
5
6
+
3
*
p
3
4
5
6
+
p
3
4
7
8
+
p
5
6
7
8
}
;

>
D
i
:
=
{
3
*
(
p
2
+
1
)
+
5
*
p
3
4
+
3
*
p
5
6
+
2
*
(
p
2
7
8
+
1
)
+
9
*
p
2
3
4
5
6
+
2
*
p
3
4
5
6
7
8
<
=
8
*
p
2
3
4
+
6
*
p
2
5
6
+
6
*
p
3
4
5
6
+
2
*
p
3
4
7
8
+
2
*
p
5
6
7
8
}
;

>
D
i
i
:
=
{
2
*
(
p
2
+
1
)
+
3
*
p
3
4
+
5
*
p
5
6
+
p
7
8
+
2
*
(
p
2
7
8
+
1
)
+
7
*
p
2
3
4
5
6
+
4
*
p
3
4
5
6
7
8
<
=
5
*
p
2
3
4
+
6
*
p
2
5
6
+
6
*
p
3
4
5
6
+
3
*
p
3
4
7
8
+
4
*
p
5
6
7
8
}
;

>
D
i
i
i
:
=
{
2
*
(
p
2
+
1
)
+
7
*
p
3
4
+
4
*
p
5
6
+
2
*
(
p
2
7
8
+
1
)
+
9
*
p
2
3
4
5
6
+
4
*
p
3
4
5
6
7
8
<
=
8
*
p
2
3
4
+
5
*
p
2
5
6
+
9
*
p
3
4
5
6
+
3
*
p
3
4
7
8
+
3
*
p
5
6
7
8
}
;

>
D
i
v
:
=
{
p
2
+
1
+
5
*
p
3
4
+
5
*
p
5
6
+
2
*
(
p
2
7
8
+
1
)
+
9
*
p
2
3
4
5
6
+
2
*
p
3
4
5
6
7
8
<
=
6
*
p
2
3
4
+
6
*
p
2
5
6
+
8
*
p
3
4
5
6
+
2
*
p
3
4
7
8
+
2
*
p
5
6
7
8
}
;

>
D
v
:
=
{
p
2
+
1
+
7
*
p
3
4
+
4
*
p
5
6
+
p
7
8
+
2
*
(
p
2
7
8
+
1
)
+
9
*
p
2
3
4
5
6
+
4
*
p
3
4
5
6
7
8
<
=
7
*
p
2
3
4
+
5
*
p
2
5
6
+
9
*
p
3
4
5
6
+
4
*
p
3
4
7
8
+
3
*
p
5
6
7
8
}
;

>
D
v
i
:
=
{
p
2
+
1
+
5
*
p
3
4
+
5
*
p
5
6
+
2
*
(
p
2
7
8
+
1
)
+
7
*
p
2
3
4
5
6
+
4
*
p
3
4
5
6
7
8
<
=
5
*
p
2
3
4
+
5
*
p
2
5
6
+
8
*
p
3
4
5
6
+
3
*
p
3
4
7
8
+
3
*
p
5
6
7
8
}
;

>
n
o
n
S
h
a
n
n
o
n
:
=
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
Z
Y
9
8
,
D
i
)
,
D
i
i
)
,
D
i
i
i
)
,
D
i
v
)
,
D
v
)
,
D
v
i
)
;

>
M
i
n
i
m
i
z
e
(
l
a
m
b
,
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
n
o
n
S
h
a
n
n
o
n
,
s
u
b
m
o
d
u
l
a
r
i
t
i
e
s
)
,
b
o
u
n
d
s
)
,
m
o
n
o
t
o
n
i
c
i
t
i
e
s
)
,
a
s
s
u
m
e
=
n
o
n
n
e
g
a
t
i
v
e
)
;

[
0
.
1
2
4
9
9
9
9
9
9
8
2
8
7
2
6
,
[
l
a
m
b
=
0
.
1
2
4
9
9
9
9
9
9
8
2
8
7
2
6
3
5
2
,
p
2
=
1
.
1
2
4
9
9
9
9
9
9
8
2
8
7
2
7
2
3
,
.
.
.
]
]

W
i
t
h
j
u
s
t
Z
Y
9
8
D
o
n
’
t
g
e
t
a
n
y
t
h
i
n
g
b
e
t
t
e
r

>
M
i
n
i
m
i
z
e
(
l
a
m
b
,
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
Z
Y
9
8
,
s
u
b
m
o
d
u
l
a
r
i
t
i
e
s
)
,
b
o
u
n
d
s
)
,
m
o
n
o
t
o
n
i
c
i
t
i
e
s
)
,
a
s
s
u
m
e
=
n
o
n
n
e
g
a
t
i
v
e
)
;

[
0
.
1
2
4
9
9
9
9
9
9
9
8
1
8
6
2
,
[
l
a
m
b
=
0
.
1
2
4
9
9
9
9
9
9
9
8
1
8
6
1
5
2
3
,
p
2
=
1
.
1
2
4
9
9
9
9
9
9
9
8
1
8
6
1
6
2
,
.
.
.
]
]

A
l
s
o
c
o
n
s
i
d
e
r
A
=
7
8
,
D
=
1
2
,
B
=
3
4
,
C
=
5
6
.

>
Z
Y
b
:
=
{
p
7
8
+
2
*
p
3
4
+
2
*
p
5
6
+
p
2
7
8
+
1
+
4
*
p
3
4
5
6
7
8
+
p
2
3
4
5
6
<
=
3
*
p
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]
.
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.
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.
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]
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]
.
$
i
k
m
[
1
]
.
$
i
k
m
[
2
]
.
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;
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]
.
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.
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.
"
<
=
p
"
.
$
i
j
m
[
0
]
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"
;
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]
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.
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.
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.
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]
.
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.
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]
.
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.
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]
.
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.
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.
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n
"
;
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r
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t
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p
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]
.
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m
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]
.
$
i
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k
m
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]
.
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.
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]
.
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.
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.
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]
.
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.
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.
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]
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.
"
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"
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p
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t
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$
i
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]
.
$
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m
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.
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.
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.
"
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.
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]
.
$
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.
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=
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.
$
i
k
m
[
0
]
.
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.
$
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.
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j
k
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]
.
$
j
k
m
[
1
]
.
$
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.
"
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;

}
}
}
}
}
}
}
}
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(
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+
+
)
{
i
f
(
$
i
!
=
$
d
e
a
l
e
r
)
{

f
o
r
(
$
j
=
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$
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(
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=
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(
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=
$
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e
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)
{
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o
r
(
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=
1
;
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<
=
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;
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+
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)
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i
f
(
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!
=
$
d
e
a
l
e
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&
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=
$
i
&
&
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=
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&
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=
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{
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r
(
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=
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&
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=
$
i
&
&
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=
$
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&
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=
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m
)
{
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f
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v
e
=
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t
(
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,
$
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,
$
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,
$
m
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n
)
;

@
t
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r
e
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(
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,
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;
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=
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(
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,
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,
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;
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=
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;
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v
e
)
;
$
t
h
r
e
e
=
j
o
i
n
(
"
"
,
@
t
h
r
e
e
)
;
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u
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=
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@
f
o
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$
f
o
u
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=
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o
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;
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h
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l
i
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r
i
f
o
n
e
o
f
o
u
r
f
o
u
r
s
o
m
e
s
i
s
N
O
T
q
u
a
l
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i
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w
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d
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o
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g
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t
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1
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r
i
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t
"
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.
"
+
p
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.
$
t
h
r
e
e
;

i
f
(
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(
$
t
h
r
e
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e
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|
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r
e
e
e
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"
2
5
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$
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e
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5
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e
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p
r
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;

} p
r
i
n
t
"
<
=
p
"
.
$
f
o
u
r
1
.
"
+
p
"
.
$
f
o
u
r
2
.
"
\
n
"
;
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i
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{
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;
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;
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;
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;

p
r
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m
;
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i
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e
q
"
1
2
3
4
"
|
|
$
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o
t
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7
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)
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p
r
i
n
t
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"
;

} p
r
i
n
t
"
<
=
p
"
.
$
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d
e
1
.
"
+
p
"
.
$
s
i
d
e
2
.
"
\
n
"
;
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=
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=
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i
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i
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e
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;

p
r
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t
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p
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.
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m
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p
r
i
n
t
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$
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d
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2
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"
\
n
"
;
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V
6

6
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d
e
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i
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(
O
p
t
i
m
i
z
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t
i
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s
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b
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i
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c
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y
t
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e
p
r
o
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g
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e
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u
b
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t
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p
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n
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s
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n
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i
t
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s
i
n
g
E
m
a
c
s
t
o
b
e
t
h
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r
i
g
h
t
f
o
r
m
a
t
f
o
r
M
A
P
L
E

>
s
u
b
m
o
d
u
l
a
r
i
t
i
e
s
:
=
{
<
r
e
s
u
l
t
s
o
f
p
r
o
g
r
a
m
>
}
:

>
b
o
u
n
d
s
:
=
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=
p
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,
1
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=
p
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,
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p
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1
<
=
p
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,
1
<
=
p
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,
1
<
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p
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,
p
1
<
=
1
+
l
a
m
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,
p
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1
+
l
a
m
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p
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1
+
l
a
m
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=
1
+
l
a
m
b
,
p
7
<
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1
+
l
a
m
b
,
p
8
<
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1
+
l
a
m
b
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;

>
m
o
n
o
t
o
n
i
c
i
t
i
e
s
:
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{
p
1
2
3
4
5
7
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=
p
1
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8
,
p
1
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4
5
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p
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p
1
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p
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7
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p
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7
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p
2
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p
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+
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D
i
c
:
=
{
3
*
p
1
2
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(
p
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+
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4
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>
D
i
d
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{
3
*
p
7
8
+
5
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(
p
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+
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3
*
p
3
4
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2
*
p
1
2
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p
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5
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2
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:

>
D
i
:
=
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
D
i
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,
D
i
b
)
,
D
i
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,
D
i
d
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:

>
M
i
n
i
m
i
z
e
(
l
a
m
b
,
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
‘
u
n
i
o
n
‘
(
D
i
,
b
o
u
n
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,
m
o
n
o
t
o
n
i
c
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i
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,
s
u
b
m
o
d
u
l
a
r
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t
i
e
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,
a
s
s
u
m
e
=
n
o
n
n
e
g
a
t
i
v
e
)
;

[
0
.
1
1
7
6
4
7
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CHAPTER 5

Information Rates of Minimal Non-Matroid-Related Access
Structures

5.1 The King and n Pawns Access Structures

Definition 5.1. We define the king and n pawns access structure Γn for n ≥ 1 on

the set of participants Pn = {k, p1, . . . , pn} by

Γn = {{k, pi}|1 ≤ i ≤ n} ∪ {{p1, . . . , pn}}.

In Γn the king k and any one pawn pi may reconstruct the secret, as may the set

of all pawns. However, the king may not reconstruct the secret alone, nor may any

proper subset of the pawns. This access structure may be pictured as in Figure 5.1.

The access structures Γn for n ≥ 3, along with the three access structures

{{a, b}, {b, c}, {c, d}}

{{a, b}, {a, c}, {a, d}, {b, c}}

{{a, b}, {a, c}, {b, c, d}},

k

p1 p2 . . . pn

�
�

�
�

�
�
��

@
@
@
@�
 �	

Figure 5.1: The King and n Pawns Access Structure
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are the minor-minimal, non-matroid-related access structures [24]. Here we use “mi-

nor” in the sense of Definition 2.39. Any minor of one of these structures must

therefore be matroid related, and any non-matroid related access structure must

have one of these structures as a minor. Stinson [27] demonstrated that these last

three access structures, as well as Γ3, all have information rates of 2
3
. Here we find

the exact information rates for all structures in the infinite class {Γn}n≥2.

The main theorem of this chapter is the following.

Theorem 5.2. For n ≥ 2,

ρ(Γn) =
n− 1

2n− 3
.

We will prove Theorem 5.2 by showing that n−1
2n−3

is both an upper and a lower

bound for the information rate of Γn.

By Theorem 2.40, we have the following corollary.

Corollary 5.3. Any access structure with the king and n pawns access structure as

a minor has information rate at most n−1
2n−3

.

For the sake of readability, in the following we abbreviate h({x1, . . . , xi}) by

h(x1 . . . xi).

5.2 Example: An Upper Bound for the Information Rate of Γ5

The proof of the upper bound for general Γn will involve adding up a large col-

lection of inequalities resulting from submodularity, +-submodularity, and monoton-

icity. In order to give the reader a picture of what is going on in the proof, we first

provide a small example. We will work out the upper bound for ρ(Γ5), using visual

representations of the inequalities involved. For the remainder of this section, fix an

arbitrary secret sharing scheme realizing Γ5.
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Consider Figure 5.2. This figure may be thought of as showing four “pages” of a

book whose spine is

{p1} − {p1p2} − {p1 . . . p3} − {p1 . . . p4} − {p1 . . . p5} − {kp1 . . . p5}.

Each “page” represents a sum of inequalities.

When we add the Shannon inequalities represented by the diamonds in Figure

5.2, it can be seen from the picture that many terms will cancel out. For example,

p1p2 is on the bottom of one diamond but on the side of another, so h(p1p2) will

cancel out when we add the corresponding inequalities. We will end up with

h(p1) + 4h(kp1 . . . p5) + 4 ≤h(kp1 . . . p4) + h(kp1p2p3p5) + h(kp1p2p4p5)

+ h(kp1p3p4p5) + h(p1 . . . p5).

To this we further add the following inequalities, results of monotonicity:

h(kp1p2p3p5) ≤h(kp1 . . . p5)

h(kp1p2p4p5) ≤h(kp1 . . . p5)

h(kp1p3p4p5) ≤h(kp1 . . . p5)

h(p1 . . . p5) ≤h(kp1 . . . p5).

Cancelling terms yields

(5.1) h(p1) + 4 ≤ h(kp1 . . . p4).

Now consider Figure 5.3. This figure looks like four pages of a book with spine

∅ − {k} − {kp1} − {kp1p2} − {kp1 . . . p3} − {kp1 . . . p4}.

Summing the inequalities represented by this figure yields

(5.2) h(kp1 . . . p4) + 3 ≤ h(p1) + h(p2) + h(p3) + h(p4) + h(k).
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We observe that {kp1 . . . p4} occurs on the top of a diamond in Figure 5.3, whereas

in Figure 5.2 it occurred on the side of a diamond. Conversely, p1 occurs on the side

of diamond in Figure 5.3 but was on the bottom of a diamond in Figure 5.2. This

makes inequalities 5.1 and 5.2 fit together quite nicely. Adding these two inequalities

and cancelling terms gives

7 ≤ h(p2) + h(p3) + h(p4) + h(k),

which implies

7 ≤ 4 max
p∈{k,p2,p3,p4}

h(p).

This means at least one participant p must have normalized entropy at least 7/4,

hence information rate at most 4/7. Since we started with an arbitrary secret sharing

scheme for Γ5, we conclude that

ρ(Γ5) ≤ 4

7
.

5.3 An Upper Bound for the Information Rate of Γn

For the general proof of the upper bound for the information rate of Γn, we need

a couple of lemmas.

Lemma 5.4. The function h satisfies

h(p1) + (n− 1) ≤ h(kp1 . . . pn−1)

Proof. For any i in the range 2 ≤ i ≤ n, we have (interpreting pn+1, . . . , pn as an

empty sequence)

{p1, . . . , pn} ∈ Γ,

{k, p1, . . . , pi−1, pi+1, . . . , pn} ∈ Γ

{p1, . . . , pi−1, pi+1, . . . , pn} /∈ Γ.
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By +-submodularity this produces the inequality

h(p1 . . . pi−1pi+1 . . . pn) + h(kp1 . . . pn) + 1 ≤ h(p1 . . . pn) + h(kp1 . . . pi−1pi+1 . . . pn).

Adding the submodular inequality

h(p1 . . . pn) + h(p1 . . . pi−1) ≤ h(p1 . . . pi) + h(p1 . . . pi−1pi+1 . . . pn)

gives us

(5.3) h(kp1 . . . pn) + h(p1 . . . pi−1) + 1 ≤ h(kp1 . . . pi−1pi+1 . . . pn) + h(p1 . . . pi).

Summing (5.3) over i from 2 to n, we get

(n− 1)h(kp1 . . . pn) +
n−1∑
i=1

h(p1 . . . pi) + (n− 1) ≤

n∑
i=2

h(kp1 . . . pi−1pi+1 . . . pn) +
n∑
i=2

h(p1 . . . pi).

To this we add the monotonicities h(kp1 . . . pi−1pi+1 . . . pn) ≤ h(kp1 . . . pn) for i

from 2 to n − 1 (not n) and h(p1 . . . pn) ≤ h(kp1 . . . pn). Cancelling terms gives us

the desired result.

We observe that inequality (5.3) corresponds to the sum of inequalities in one

“page” of Figure 5.2. The final result of Lemma 5.4 corresponds to inequality (5.1)

in the example we worked with Γ5.

Similarly, inequality (5.4) in the next lemma corresponds to summing the in-

equalities in one “page” of Figure 5.3. The final result of the lemma corresponds

to the sum of all “pages” from Figure 5.3 that contain a diamond resulting from

+-submodularity.

Lemma 5.5. The function h satisfies the inequality

h(kp1 . . . pn−1) + (n− 2) ≤ h(kp1) +
n−1∑
i=2

h(pi).
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Proof. For any i in the range 2 ≤ i ≤ n− 1, we have {kp1} ∈ Γ,

{kpi} ∈ Γ, and {k} /∈ Γ. By +-submodularity this produces the inequality

h(kp1pi) + h(k) + 1 ≤ h(kp1) + h(kpi).

Adding this to the submodular inequalities

h(kpi) ≤ h(k) + h(pi)

and

h(kp1 . . . pi) + h(kp1) ≤ h(kp1 . . . pi−1) + h(kp1pi)

gives us

(5.4) h(kp1 . . . pi) + 1 ≤ h(kp1 . . . pi−1) + h(pi)

Summing (5.4) over i from 2 to n− 1, we get

n−1∑
i=2

h(kp1 . . . pi) + (n− 2) ≤
n−2∑
i=1

h(kp1 . . . pi) +
n−1∑
i=2

h(pi)

which simplifies to the desired result.

If we were to draw visual representations for Γn as we did for Γ5, Lemmas 5.5 and

5.4 would now have accounted for every “page” except the one corresponding to the

submodularity

h(kp1) ≤ h(p1) + h(k).

The proof of the theorem mainly consists of adding that last “page” to the results

of the two lemmas, and interpreting the resulting inequality.

Theorem 5.6. For the king and n-pawn access structure Γn

ρ(Γn) ≤ n− 1

2n− 3
.
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Proof. From Lemma 5.4 we have

h(p1) + (n− 1) ≤ h(kp1 . . . pn−1)

and from Lemma 5.5 we have

h(kp1 . . . pn−1) + (n− 2) ≤ h(kp1) +
n−1∑
i=2

h(pi)

We add to these inequalities the submodularity

h(kp1) ≤ h(p1) + h(k)

to obtain

(2n− 3) ≤ h(k) +
n−1∑
i=2

h(pi).

Since

h(k) +
n−1∑
i=2

h(pi) ≤ (n− 1) max
p∈{k,p2...pn−1}

h(p)

at least one participant p must satisfy

h(p) ≥ 2n− 3

n− 1
,

equivalently,

ρ(p) ≤ n− 1

2n− 3
.

Thus any secret sharing scheme for Γn must have information rate at most n−1
2n−3

, and

we conclude ρ(Γn) ≤ n−1
2n−3

.

5.4 Schemes Realizing the Best Possible Information Rate for Γn

By the definition of information rate for an access structure, in order to prove a

lower bound of n−1
2n−3

on ρ(Γn) it suffices to construct a secret sharing scheme Σ for

Γn realizing ρ(Σ) = n−1
2n−3

. We begin by exhibiting two schemes for Γn, Σ1 and Σ2,
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neither of which will attain the desired information rate. We will then take Σ to be

a suitable weighted average of Σ1 and Σ2. For the constructions of Σ1 and Σ2 we

assume the secret, s, is selected from the finite field Zq where q is a prime greater

than (2n− 1).

For the scheme Σ1 we take a variant of an (n, 2n− 1) threshold scheme from [25],

which we describe here. To share the secret s we choose uniformly at random a

polynomial f(x) over Zq of degree at most n − 1 with f(0) = s. The king then

receives as his Σ1-share the values f(1), f(2), . . . , f(n− 1), and each pi for 1 ≤ i ≤ n

receives the value f(n − 1 + i). That Σ1 is indeed a secret sharing scheme for Γn

follows from the discussion of threshold schemes in [25].

Lemma 5.7. Each participant’s Σ1-share will occur with uniform distribution over

the appropriate domain.

Proof. First, we observe that any n equations of the form f(x1) = y1 ,. . . , f(xn) = yn

for distinct values x1, . . . , xn are satisfied by exactly one polynomial f of degree

at most n − 1. For m < n such equations f(x1) = y1, . . . , f(xm) = ym, there

will be exactly qn−m polynomials that satisfy the set of equations. To see this, fix

xm+1, . . . , xn distinct from each other and from the first m values of x. There are

qn−m ways to choose values ym+1, . . . , yn ∈ Zq, and each choice of values will yield a

unique polynomial.

We also observe that since the secret s was chosen uniformly, and the polynomial

f of degree at most n − 1 was chosen uniformly given the constraint f(0) = s, it

follows that all polynomials f over Zq of degree at most n − 1 are equally likely to

be used in Σ1.

From the above observations, we see that any possible (n− 1)-tuple of values for

the king will be realized by q distinct polynomials. Since each polynomial is equally
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likely, the king’s Σ1-share will be uniformly distributed over Zn−1
q . Similarly, any

pawn’s share will be realized by qn−1 distinct polynomials, each equally likely, and

so a pawn’s share will be uniformly distributed over Zq.

The scheme Σ2 is created using the decomposition method [27, 28], but the result-

ing scheme is simple enough to describe directly. We use a (2, 2) threshold scheme

and an (n, n) threshold scheme, also discussed in [27]. For the (2, 2) threshold scheme,

we distribute shares to members of the minimal qualified sets {k, pi} for 1 ≤ i ≤ n,

giving the king a random share r ∈ Zq, and giving each pawn the modular sum r+s.

For the (n, n) threshold scheme, we distribute shares to members of the remaining

minimal qualified set {p1, . . . , pn} by giving random values ri, 1 ≤ i ≤ n − 1 to the

first n− 1 pawns, and giving to pn the share

s+
n−1∑
i=1

ri.

The king’s Σ2-share will be just his share from the (2, 2) scheme. A pawn’s Σ2-share

will consist of his shares from both the (2, 2) and (n, n) schemes.

Any qualified set in Γn will be qualified in either the (2, 2) or the (n, n) threshold

scheme, and so will be qualified under Σ2. Any set X ⊂ Pn not in Γn will not

be qualified in either of the threshold schemes being used for Σ2. If all random

numbers are chosen independently and uniformly, X will be unqualified under Σ2.

Furthermore, the Σ2 shares for the king and each pawn will be uniformly distributed

over Zq and (Zq)
2, respectively.

We are now ready to construct the scheme Σ, which will allow us to share a secret

that consists of n− 1 secrets from Zq. To do this we share one secret using Σ1, and

n−2 secrets using different instantiations of Σ2. We use uniformly and independently

generated random numbers for each instantiation of a secret sharing scheme.
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Theorem 5.8.

ρ(Σ) =
n− 1

2n− 3
.

Proof. The king’s Σ-share will consist of (n − 1) + (n − 2) = 2n − 3 shares from

Zq. By Lemma 5.7 and the discussion regarding Σ2 any Σ-share for the king will be

equally likely, and so by Lemma 2.12,

ρ(k) =
H(S)

H(k)
=

log(qn−1)

log(q2n−3)
=

n− 1

2n− 3
.

Similarly, each pawn’s Σ-share will consist of 1 + 2(n− 2) = 2n− 3 shares from Zq,

all possible Σ-shares having equal likelihood, and so we also have

ρ(p) =
n− 1

2n− 3
.

Thus

ρ(Σ) = min{ρ(k), ρ(p)} =
n− 1

2n− 3
.

Theorem 5.9. For the king and n-pawn access structure Γn

ρ(Γn) ≥ n− 1

2n− 3
.

Proof. This follows immediately from Theorem 5.8 and the definition of information

rate for an access structure.
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