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ABSTRACT

RAZOR: A VARIABILITY-TOLERANT DESIGN METHODOLOGY FO R LOW-
POWER AND ROBUST COMPUTING

by

Shidhartha Das

Chair; David T. Blaauw

Rising PVT variations at advanced process nodes makeréaisingly difficult to
meet aggressive performance targets under strict power Budgetlitional adaptive
techniques that compensate for PVT variations need sai@tgins and cannot respond
to rapid environmental changes. In this thesis, we presaovel voltage management
technique, called Razor, which eliminates worst-caseysafatgins througln situ error
detection and correction of variation-induced delay erlarRazor, we use a delay-error
tolerant flip-flop on critical paths to scale the supphtage to the point of first failure of
a die for a given frequency. Thus, all margins due to glaha local PVT variations are
eliminated, resulting in significant energy savings. In aolditthe supply voltage can be
scaled even lower than the first failure point into Hub-critical region, deliberately
tolerating a targeted error rate, thereby providing additienaergy savings. Thus, in the
context of Razor, a timing error is not a catastroplystesn failure but a trade-off
between the overhead of error-correction and the iaddltenergy savings due to sub-
critical operation. In Razor, the error-rate is momatband the supply voltage is tuned to
achieve a targeted error-rate.

We developed two techniques, called Razorl and Razomljniplementation of

Razor-based voltage tuning in microprocessors. The Raggmoach achieves error-

Xiv



detection by double-sampling the critical-path output at @ifferpoints in time and

comparing both samples. A global recovery signal oxiegws the earlier, speculative
sample with the later sample and restores the pipelinatst correct state. We

implemented Razorl error-detection and correction B4hit processor in 0.18micron
technology and obtained 50% energy savings over the wasetat 120MHz. However,

the efficacy of the Razorl technique for high-performapaecessors is undermined by
its reliance on a metastability-detector and potentiaillging-critical pipeline recovery

path.

The Razorll approach addresses this issue by achieving rgdowm delay-errors
through a conventional, architectural-replay mechanismorfletection in Razorll
occurs by flagging spurious transitions at critical-path emdpoFurthermore, Razorll
also detects logic and register SER. We implementRdzarll-enabled 64bit processor
in 0.13um technology and obtained 33% power savings over the wasst- SER

tolerance was demonstrated with radiation experiments

XV



CHAPTER 1

NTRODUCTION

In the last few years, the computational capabilitynobile and hand-held devices
has witnessed phenomenal improvements. Heavyweight conimpemsive applications
such as 3-D graphics, audio/video, internet access and garhioly were traditionally
exclusive to the domain of desktop computers are nowadaifor mobile platforms as
well. This is evident in the evolution of the mobile phoin the last decade and half
mobile phones have shown more than 50X improvementalk-time per gram of
battery. Indeed, the surge in the market for smartphdvdebile Internet Devices
(MIDs) and Ultra-Mobile Personal Computers (UMPCs) igeeted to push the
performance envelope of mobile processors in the conaagsy

A key technique that has led to such performance improverhastseen technology
scaling at the rate dictated by the Moore’s Law [7]. Byinking transistor dimensions,
designers can deliver consistent improvements in compuhicapability of processors
through higher integration levels and faster switchinggifsé Thus, technology scaling
has been the fundamental driver that has fuelled thetiyroithe semiconductor industry
over the past decades. Traditionally, supply voltage afgmsnrs has also reduced with
each process generation. Hence, in addition to peafocen improvements, technology
scaling delivered power savings as well. However, startinly the 65nm node, higher
transistor integration levels, combined with almost stamt supply voltages and
stagnation of energy efficiency, has caused poweruropison of processors to actually
worsen at aggressive process nodes. This has creatstya paradox: more transistors
can now be fitted on a die; however, they cannot be usedods&ict power limits.

! Comparison of standard configurations of Nokia 232 anda\l70 phones



Indeed, rising power dissipation is a fundamental baroeratds sustaining the current
rate of transistor integration [9].

Power consumption is especially relevant for battgygrated mobile processors as
they increasingly handle computationally demanding agmics under stringent power
budgets. This is a major concern because battery capalélg not kept pace with
performance demands. Power consumption issues are faxdegrbated by variations in
transistor performance at aggressive geometries. Duehdoirtherent lithographic
difficulties in manufacturing millions of transistorstiv very small feature sizes, some
dies operate much slower than others (up to 2x differeanebe commonly observed
between the fastest and slowest chips) [20]. Such madnufagprocess induced
differences in processor speeds across different chipscalled inter-die process
variations. Variations in transistor switching delayshwitthe same chip itself are called
intra-die variations.

In addition, transistors vary in performance due to gbhanin the ambient
environment. For instance, glitches in the power supply #uctuations in the
temperature conditions are a regular occurrence duringlythamic operation of the
processor [49][50][51]. Temperature and voltage conditioas also vary locally
between different parts of the same chip. In generalen high temperature or low-
voltage conditions, transistor switching speed betweerrt Istates is substantially
reduced. Designing robust circuits that can cope with thesations in silicon grade and
ambient conditions requires operation at a higher suwpphage. This ensures that any
unforeseen slow-down because of voltage glitches, higipdeature conditions and
process variations does not cause computing errors duecespos timing violations.

While the practice of adding a safety margin or scedalguardband” to the supply
voltage leads to robust circuit operation in presencaétions, it is also leads to higher
power consumption. At smaller geometries, variationssen due to inherent limitations
in accurately controlling the manufacturing process aedotterational environment of
transistors. This necessitates the use of even widegins as we scale transistor
technology. However, safety margins are not neededaliochips or for the entire
duration of their operational lifetime. Only a small getage of the manufactured chips
are inherently slow. Even for these slow chips, highly unlikely that they will exhibit
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Figure 1.1 Timing wall: A consequence of downsizing off-critial paths [40]

worst-case temperature and voltage conditions for ggnif periods of time during their

operation. For most chips, safety margins are unnecessaryjead to wasted battery
power. Thus, the fundamental issue with margining i ithseeks to budget for worst-

case conditions that occur extremely rarely in pracfihis leads to overly conservative
designs and adversely impacts the power budgets of prog¢bab are already stressed
due to rising performance demands.

A key observation to make from the above discussionaislblw-power and robust
operation are fundamentally at odds with each otheru&ottesigning requires larger
safety margins, such as a higher operating voltage, thickerconnects and wider
devices, at the expense of increased power consumptiotheGother hand, low-power
methodologies typically trade off circuit robustness improved energy efficiency. For
example, an effective low-power technique is Dynamictagd Scaling (DVS) which
enables quadratic savings in energy by scaling supply valiagey low CPU utilization
periods. However, low voltage operation causes sigtegiiy concerns by reducing the
static noise margins for sensitive circuits. Furtheemsensitivity to threshold voltage
variation also increases at low voltages [2] which tead to circuit failure. Another



popular technique for low-power relies on downsizing off-caitipaths [40]. This

balances path delays in the design leading to the Emcamning wall, as shown in

Figure 1.1. In a delay-balanced design, the likelihood ofmatric-yield failure

significantly increases because more paths can nows#ilp requirements. This
fundamental conflict between robustness and low-powracerbated due to rising
variations, leads to a very complex optimization spaberein achieving design closure
can be exceedingly difficult.

1.1 Categorizing sources of variations

In order to effectively address the issue of desigrucéos presence of variations, it
is helpful to analyze and categorize the different geairof variations based on their
spatial reach and temporal rate of change [20] , assemed in Table 1.1.

Spatial reach

Based on spatial reach, the source of variationsbeaglobal or local in extent.
Those that affect all transistors on the die gli@bal in nature. For example, voltage
fluctuations in the on-board Power Supply Unit (PSU) adfesctpply to the entire die.
Inter-die process variations and ambient temperatureotdrer such examples of
phenomena that affect all transistors on die and @meehclassified aglobal variations.
Jitter in the Phase Locked Loop (PLL) output adds uncegytén the system clock at the
root of the clock-tree and this uncertainty propagates/éosy latch and flip-flop driven
by the clock-tree. Similarly, ageing effects, such as eTiDependent Di-electric
Breakdown [42] (TDDB) and Negative Bias Temperature Instad¢il] (NBTI), can
also be categorized as predominantly global since akistams on the die experience
slow down due to these effects, over the course oifésme. Of course, all of the
aforementioned global phenomena affect individual tsams to varying extents
according to differences in their actual locations @n d

Contrary to global sources of variatidogcal effects are limited to a few transistors
in the immediate vicinity of each other. Voltage vhoias due to resistive drops in the
power grid and temperature hot-spots in regions of high Iswgcactivity have local
effects. Signal integrity issues caused due to inductive capacitive coupling noise



Table 1.1 Categorizing sources of variation

STATIC DYNAMIC
N A
e N Y

R EXTREMELY SLOW SLOW-CHANGING FAST-CHANGING
- | = Inter-die process Package/Die VDD PLL jitter
O g variations fluctuations
<C 9 Life-time degradation Ambient temperature
g o |meT, ToDB) variations
1 Intra-die process IR drop Coupling noise
< Z:I variations Temperature hot-spots (capacitive and Ldi/dt)
1o Local Clock-jitter (IR
E 9 drop in clock-tree)
U) |

TEMPORAL RATE OF CHANGE

events are extremely local and are restricted to asigmal nets near the aggressor. Intra-
die process variations cause some transistors o dipdrate faster (or slower) leading
to hold (or setup) violations, thereby affecting the allgfield. Similarly, clock-jitter due

to resistive voltage drops in selective drivers in theclchree leads to local timing

variations in combinational paths.

Temporal rate of change

In addition to spatial reach, local and global soumksariations can be further
classified as being “static” or “dynamic”, based onrtha&te of change with time.

Static Effects

Design uncertainties whose magnitudes do not vary sgnifly during processor
lifetime can be categorized as static. Thus, theydcbel

a) Invariant with time: Effects such as intra- and inter-die process variations
determine the nominal transistor speed and the overaégsor performance. However,
they are fixed after fabrication and remain effectivalyariant over the entire lifetime of
the processor.

b) Extremely slow-changing, spread over the lifetime of the die: Wear-out
mechanisms such as NBTI, TDDB and electro-migrationtgpeal examples of such



effects that gradually degrade processor performancet akeiy during its operational

lifetime.

Dynamic effects

Such effects develop during the course of the dynamic aperat the processor.
Both extremely fast, transient noise events as vgetl@v-changing ambient temperature
fluctuations fall in this category. Thus, dynamic eféecbuld be:

a) Slow-changing, spread over thousands of processor cycles or rmpr
Uncertainties attributed to the Voltage Regulation Modwieon-board parasitics can
cause supply voltage variations on-die. Such effects dewsler a range of few micro-
seconds or thousands of processor cycles. Local temperabt-spots also fall in this
category and have similar time constants. On ther dthed, variations in the ambient
temperature have comparatively slow rate of change.

b) Fast-changing, spread over tens of cycles or ledsiductive overshoots due to
package inductance cause supply voltage fluctuations [52], tiwigh constants of the
order of tens of processor cycles. Similarly resgstivops in the supply voltage network
(IR drop) due to high activity computations manifest themsebwer the course of a few
processor cycles.

c) Extremely fast-changing, spread over less than a cycl@ypically the effect of
coupling noise events on victim nets lasts for duratios tlean a cycle. In addition, PLL
jitter occurs on a cycle-by-cycle basis and is categdras extremely fast-changing.

In addition to silicon-grade and ambient conditions, inpettor dependence of
circuit delay is another major source of delay vasrain circuits which cannot be easily
captured in the above categories. Circuits exhibit worst-adelay for very specific
instruction and data sequences [11]. Most input vectors deemsitize the critical path
and, therefore, are not likely to fail even when opegatimder adverse ambient
conditions. Hence, for most computations, worst-cagetys margins are not required for
correctness and this further aggravates the energy wiaste$ inherent in conservative
design margining.



1.2 Adaptive design approaches

This growing energy waste has led to significant inteirest new approach to chip
design called “adaptive design”. The key idea of this appraacto tune system
parameters (supply voltage and frequency of operation) dthhengynamic operation of
a processor, specific to the native speed of eachaulieits run-time computational
workload. By dynamically tuning system parameters, suchnigeés mitigate the
performance and power overheads of excessive margining, Ththe transistors are
inherently faster, then the die automatically detelets and adjusts system parameters
accordingly. Of course, voltage and frequency scaling need®e within safe limits;
otherwise, the consequent slow-down of the transistmsesult in timing failures.

The most popular class of adaptive design techniqueslesl ¢ak “always-correct”
approach. The “always-correct” approach seeks to preuicfdilure voltage of a chip
and to tune the system to operate close to this pointk@hessue for such approaches is
to ensure that the operating voltage is not too aggresSoaesequently, safety margins
are required to be added to the predicted failure point in ardgrarantee computational
correctness. Accurate prediction of the fail ure pogofuires special circuits to monitor
circuit speeds in each die.

One approach for achieving this relies on the use of Kedc&canary circuits”.
Canary circuits are named after the practice of cagrganary birds to the pits, in the
early days of coal-mining. If the bird died, it warned thelers of the presence of
methane upon which they could retreat to safety. Imasi fashion, a replica of the
speed-limiting critical-path of the processor is used &samary” to indicate when the
actual processor is approaching failure. The replica-patiorsgtored for timing failures
as the supply voltage is scaled. Scaling is limited tgpthiet where the replica-path just
begins to experience timing failures.

For correct operation, it is required that the reppe#a fails sufficiently before the
failure of the processor. In this regard, one comphgaissue is that the location of the
replica-path on die differs from the actual criticatipaConsequently, the replica-path
experiences different intra-die variations and onaditage and frequency fluctuations
than the actual speed-path. Hence, safety margins edqgtor be added to the supply

voltage to account for such local variations (Table Irljuture technologies, the local



component of environmental and process variations is teghetm become more
prominent, thereby increasing the necessary margins and ngdie scope for energy
savings.

To address the limited scope for margin elimination ie thlways-correct”
approach, designers have developed an alternative claésshoiques which we refer to
as the “let fail and correct” approach. The key idedahete techniques is to eliminate
margins altogether by allowing a processor to fail and tte=over from failure, to
achieve correct operation. Typically, such techniques Haeen used in on-chip
communication and for signal-processing applications. iBhiecause such applications
use algorithms that have built-in support for error-cdiwacin order to deal with data
corruption during transmission across noisy channels. quelity of output for most
signal processing applications is largely statistical anleed the data itself possesses
significant amount of temporal and spatial redundancy nsdarally facilitates error
correction. Consequently, the pre-existing algorithmic cdiete and recovery capability
can be easily augmented with additional hardware imiretstre to handle timing errors
due to insufficient safety margins.

The elimination of safety margins allows significamhprovements in energy
efficiency. However, deliberately allowing timing errdosoccur greatly complicates the
deployment of such techniques for general-purpose computingewhe execution
output necessarily has to be always correct befasecbhmmitted to storage. In addition,
the detection and recovery infrastructure should becserftily low-overhead so that the
system can adequately benefit from the energy gains throwmigin elimination.
Previous studies on voltage-scaled arithmetic structune$RGA [26] suggest that
timing errors can cause multiple bit flips in the executatput. In addition, the bit flips
could be in either direction i.e. from 0 to 1 or vicesarUsing algorithmic approaches
such as those based on Error Correcting Codes (ECCjdct @ad recover from timing
errors is likely to add prohibitive area and power overhe&is dverhead is perhaps
higher for random logic, such as instruction decoders, wtic not have the regular or
symmetrical structure that exist in arithmetic logic sinfConsequently, the algorithmic
approach which works well for communication and signal4pssmg is not amenable for

general-purpose computing.



An alternative approach to error-detection and correctises computational
redundancy. In this approach, multiple copies for theesaiock are used to obtain
greater confidence in the final output which is often ehothrough majority voting
between the redundant blocks. In general, this approaclors suited for infrequent
transient errors such as Soft Error Upsets (SEUs) dwedmic particle strikes, rather
than for timing errors. This is because lack of sufficierargins can equally affect the
multiple blocks in the same way, effectively neutiatizthe advantage of redundancy.
Furthermore, since this approach can lead to a doublindieofatea and the power
consumption, it is restricted to only a few blocks iae thata-path or to niche application
areas where constraints on power consumption arg falaxed. Typical examples of
such applications can be found in the automobile elecsanich as Automatic Braking
Systems (ABS) and in outer-space satellite communitztio

In this thesis, we propose the first application olow-overhead, “let fail and
correct” technique to general-purpose computing. This approalted &Razor [11][53],
addresses the power impact of safety margins by momtpriocessor delay through
situ timing error detection and correction mechanisms. Allgvthe processor to fail and
then recover safely from timing errors enables operatioa voltage right at the edge of
failure. We refer to the point of onset of errorstlas “Point of First Failure” (PoFF).
Similar to other techniques in this category, Razor enatigsficant improvements in
energy efficiency by eliminating safety margins. Howevim contrast with other
techniques, Razor achieves these through efficient, imxkead mechanisms.

Razor represents a fundamental departure from the camvaintworst-case” and
“always-correct” design paradigm to “average-case” ‘arstially-correct”. The idea of
average case design is not new and has been avidgreksd in the asynchronous
design community [16]. Razor, being a completely synawerdesign fabric, benefits
from the average-case operation and yet avoids tfalpithat have been the bane of
asynchronous design.

1.3 Introduction to Razor

Razor [11] is a circuit-level timing speculation technigbased on dynamic
detection and correction of speed-path failures in digeéaigns. In Razor, input vectors
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are speculatively executed under the assumption thatviheld meet the setup and hold-
time requirements for a given clock cycle. A timingsyapeculation leads to a delay error
which is detected by comparing the speculative executidpubwagainst worst-case
assumptions. In such an event, suitable recovery mecmarase engaged to achieve
correct state. Thus, computational correctness in rRiazachieved not through worst-
case safety margins but rather throulglsitu detection and recovery mechanisms in the
presence of errors.

The key idea of Razor is to tune the supply voltage by momg the error rate
during operation. Since this technique of error-detectioniges in situ monitoring of
the actual circuit delay, it accounts for both globad #cal delay variations and does not
suffer from voltage scaling disparities. It thereforlenmates the need for voltage
margins that are necessary for “always-correct’udiroperation in traditional designs.
Thus, with Razor, it is possible to tune the supply voltageéhe PoFF. In addition,

voltage can also be scaled below this first point d@ifa into the sub-critical regime,
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thereby deliberately tolerating a targeted error ratéhdrcontext of Razor, an error does
not constitute a catastrophic failure, but instead represetrade-off between the power
penalty incurred from error correction against additiqgg@lver savings obtained from
operating at a lower supply voltage. This is analogous itelegis communication where
transmit power is often tuned to achieve a targeted BirERate [30]. We use this
distinction throughout the remainder of the thesis weinean “error” refers to a timing
violation recoverable through Razor error correctiod an“system failure” refers to
unrecoverable pipeline corruption.

The operational principle of Razor is illustrated igufe 1.2 which shows the
gualitative relationship between the supply voltage, eneopsumption and pipeline
throughput of a Razor-enabled processor. The voltagee ®dRF of the processor (M
and the minimum allowable voltage of traditional techng(Mmargin are also labeled in
the figure. Vharginis much higher than ¢under typical conditions, since safety margins
need to be included to accommodate for worst-case opecatnutions. Razor relies on
in situ error detection and correction capability to operat¥satrather than at Margin
The total energy of the processorq{Eis the sum of the energy required to perform
standard processor operations. and the energy consumed in recovery from timing
errors (Eecovery. Of course, implementing Razor incurs power overheadawuéich the
nominal processor energyq{ds) without Razor technology is slightly less thap.& This
overhead is attributed to the use of delay-error toldhignflops on the critical paths and
the additional recovery logic required for Razor. Hogresince the extra circuitry is
deployed only for those flip-flops which have critical gtterminating in them, the
power overhead due to Razor is fairly minimal. In the tRazor prototypes that we
present subsequently in this thesis, the net power aeticheée to Razor was less than 3%
of the nominal chip power.

As the supply voltage is scaled, the processor end&gy) (reduces quadratically
with voltage. However, as voltage is scaled below firg failure point (M), a
significant number of paths fail to meet timing. Henites error rate and the recovery
energy (Rcovery increase exponentially. The processor throughput atkeces due to the

increasing error rate because the processor now requoes cycles to complete the
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instructions. The total processor energy)EEhows an optimal point where the rate of
change of Ecoveryand Eroc Offset each other.

It was previously observed that circuit delay is strondgya-dependent, and only
exhibits its worst-case delay for very specific instarctand data sequences [11]. From
this, it can be conjectured that for moderately subealitsupply voltages only a few
critical instructions will fail, while a majority of ituctions will continue to operate
correctly. Our hardware measurements and circuit stionlastudies support this
conjecture and demonstrate that the circuit operation degmracefully for sub-critical
supply voltages, showing a gradual increase in the erter e proposed Razor
approach automatically exploits this data-dependence ofiitcidelay by tuning the
supply voltage to obtain a small, but non-zero error tateas found that if the error rate
is maintained sufficiently low, the power overhead fremor correction is minimal,
while substantial power savings are obtained due to operatngittuit at a lower
supply voltage. Note that as the processor executesetiffesets of instructions, the
supply voltage automatically adjusts to the delay charatics of the executed
instruction sequence, lowering the supply voltage for uesbn sequences with many
non-critical instructions, and raising the supply voltageiristruction sequences that are

more delay intensive.

1.4 Main contributions and organization of the thesis

This thesis develops the idea of Razor through two diffeimplementation

techniques which we refer to as Razorl and Razorll, réspsc

. The Razorl approach relies on a double-sampling Razor flip-flop foorerr
detection. In this technique, the critical-path output i@ad at two different
points in time. The earlier, speculative sample gwad at the rising edge of the
clock in the main flip-flop. The latter, always-corresample is captured at a
delayed clock-edge (we use the falling edge for convenienceptémentation) in
a so-called shadow-latch. A metastability-tolerant caoatpa then flags an error
when both samples disagree. Once an error signalagged, a circuit-based
technique to engaged to recover correct state within didlp. Pipeline recovery
is achieved through a micro-architectural technique thsibmes correctness. We
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propose two approaches based on either clock-gating or otecdlow pipeline
architecture [38] for pipeline recovery. We designed a 64hbiraprocessor that
uses Razorl for supply voltage control. We obtained, ma\erage, 50% energy
savings through eliminating design margins and operating &b @rtor-rate, at
120MHz.

. The Razorll approach was developed with the need to address the key asslies
weaknesses in the Razorl technique which impairs its aiity to high-
performance micro-processors. Razorll differs signifiiyaftom Razorl in that it
moves the responsibility of recovery entirely inte tmicro-architectural domain.
Error-detection is achieved within the Razorll flip-flop monitoring the critical
endpoints for spurious transitions. Recovery is achieveteplay from a check-
pointed state. As we show in Chapter 5, the RazopHfliip naturally detects
Single Event Upsets (SEU) in combinational logic andidm latches. We
implemented Razorll based voltage control on a 64bitapiocessor and obtained
33% energy savings, on an average. In addition, we deme@ust@trect processor
operation in the presence of neutron irradiation, usempRI for SEU tolerance.

The remainder of this thesis is organized as followsChapter 2, we survey the
different adaptive techniques described in literature and/zndhe margins eliminated
by each of them. Chapter 3 introduces the concept of@etection and recovery in the
Razorl technique. In Chapter 4, we present measuremeiiisrea silicon from a 64bit
Alpha processor that uses Razorl for supply voltage dontie discuss the key
weaknesses of Razorl in Chapter 5 and propose Razaalloag-overhead alternative to
Razorl. Chapter 6 deals with different techniques #ddress the minimum delay
requirement (explained in Chapter 3) in Razor. In Chafjtewe present silicon
measurement results on a Razorll prototype and demonstoatect operation in
presence of neutron irradiation. Finally, we summatlze thesis in Chapter 8 and

conclude with directions on future research.
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CHAPTER 2

ADAPTIVE DESIGN TECHNIQUES

Adaptive technigues tune system parameters based onomsiatisilicon-grade and
ambient conditions. Instead of using a single operatinggeland frequency point for all
dies, adjusting system parameters enables such techniquedives bdetter energy-
efficiency through the elimination of a sub-set of waste safety margins. As
mentioned in the Introduction, adaptive techniques canrbadly classified into two
main categories, which we refer to as the “alwayseattrand the “let fail and correct”
approaches. Table 2.1 lists the different adaptive arthiecdiscussed in literature and
the margins eliminated by each of them. In the remaiofigis chapter, we discuss each
of these techniques in greater detail. We focus on “alwagrect” approaches in Section
2.1 and discuss “let fail and correct” approaches ini@eet2.

2.1 “Always Correct” Techniques

The key idea in the “always correct” techniques is to ptetle operational point
where the critical-path fails to meet timing and to gota correctness by adding safety
margins to the predicted failure point. The conventional@ggr of predicting this point
of failure is to use either a look-up table or so-calleh&y” circuits.

2.1.1 Look-up table based approach

In the look-up table based approach [14][13][15], the procasgme-characterized
during design-time to obtain its maximum obtainable frequeiocya given supply
voltage. The safe voltage-frequency pairs are obtainegdsforming conventional
timing analysis on the processor. Typically, the opegatiaquency is decided based on
the deadline under which a given computational task rtedois completed. Accordingly,
the supply voltage corresponding to the frequency requireimédialed in”. The table
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Table 2.1 Adaptive techniques landscape

MARGINS ELIMINATED General
Category| Technique |Data Process Ambient (V,T) purpose
Intradie | Interdie Local Global com[’))utlng
Fast | Slow| Fast | Slow '
Always- Table-lookup N N N N N N N Y
correct | canary circuits | N N Y N N N Y Y
In-situ triple N Y Y N Y N Y Y
latch
monitor
Typical-delay Y N N N N N N Y
Adder
structures
Non-uniform Y N N N N N N Y
cache
architectures
Error Self-calibrating Y Y Y Y Y Y Y N
Detection | interconnects
and ANT Y Y Y y | vy [ v [ v N
correction
Razor Y Y Y Y Y Y Y Y

look-up approach exploits periods of low CPU utilizationdgmamically scaling voltage
and frequency, thereby leading to energy savings. Furtherrowiag to its relative
simplicity, this approach can be easily deployed infiblel. However, its reliance on
conventional timing analysis performed at the combinatiomorst-case process, voltage

and temperature corners implies that none of the safeingins are eliminated at a

particular operating point.

2.1.2 Canary-circuits based approach

An alternative approach relies on the use of the deecé&tanary” circuits to predict
the failure point [3][18]-[23][42]. Canary circuits are tgplly implemented as delay
chains which approximate the critical path of the progesBmey are designed to track
the critical path delay across process, voltage and temgpe (PVT) corners. Voltage
and frequency are scaled to the extent that this regditey path fails to meet timing.

The replica-path tracks the critical-path delay acriogsr-die process variations and
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Figure 2.1 Uht's TEATiIme: A canary circuits based approach

global fluctuations in supply voltage and temperaturegtheeliminating margins due to
global PVT variations (Table 1.1). However, the replica-paties not share the same
ambient environment as the critical-path since theirierledtation differs. Consequently,
margins are added to the replica-path in order to budget foy desmatches due to on-
chip variation andocal fluctuations in temperature and supply voltage. Margins e
required to addredsist-changingransient effects, such as coupling noise effects, which
are difficult to respond to in time using this approach. Funtiore, mismatches in the
scaling characteristics of the critical-path and itdicapequire additional safety margins.
These margins ensure that the processor still operate=cily at the point of failure of
the replica-path.

There are several systems reported in literature basedanary-circuits. One
approach uses the replica path as a delay-reference Yottage-controlled oscillator
(VCO) unit. The VCO monitors the delay through the chaia given supply voltage and
scales the operating frequency to the point of failurthefreplica-path. An example of
such an approach is Uht's TEATIme [18] which is illustdaite Figure 2.1. A toggle flip-
flop initiates a new transition through the replica patlery cycle. The transition is
correctly captured at the receiving flip-flop only if the a{operiod is greater than the
propagation delay through the replica path. A simple up-dowmter is used to control
the VCO frequency output via a Digital-to-Analog Conger(DAC). IBM’s PowerPC
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Figure 2.2 Kehl's triple-latch technique for in situ dday monitoring. Figure a)
shows the mechanism of monitoring delay through temporal rathdancy. Figure b)
shows the timing diagrams for a “tuned” system

System-on-chip design reported in [19] and the Berkeleyl¥ggeResearch Center’s [22]
[21] low-power microprocessor are all based on a sintlancept. An alternative
approach, developed by Sony and reported in [23], uses a detagsyer unit
consisting of several delay chains which selects a satpiency depending on the
maximum propagation-delay through the chains. Typicallgaoacircuits enable better
energy efficiency than the table look-up approach becaniges uhe latter, they are able
to eliminate margins due glow-changingglobal variations (Table 1.1) such as inter-die

process variations and global fluctuations in voltagetangberature.

2.1.3 In situ triple-latch monitor

Kehl's Triple-Latch Monitor is similar to the canaryauits based techniques, but
utilizesin situ monitoring of circuit delay [24]. Using this approach,matinitored system
state is sampled at three different latches with allsdelay interval between each
sampling point, as shown in Figure 2.2(a). The value ifat®st-clocked latch which is
allowed the most time is assumed correct and is aMaygarded to later logic. The
system is considered “tuned” (Figure 2.2b) when the fitshldoes not match the second

and third latch values, meaning that the logic transitias wery near the critical speed,
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but not dangerously close. If all latches see the saite,véhe system is running too
slowly and frequency should be increased. If the fingi tatches see different values
than the last, then the system is running dangerouslgrfasshould be slowed down.

Because of then situ nature of this approach, it can adjustacal variations such as
intra-die process and temperature variations. Howadvsti|]l cannot trackfast-changing
conditions such as cross-coupling and voltage noise £Mdance, the delay between the
successive samples has to be sufficiently separatetbto far margins for such events.
In addition, to avoid overly aggressive clocking, evaluetiof the latch values must be
limited to tests using worst-cast latency vectors. Klggests that the system should
periodically stop and test worst-case vectors to deterih the system requires tuning.
This requirement severely limits the general applidgbdf this approach since vectors
that account for the worst-case delay and coupling no&®asio are difficult to generate,
and exercise, for general-purpose processors.

2.1.4 Micro-architectural techniques

A potential short-coming of all the techniques discussedealis that they seek to
track variations in the critical-path delay and consetijpecannot adapt to input vector
dependent delay variations. The processor voltage and fr®gusnunnecessarily
constrained by the worst-case critical-path, evenisfrirely sensitized. This observation
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is borne out by studies performed on carry-propagationtsrigtadder blocks. Recent
studies [25] have shown that for most input vectorsenSRECInt2000 benchmark suite,
the maximum carry propagation distance rarely exceedds2#i 64bit additions, as
shown in Figure 2.3(a)[25]. Similar results are obsenadrandom vectors as well
(Figure 2.3b). Several micro-architectural techniques desciibditerature exploit the
above observation to design faster arithmetic blockgeumehe block is operated at a
higher frequency than what is dictated by the worse-casry path.

The stutter adder reported in [8] is one such exantipleses a low-overhead circuit
for a priori determination of the carry chain length. If a latentgmsive add operation is
detected, then the clock-frequency is halved to allow @otoplete without errors. If the
carry-chain length in a cycle exceeds a certain numabeits, then, a “stutter” signal is
raised which clock-gates the next cycle. Thus a “long” eddenputation is effectively
given two-cycles to execute. However, in [8], the awhreport that in 95% of cases, the
adder required only one cycle to compute.

Lu [17] exploits the rare sensitization of criticaHpstin a similar technique where
an “approximate” but faster implementation of a functiaumait is used in conjunction
with a slow but always-correct checker to clock thestesyn a higher rate. The
“approximate” version achieves its speedup byt implementing the complete
functionality of the adder. For example, the carry pgapan path may be terminated
after the least significant 32 bits, thereby reducing theal-path delay and achieving
single-cycle performance. The output of the “approx@hanplementation is validated
against the output of the “always-correct” adder whichireguwo cycles to compute. In
the event of an error where there is a discrepantyele® the outputs of both adders, a
bubble is inserted and the “always-correct” adder outpigirigarded to the downstream
pipeline stages. For most computations, both outputs atperepy leading to a higher
effective throughput due to faster clock-rates.

Data-dependent delay variations are also exploited by uwdarm cache
architectures (NUCA) [27][28]. In aggressively scaled tetdgies, interconnect delay
can become a significant portion of the cache adomss This causes wide variations in
the fetch latencies of data words located near thesaquat versus those located further
off. In traditional cache designs, the worst-casentatelimits the cache access time.
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However, NUCA allows early access times for addresses the access port, thereby
achieving throughput improvement. Additional throughput can besestiiby mapping
frequently accessed data to banks located nearest todégsgport. Thus, in the context
of NUCA, data-dependence of delay relates to the frequa&ith which an address in the
cache is accessed.

While the stutter adder and the NUCA architectures adaptlata-dependent
variations, they still require margins to account $@w silicon grade and worst-case
ambient conditions. On the contrary, “let fail andreot” approaches seek to achieve
both i.e. eliminate worst-case safety margins fortyges of uncertainties and adapt to
data-dependent variations as well. However, they are cmmplex and incur additional
overhead in their implementation. Such approaches iaceissed in detail in the next

section.

2.2 “Let fail and correct” approaches

The key concept of these schemes is to scale thexspstiemeters (e.g. voltage and
frequency) till the point where the processor fails ®etrtiming, thereby leading to an
error. An error-detection block flags the occurrencehef timing error upon which a
recovery infrastructure is engaged to achieve corree. Siatensure that the system does
not deadlock due to persistent errors, an additional c@atmbnitors the error-rate and
tunes voltage and frequency to achieve a targeted ereor rat

Allowing the processor to fail and then recover elimisateorst-case safety
margins. This enables significantly greater performanog @nergy efficiency over
“always-correct” techniques. Furthermore, such techniquesaily exploit input vector
dependence of delay by relying on the error-rate for volagg frequency tuning.
Instead of relying on safety margins, computational ctmess is achieved through
successful detection and correction of timing errors. fdteenergy consumption of the
system is essentially a trade-off between the inedkastficiency afforded by the
elimination of margins and the additional overhead ofvego Of course, the overhead
of recovery can make sustaining a high error-rate cqonatguctive. Hence, these
systems typically rely on restricting operation tevlerror-rate regimes to maximize
energy efficiency.
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Their relative complexity makes the general applicabdit such systems difficult.
However, they are naturally amenable for certain apptins areas such as
communications and signal processing. Communicationragstequire error correction
to reliably transfer information across a noisy channkérefore, it is relatively easier to
overload the existing error correction infrastructure tabde adaptivity to variable
silicon and ambient conditions. Self-calibrating rotenects by Worm et al. [29] and
Algorithmic Noise Tolerance by Shanbhag et al. [30] arenpkas of applications of
such techniques to on-chip communication and signal progeasthitectures.

2.2.1 Techniques for communication and signal processing

Self-calibrating interconnects (Figure 2.4) address thélgmo of reliable on-chip
communication in aggressively scaled technologies. Sigtegrity concerns require on-
chip busses to be strongly buffered which consumes disanti portion of the total chip
power. Hence, it is desirable to transfer bits at tiaeegt possible operating voltage while
still guaranteeing the required performance and the tarpétedror-rate (BER). Worm
[29] addresses this issue by encoding the data words withllgol self synchronizing
codes before transmission. The receiver is augmentiddanchecker unit that decodes

the received code word and flags timing errors. Corneatiocurs by requesting re-
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transmission through an Automatic Repeat Request (AR @kpbas shown in Figure 2.4.
Furthermore, an additional controller obtains feedlemi the checker and accordingly
adjusts the voltage and the frequency of the transmisBip reacting to the error-rates,
the controller is able to adapt to the operating cantitand thus eliminate worst-case
safety margins. This improves the energy efficiencghefon-chip busses with negligible
BER degradation.

Algorithmic Noise Tolerance (ANT) by Shanbhag et al. [3@sua similar concept
for low-power VLSI signal processing architectures. Asasptually illustrated in Figure
2.5, the main processor block is augmented with an estirbiiick. The main block is
voltage scaled beyond the point of failure, thereby feadtld intermittent timing errors.
The result of the main block is validated against tlsailteof the estimator block which
computes correct result, based on the previous history. &dtienator block is
significantly cheaper in terms of area and power agpeoad to the main block which is
being voltage-scaled. At low error-rates, the benefitaggressive scaling on the main
block compensates for the overhead of correctionjrigai significant energy savings.
Error detection occurs when the difference in resulth® main block and the estimator
block exceeds a certain threshold. Error correctiomisdoy overwriting the result of the
main block with that of the estimator block.

Since the estimator block depends upon past history oéatoresults to make its
prediction, its accuracy reduces as more errors areierped. This adversely affects the
BER of the entire block. In addition, the overheacetwdr correction also increases with
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increase in the error-rate. Hence, it is desirable &p kbe rate of timing errors low for
maintaining a low BER and high energy efficiency. Theéharg built a FIR filter in 0.35
micron technology [30] to demonstrate the efficacyhi$ technique. They obtained at
least 70% savings over an error-free design for a 1% tieduin the Signal to Noise
(SNR) ratio of the final output.

By reacting to error-rates, both of the above techniguwesable to exploit data-
dependent delay variations because even under aggressalely goltage and frequency
conditions, it is possible to maintain a low erroeras long as the critical paths are not
being sensitized.

2.2.2 Techniques for general-purpose computing

“Let fail and correct” approaches are naturally suitsdcbmmunication applications
which use algorithms that have built-in support for ermrection to deal with data
corruption. The quality of output for most signal presieg applications is largely
statistical and the data itself possesses significamuat of temporal and spatial
redundancy that naturally facilitates error correctigmors do not affect the correct
functionality of the system and lead to a negligiblgrddation of the Bit Error Rate
(BER), at worst. However, in general-purpose computingcthamitted architectural
state necessarily has to be always correct. Thereddireming errors that can alter the
architectural state need to be flagged and corrected.dJinlikommunication and signal
processing applications, corruption of the architectustdte in general-purpose
computing leads to system failure and needs to be avoiggidcasts.

Razor [11] is the first application of a “let fail drtorrect” technique to general-
purpose computing. Razor uses temporal redundancy for eremtidatas described in
subsequent chapters. In this thesis, we describe two teeBniguimplementing Razor.
In the Razorl technique (Chapter 3), a critical path signspeculatively sampled at the
rising edge of the regular clock and is compared againstdawhatch which samples at
a delayed edge. A timing error is flagged when the speculativgple does not agree
with the delayed sampled. State correction involvesvantgmg the shadow latch data
into the main flip-flop and engaging micro-architecturatoneery features to recover
correct state. Unlike the Razorl technique which reliasstate comparison, Razorll
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(Chapter 5) achieves error-detection by monitoring thecakipath output for spurious
transitions. Recovery is achieved by re-execution feocheck-pointed state. We discuss
Razorl and Razorll in greater detail in the next chamberards.

The idea of temporal redundancy for error detection has bsed previously in the
design and test community for at-speed delay testing. ArgiteNicolaidis [31] use a
similar concept for detecting SEU failures in combinatlologic. A cosmic particle
strike in the combinational logic manifests itself apudse which can get captured by
downstream flip-flops. The authors detect such an evente{sampling the flip-flop
input after the pulse has died down. A discrepancy betweetwih samples indicates a
SEU event in the combinational logic. This techniquanmstéd to error detection and
does not enable recovery which restricts its applicgtditSEU detection only.

2.3 Summary and discussion

In this chapter, we surveyed the different adaptive tgcles presented in literature. We
broadly classified such techniques as “always-correct” cgmies and “let fail and
correct” approaches. Always-correct techniques use daguediction techniques such as
pre-characterized look-up tables and canary circuits tooapprthe PoFF as close as
possible, without risking failure. However, doing so reeglisafety margins especially
for local variations. As process technology scalesallovariations are expected to
worsen, thereby undermining the efficacy of alwaysexdrtechniques at aggressive
geometries.

“Let fail and correct” approaches use error-detection@nrdection mechanisms to
operate around the PoFF while deliberately incurring errive. surveyed two
representative approaches related to wireless commuamcg@lgorithmic Noise
Tolerance) and on-chip communication (Self-calibratingerconnects) that trade-off
error-rate for increased energy efficiency of operati Unlike signal-processing
applications, general-purpose computing is not naturallifeesto errors. Consequently,
such techniques have rarely found application in the geperpose domain.

This thesis describes Razor which is the first low-bead application of a “let fail
and correct” approach to general-purpose computing. In ubhsequent chapters, we
develop the Razor concept and present two implementaibniques, called Razorl and

24



Razorll, for deployment of Razor in micro-process@isapter 3 discusses the key ideas
in Razor and describes the Razorl technique.
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CHAPTER 3

RAZORI. STATE COMPARISON BASED ERROR-DETECTION
AND CIRCUIT -ARCHITECTURAL RECOVERY

Razorl relies on a combination of architectural andudirtechniques to achieve
efficient error detection and correction of timing vi@as. Critical-path endpoints are
monitored using a delay-error tolerant Razorl flip-flop ethsamples its input at two
different points in time. The main flip-flop samplés input speculatively at the rising
clock-edge. It is augmented with a so-called shadow lamhirolled using a delayed
clock-edge, which samples the correct value of the diat.i The operating voltage is
constrained such that the worst-case delay is guarthtdemeet the shadow latch setup
time, even though the main flip-flop could fail. By conipgrthe values latched by the
flip-flop and the shadow latch through a metastabilitgr@mht comparator, a delay error
in the main flip-flop is detected. The value in the shatkteh, which is guaranteed to be
correct, is then overwritten into the main flip-flappachieve recovery. At the same time a
pipeline recovery mechanism is initiated as well.

The rest of the chapter is organized as follows. Ini@e@.1, we develop the
concept of Razorl error detection and recovery. Se&i@drdeals with the transistor level
design details of the Razorl flip-flop. In Section 3.3, present several architectural
solutions for error correction, ranging from simple &lagating to more sophisticated
mechanisms that augment the existing mis-speculatiorveecanfrastructure. Section
3.4 deals with supply voltage control in Razorl. Sectioh Briefly mentions the
measurement results that we obtained from a self-tuningegsoc built to evaluate
Razorl. Finally, we give a succinct summary of this clajpt Section 3.6.
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Figure 3.1 Abstract view of the Razorl flip-flop. The speclative data in the master-
slave flip-flop is compared with the correct data in the psitive level-sensitive
shadow latch.

3.1 Concept of Razor error detection and recovery

Figure 3.1 shows the conceptual representation of a Riéipeitbp. The Razorl flip-
flop (henceforth referred to as the R1FF) is construotgdf a standard positive edge-
triggered D Flip-Flop (DFF), augmented with a shadow latthich samples at the
negative clock edge. Thus, the input data is given additional equal to the duration of
the positive clock phase, to settle down to its corseatie before being sampled by the
shadow latch. In order to ensure that the shadow ldiehya captures the correct data,
the minimum allowable supply voltage needs to be conswlagduring design time such
that the setup time at the shadow latch is never edlatven under worst-case
conditions. A comparator flags a timing error whedadtects a discrepancy between the
speculative data sampled at the main flip-flop and theecbdata sampled at the shadow
latch. Error signals of individual R1FFs are OR-ed togetto generate the pipeline
restore signal which overwrites the shadow latch da&tathe main flip-flop, thereby
restoring correct state in the cycle following theoagous cycle.

We illustrate the operation of a Razorl flip-flop ing&re 3.2. In clock cycle 0, the
combinational logic L1 meets the setup time by the risoigeeof the clock. Thus, both
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Figure 3.2 Conceptual timing diagrams showing the operation of th&®azorl flip-
flop. In Cycle 2, a setup violation causes Error to be flaggedhereas in Cycle 4, a
hold violation causes error to be asserted.

the main flip-flop and the shadow latch will latch tleerect data. In this case, the error
signal at the output of the comparator remains low &edoperation of the pipeline is
unaltered. In cycle 1, we show an example of the operathen the combinational logic
exceeds the intended delay due to sub-critical voltagmgcén this case, the data is not
latched correctly by the main flip-flop, but since the stvadatch samples at the negative
edge of the clock, it successfully latches the datavisiajfthrough cycle 2. By comparing
the valid data of the shadow latch with the data inntfaén flip-flop, an error signal is
then generated in cycle 2. Error signals of individuaFIRdl are OR-ed together to
generate the pipeline restore signal which overwriteshhaeow latch data into the main
flip-flop, thereby restoring correct state at the pesigdge of the subsequent cycle, cycle
4.

If an error occurs in pipeline stage L1 in a particulackc cycle, the data in L2 in the
following clock cycle is incorrect and must be flushedrfrthe pipeline using one of the
pipeline control methods described in Section 3.3. Howesiece the shadow latch
contains the correct output data of pipeline stage Llingteuction does not need to be
re-executed through this failing stage. Thus, a key featur®aazbrl is that if an
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instruction fails in a particular pipeline stage it isesecuted through the following
pipeline stage, while incurring a one cycle penalty. Trep@sed approach therefore
guarantees forward progress of a failing instruction, whictessential to avoid the
perpetual failure of an instruction at a particular stagée pipeline.

Using the negative edge of the clock as the sampling triggethe shadow latch
precludes the need for an additional clock tree. This fiegpimplementation because
only a single clock is required and prevents the excess#ehead of routing a second
clock tree just for the purposes of clocking the shadoeh lat the R1FFs. The duration
of the positive clock phase, when the shadow latclraasparent, determines the
sampling delay of the shadow latch. This constrains théwwaim propagation delay for a
combinational logic path terminating in a R1FF to be astlgreater than the duration of
the positive clock phase and the hold time of the shddtml. Figure 3.2 conceptually
illustrates this minimum delay constraint. In cyclehe R1FF inputD_in, violates this
constraint and changes state before the negative edige olbck, thereby corrupting the
state of the shadow latch. Delay buffers are requodaktinserted in those paths which
fail to meet this minimum path delay constraint imposethbyshadow latch.

The insertion of delay buffers incurs power overheadabse of the extra
capacitance added. A large shadow latch sampling delayrescmigreater number of
delay buffers to be inserted, thereby increasing the powerhead. However, a small
sampling delay implies that the voltage difference ketwthe point of first failure and
the point where shadow latch fails is less and, tledyaes the voltage margin available
through Razor timing speculation. Hence, the shadow &&noipling delay represents the
trade-off between power overhead due to delay buffers andoitage margin available
for Razor sub-critical mode of operation. Using suitaiibek chopping techniques, the
duration of the positive phase of the propagated clockeaonfigured as required so as
to exploit the above trade-off.

A key point to note is the fact that the hold constramposed by the shadow latch
only limits the maximum duration of the positive clock ghasd has no bearing upon
the clock frequency. Thus, a Razorl pipeline can still perated at any frequency as
required as long as the positive clock phase is suffiteemeet the minimum path delay
constraint. In the prototype Razorl processor that wsqmt in Chapter 4, for a sampling
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delay of 3.0ns which is approximately half the cycle tim&@4iMHz, it was required to
add 2388 delay buffers to satisfy the short path constoair207 R1FFs (7.4% of the
total number of flip-flops). The power overhead due &séhbuffers was less than 3% of
the nominal chip power.

Since setup and hold constraints at the main flip-flop ipuin) are not respected,
it is possible that the state of the flip-flop beconmestastable. A metastable signal
increases critical path delay which can cause a shadolw ifathe succeeding pipeline
stage to capture erroneous data, thereby leading torémt execution. In addition, a
metastable flip-flop output can be inconsistently integutdiy the error comparator and
the downstream logic. Hence, an additional detestaiequired to correctly flag the
occurrence of metastability at the output of the niimflop. The outputs of the
metastability-detector and the error comparator are Of®-génerate the error signal of
the R1FF. Thus, the system reacts to the occurrenoetaistability in exactly the same
way as it reacts to a conventional timing failure.

A key point to note is the fact that metastability neetibe resolved correctly in the
R1FF and that just the detection of such an occurrersagfisient to engage the Razorl
recovery mechanism. However, in order to prevent potBntizetastable signals from
being committed to memory, at least two successive ntinatrpipeline stages are
required immediately before storage. This ensures tleay signal is validated by Razorl
and is effectively double-latched in order to have a nidgigprobability of being
metastable, before being written to memory. In our desigta accesses in the Memory
stage were non-critical and hence we required only onéiaud pipeline stage to act as
a dummy stabilization stage. The circuit level impletagon of the metastability-
detector is discussed in greater detalil in Section 3.2.

In addition to invalidating the data in the following dipe stage, an error must also
stall the preceding pipeline stages while the shadow @dth is restored into the main
flip-flops. A number of different methods, such as clgeking or flushing the instruction
in the preceding stages, were examined to accomplisfantbisre discussed in Section
3.3. The proposed approach also raises a number oft aietated issues. The Razorl
flip-flop must be constructed such that the power and deleyhead is minimized.
Suitable circuits for detecting and flagging metastabitiged to be designed. These
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Figure 3.3 Razorl flip-flop circuit schematic

issues are discussed in more detail in Section 3.helpoposed Razorl based supply-
voltage tuning approach, the error signal is used to tunsupply voltage to its optimal
value. In Section 3.4, we discuss different algorithmsotarol the supply voltage based
on the observed error rate.

3.2 Transistor-level design of the Razorl flip-flop

Figure 3.3 shows the transistor level circuit schenudtibe R1FF. In the absence of
a timing error, the R1FF behaves as a standard positiverggtyered flip-flop. The error
comparator is a semi-dynamic XOR gate which evaluates e data latched by the
slave differs from that of the shadow in the negatieek phase. The error comparator
shares its dynamic nodEsr_dyn with the metastability-detector which evaluates in the
positive phase of the clock when the slave output cbatbme metastable. Thus, the
R1FF error signal is flagged when either the metastability-detear the error

comparator evaluate. This, in turn, evaluates the dyngate to generate thestore
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signal by “OR"-ing together the error signals of individudHRs as shown in Figure 3.4,
in the negative clock phase.

The restore signal incurs significant routing and gate capacitanci iasrouted to
every flip-flop in the pipeline stage and needs to be drivestrong drivers. For a R1FF,
the restore serves to overwrite the master withstfelow latch data. Hence, the slave
gets the correct data at the next positive edge rdstereneeds to be latched at the out-
put of the dynamic OR gate so that it retains state gluitie next positive phase
(recovery cycle) during which it disables the shadowhlatc protect state. In addition,
the restore also disables all regular, non-“Razor’-ed flip-flopstie pipeline stage to
preserve the state that was latched in the error@aies This is required to maintain the
temporal consistency of all flip-flops in the pipelineage. The stack of 3 PMOS
transistors in the shadow latch increases its setng. tHowever, the shadow latch is
required only for runtime validation of the main flipfl@lata and does not form a part of
the critical path of the R1FF.

The rbar_latched signal, shown in the restore generation circuitryFigure 3.4,
which is the half-cycle delayed and complemented versibrthe restore signal,
precharges thErr_dynnode for the next erroneous cycle. Thus, unlike standigmamic
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gates where precharge takes place every cycle Ethedyn node is conditionally
precharged in the recovery cycle following a Razor erRyecharge can take place
without contention because in this cycle the slawehléias exactly the same data as the
shadow latch and is guaranteed not to be metastable. Hhexitter the error comparator
nor the metastability-detector evaluates. A weak PM@alSl&tch protectE€rr_dynfrom
discharge due to leakage.

The R1FF was compared with a standard DFF for powesucoption at 0.18m
technology. Both are designed for the same delay (clk-aydelsetup time) and drive
strength. The characterization setup consists of lipdldp under test driving a FO4
capacitive load. The clock and the input data are each dbyesignals with a 100ps
transition time and with sufficient delay betweemsitions on the data and the clock so
as not to violate setup time. The R1FF was found to co@as2l% extra (60fJ/ 491J)
energy when the sampled data does not change state anek68%2051J/1241J) energy
when sampled data switches. However, in our procesgpr207 flip-flops out of 2801
flip-flops, or 7.4%, had critical paths terminating in themd @eeded use of R1FFs. The
measured power of the processor at 120MHz at 25C for a supjphge of 1.8V was
130mW. A simulation based power analysis was performedotopute the power
overhead of the R1FFs and the delay buffers requiredett the short path constraint.
For a conservative activity factor of 20%, the net poaeerhead due to R1FFs was
0.31% and that due to delay buffers was 2.6%. Thus, the totsdrpmverhead due to
Razorl was computed to be less than 3% of the nominalpdwer. Thus, most of the
additional power due to Razorl is attributed to the deldfeisiadded for meeting the
short path constraint.

3.2.1 Metastability detection

As was mentioned in Section 3.2, metastability can patigntcause incorrect
execution because of inconsistent interpretation an@aser in propagation delay. We,
therefore, perform metastability detection at the Ra&&eQS (as labeled in Figure 3.3)
becaus&)Sfans out to the flip-flop driveG1 and the error comparator and thus, directly
affects the R1FF outputs, naméhanderror.
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Figure 3.5 Metastability-detector: Principle of Operation. Fgure a) shows the DC
transfer characteristics of a P- and a N-skewed invertecompared to an unskewed
inverter. Figure b) shows error detection operation of thanetastability-detector

Figure 3.5 illustrates the operating principle and chariattey of the metastability-
detector. The metastability-detector consists of a p-sdamwerter G2 and an n-skewed
inverter G3 (as labeled in Figure 3.3) which switch to opegmiwer rails under a meta-
stable input voltage such that a dynamic comparator caruatgaland latch the
comparison result. Figure 3.5(a) shows the DC trangdfaracteristics of the skewed

34



inverters compared to that of the driver inverter, G1. Sgching points are denoted as
the points where the 45 degree line intersects the DGféracurves. We note that the
switching points for the p-skewed inverter and the n-skeweelter lie on either side of
that for G1. During normal operation, when the outputhef main flip-flop is logically
well defined, the output of G2 and G3 match. Thus, thepepator does not evaluate and
the dynamic node is not discharged. However, w@&is metastable at approximately
VDD/2, the output of the p-skewed inverter G2 is at aagdtlevel near VDD and the
output of the n-skewed inverter G3 is near ground. This satlse comparator to
evaluate and discharge the dynamic n&te,dyn thereby flagging the error signal.

It is imperative that the metastability-detector is gnéeed to evaluate for a voltage
range of the input nod@Sfor which the fan-out oS namely the error comparator and
the flip-flop driver G1, have either logically undefinedlogically inconsistent outputs.
This “ambiguous” band of voltage is defined as the voltaggerdor which the outputs
of either G1 or the error comparator are in between 1M%)% of VDD. The range of
voltage for which the metastability-detector actually leates is defined to be the
“detection” band of voltage. Figure 3.5(b) shows the DCsfeancurve of inverter G1,
the error comparator and the metastability-detectors A¢early shown in the figure, the

“ambiguously” interpreted voltage band is contained wethwithe “detection” band.

Table 3.1 Metastability-detector Corner Analysis

Corner Ambiguous Detection
Proc VDD | TEMP Band Band
Slow 1.2V | 85C 0.57-0.60 0.53-0.64
Typ. 1.2V | 40C 0.52-0.58 0.48-0.61
Fast 1.2v | 27C 0.48-0.56 0.40-0.61
Slow 1.8V | 85C 0.77-0.87 0.67-0.93
Typ. 1.8V | 40C 0.71-0.83 0.65-0.90
Fast 1.8v | 27C 0.64-0.81 0.58-0.89

Table 3.1 shows that the “detection” band subsumes thdigaous” band across




different process, voltage and temperature (PVT) corteerensure correct operation
under all conditions. These characterization resuits far a metastability-detector
designed in 0.38m technology.

There is a certain delay betwe®%$ becoming metastable and the detector correctly
flagging such an occurrence.QiSremains metastable for a very small duration of time,
shorter than the evaluation delay through the detettten, the dynamic noderr_dynis
not discharged completely and hence the error signddeamme metastable. A key point
to note in this case is that when the error signalf ilscomes metastable, the actual
R1FF output is already resolved and hence is not mbtastuch a situation, therefore,
does not constitute an actual failure. However, a nadiserror signal can potentially
propagate through the restore generation logic and causedigtpble behavior of the
pipeline recovery infrastructure. This can corrupt the ggsor state. Since the error
signal goes through intermediate logic gates and thuaghreseveral stages of gain until
restore generation takes place, it is very unlikely thatastability at the error signal can
propagate to cause metastability at the restore node.

The probability of the restore node becoming metastabs computed to be less
than 2e-30 [3]. Despite this being a sufficiently low phulity, the unlikely event of it
happening is detected by means of skewed flip-flops, as simkigure 3.4. A p-skewed
flip-flop and an n-skewed flip-flop resolve a metastallput to opposite power rails
such that a XOR comparator can detect the discrepandadwirfg thefail signal. The
outputs of the skewed flip-flops are latched before beimgpemed so that the fail signal
itself has negligible probability of being metastablethi@ event ofail being flagged, the
entire pipeline is flushed and the failed instruction iexecuted. Since forward progress
is violated in this case, the supply voltage is immedbiatereased to ensure that the
failed instruction completes. During the 4 months of cleigtihg, such an event was
never detected.

3.3 Pipeline Error Recovery mechanisms

The pipeline error recovery mechanism must guarantegirtiiie presence of Razor
errors, register and memory state is not corruptel avitincorrect value. In this section,

we highlight two possible approaches to implementing pipeimer recovery. The first
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Figure 3.6 Pipeline recovery using global clock-gating. Figure ahows the pipeline
organization and Figure b) illustrates the pipeline timing br a failure in the EX
stage of the pipeline. The “*” denotes a failed stage computat.

is a simple but slow method based on clock gating, whdesdtond method is a much
more scalable technique based on counter-flow pipelining.

3.3.1 Recovery using clock gating

Figure 3.6(a) illustrates a simple approach to pipeline eecvery based on global
clock gating. In the event that any stage detects a Razoy e entire pipeline is stalled
for one cycle by gating the next global clock edge. &tiditional clock period allows
every stage to re-compute its result using the Razadash latch as input. Consequently,
any previously forwarded erroneous values will be replacéd tve correct value from
the Razorl shadow latch. Since all stages re-evatuateresult with the Razorl shadow

latch input, any number of errors can be toleratedsimgle cycle and forward progress
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is guaranteed. If all stages produce an error each ¢hel@ipeline will continue to run,
but at half the normal speed.

It is imperative that erroneous pipeline results not bitemrto architected state
before it has been validated by Razorl. Since validabbfRazorl values takes two
additional cycles (i.e., one for error detection ané &orfail detection), there must be
two non-speculative stages between the last Razoh &atd the writeback (WB) stage.
In our design, memory accesses to the data cache argpaoulative, hence, only one
additional stage labeled ST for stabilize is requiredreefaiteback (WB). The ST stage
introduces an additional level of register bypass. S@toee instructions must execute
non-speculatively, they are performed in the WB stagbepipeline.

Figure 3.6(b) gives a pipeline timing diagram of a pipelineovery for an
instruction that fails in the EX stage of the pipelifide first failed stage computation
occurs in the 4th cycle, when the second instructionpees an incorrect result in the
EX stage of the pipeline. This error is detected in thec$tte, but only after the MEM
stage has computed an incorrect result using the erronadues forward from the EX
stage. After the error is detected, a global clock etalurs in the 6th cycle, permitting
the correct EX result in the Razorl shadow latclbéoevaluated by the MEM stage. In

the 7th cycle, normal pipeline operation resumes.

3.3.2 Recovery using counterflow pipelining

In aggressively clocked designs, it may not be possibimptement global clock-
gating without significantly impacting processor cycle ginConsequently, we have
designed and implemented a fully pipelined error recouaechanism based on
counterflow pipelining techniques [16]. The approach, illustrateFigure 3.7(a), places
negligible timing constraints on the baseline pipelingigleat the expense of extending
pipeline recovery over a few cycles. When a Razarasrdetected, two specific actions
must be taken. First, the erroneous stage computatitmnwiog the failing Razorl latch
must be nullified. This action is accomplished using tigble signal, which indicates to
the next and subsequent stages that the pipeline gotpsy. Second, the flush train is
triggered by asserting the stage ID of failing stage. hénfollowing cycle, the correct
value from the Razorl shadow latch data is injected ln@ckthe pipeline, allowing the
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Figure 3.7 Pipeline recovery using counter-flow pipelining. igure a) shows the
pipeline organization and Figure b) illustrates the pipele timing for a failure in
the EX stage of the pipeline. The “*” denotes a failed staggomputation.

erroneous instruction to continue with its correct ispuadditionally, the flush train
begins propagating the ID of the failing stage in the oppakiection of instructions. At
each stage visited by the active flush train, the spoeding pipeline stage and the one
immediately preceding are replaced with a bubble. (Twgestanust be nullified to
account for the twice relative speed of the main pipgliihen the flush ID reaches the
start of the pipeline, the flush control logic redathe pipeline at the instruction
following the erroneous instruction. In the event tmaitiple stages experience errors in
the same cycle, all will initiate recovery but onletRazor error closest to writeback
(WB) will complete. Earlier recoveries are flushmdlater ones.

Figure 3.7(b) shows a pipeline timing diagram of a pipelined vexgofor an
instruction that fails in the EX stage. As in the pregi@xample, the first failed stage
computation occurs in the 4th cycle, when the secondugi®n computes an incorrect
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result in the EX stage of the pipeline. This error iteded in the 5th cycle, causing a
bubble to be propagated out of the MEM stage and initiadiothe flush train. The
instructions in the EX, ID and IF stages are flushed & Gth, 7th and 8th cycles,
respectively. Finally, the pipeline is restarted aftex érroneous instruction in cycle 9,
after which normal pipeline operation resumes.

A key requirement of the pipeline recovery control &t th does not fail under even
the worst operating conditions (e.g., low voltage, higmperature and high process
variation). This requirement is met through a conser@atesign approach that validates

the timing of the error recovery circuits at the warase sub-critical voltage.

3.4 Supply voltage control

Many of the parameters that affect voltage margin amgr time. Temperature
margins will track ambient temperatures and can varyi@emwith processing demands.
Consequently, to optimize energy conservation it is delrto introduce a voltage
control system into the design. The voltage contystesn adjusts the supply voltage
based on monitored error rates. If the error rateeiy Yow, it could indicate circuit
computation is finishing too quickly and voltage should be tede Similarly, a low
error rate could indicate changes in the ambient environnfery., decreasing
temperature), giving additional opportunity to lower voltageréasing error rates, on
the other hand, indicate circuits are not meetingkclperiod constraints and voltage
should be increased. The optimal error rate dependsnamber of factors including the
energy cost of error recovery and overall performaegeirements, but in general it is a
small non-zero error rate.

Figure 3.8 illustrates the Razorl voltage control systEme. control system works to
maintain a constant error rate Bf:. At regular intervals the error rate of the system i
measured by resetting an error counter which is sampledaafixed period of time. The
computed error rate of the samampieis then subtracted from the reference error rate
to produce the error rate different@ls. Eqir iS the input to the voltage control function,
which sets the target voltage of the voltage reguldtoEys; is negative the system is

experience too many errors, and voltage should be incrdddeg: is positive the error
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Figure 3.8 Razor supply voltage control

rate is too low and voltage should be lowered. The magn@fiBg: indicates the degree
to which the system is “out of tune”.

While control of this system may seem simple on tndase, it is complicated by
the slow response time of the voltage regulator. Tymioammercial voltage regulators
can take 10’s of microseconds to adjust supply voltage by 100Qoksequently, if the
controller reacts too fast or too abruptly, the systemld become unstable or go into
oscillation. Moreover, an overly conservative cohftoction that is slow to react to
changing system environments will reduce the overall ieffay of the design. We
implemented aproportional control system32] which adjusts supply voltage in
proportion to the sampleyi in the Razorl prototype processor. To prevent therabnt
system from over-reacting and potentially placing th&tesn in an unstable state, the

error sample rate is roughly equivalent to the minimurtaegel step period.

3.5 Silicon implementation and evaluation of the scheme

In order to evaluate the concept of Razorl, we desigmed fabricated a 64bit
processor which implements a subset of the Alpha ingirucset in an industrial
0.18micron technology. This processor was fabricated uhéeMOSIS [33] university
research program. This is the first silicon implemgotaof a Razor design [35] using
the Razorl methodology. We present implementationilgetad measurement results for
this design in Chapter 4. Voltage control is based on Ibserged error rate and power
savings are achieved by 1) eliminating the safety marginsr unateinal operating and
silicon conditions and 2) scaling voltage 120mV below tret failure point to achieve a
0.1% targeted error rate. We tested and measured savinge &azorl based voltage
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control for 33 different dies and obtained an averageggneasivings of 50% over the
worst-case operating conditions by operating at the 0.18¢ eate voltage, at a fixed
frequency of 120MHz.

3.6 Summary and discussion

In this chapter, we developed the concept of error-deteatid recovery through the
Razorl technique. We presented transistor-level schemgtle Razorl flip-flop which
flags timing errors by detecting discrepancies betweerspkeulative data captured at
the main flip-flop and the always-correct data capturedthat shadow latch. A
metastability-detector flags the occurrence of metdataht the output of the main flip-
flop.

We discussed two different schemes for micro-architaettigcovery. The clock-
gating based approach stalls the pipeline for an entirke ¢ycthe event of an error.
While its performance impact in the event of an ensismall, however, it incurs
significant routing overhead on the global clock-gatingnaig The counter-flow
architecture based approach trades-off higher performarzascinof recovery for more
relaxed timing constraints. Consequently, this approachmdse suited to large
microprocessors compared to the clock-gating approach.

We presented the Razor voltage controller which monitbes error-rate during
dynamic operation of the processor and adjusts the swpjihge to achieve a targeted
error-rate. We implemented Razor-based voltage comtral64bit processor in 0.6
TSMC technology. In the next chapter, we presentosilimeasurement results from this

chip in greater detail.
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CHAPTER 4

SELF-TUNING RAZOR| PROCESSOR DESIGN AND SILICON
M EASUREMENT RESULTS

We designed a 64-bit microprocessor with Razorl based dgnamitage
management [10]. The processor core is a five stage im-piuine which implements
a subset of the Alpha instruction set. The timing @&it&tages of the processor are the
Instruction Decode (ID) and the Execute (EX) stages. dtmput registers of these
pipeline stages required R1FFs for validating computatisunltee We implemented the
distributed pipeline recovery scheme as has been outlin€tdapter 3 and illustrated in
Figure 3.7. Since the write-back stage was not critica, needed just one extra
stabilization stage before data was committed to menidrg.extra stage of pipelining
meant that all the memory store operations and exgigtite operations were guaranteed
not to be metastable. In addition to the write accesbesmemory read accesses were
also non-critical and did not require Razorl validatibhe processor was fabricated in a
0.18micron industrial technology. The die photograph optieeessor is shown in Figure
4.1 and the relevant implementation details are providé@dlite 4.1.

The remainder of this chapter is organized as followsddtion 4.1 0, we discuss
the clocking scheme and relevant implementation detiilseoRazorl processor. Section
4.2 discusses silicon measurement results on 33 tested/ikes we demonstrate sub-
critical operation with Razorl error correction. We gufy the total energy savings due
to Razorl in Section 4.3 and discuss Razorl based swpligge control in Section 4.4.

Finally, we summarize the chapter in Section 4.5.
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Figure 4.1 Die photograph of the Razorll processor. The 64bjprocessor executes a
sub-set of the ALPHA instruction set.

4.1 Processor implementation details

For testability purposes, the architectural state of tleegssor is observable and
controllable by three separate scan chains for eacheofristruction Cache (ICache),
Data Cache (DCache) and the Register File. The chip t®ated by scanning in
instructions into the Icache and comparing the executidpublscanned out of the
Dcache and the Register File with a Personal Commumeitating the same code. A 64-
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Table 4.1 Processor implementation details

Technology Node 0.18um
Max. Clock Frequency 140MHz
DVS Supply Voltage Range 1.2-1.8Vv
Total Number of Transistors 1.58million
Die Size 3.3mm*3.6mm
Measured Chip Power at 1.8V 130mw
Icache Size 8KB
Dcache Size 8KB

Total Number of Flip-Flops 2801

Total Number of Razor Flip-Flops 207
Number of Delay Buffers Added 2388

% Total Chip Power Overhead due to | 2.9%
Razor Flip-Flops and Delay Buffers

Error Free Operation

Standard Flip-Flop Energy 49fJ/125f]
(static/switching)
RFF Energy (static/switching) 60fJ/205fJ

Error Detection and Recovery Overhead

Energy of RFF per error event 260fJ

bit special purpose register keeps a record of the totabewwf errant cycles and is
sampled to compute the error rate for a particular run.

The core frequency is controlled by an internal Clockesation Unit (CGU). The
CGU generates an asymmetric clock in a range betwedfHzOio 400 MHz in steps of
20MHz. The shadow latch sampling delay, defined by the durafidime positive clock
phase, is configurable from Ops to 3.5ns in steps of 500ps. The &6 a separate
voltage domain that is not voltage scaled. Hence, treefoequency and the shadow latch
sampling delay remains constant even when the core vadtageamically scaled.

4.2 Measurement Results

We measured energy savings obtainable from Razorl bagednic Voltage
Scaling (DVS) at 140 MHz and 120MHz for 33 chips from two difféfabrication runs.
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Figure 4.2 Sub-critical operation in chips named "Chip 1" and"Chip 2"

As mentioned, Razorl energy savings are due to both efion@&f voltage safety
margins and operation below the point of first failuwréhe sub-critical voltage regime.
For every chip, we quantified the safety margin due tridie process variations by
measuring the difference between the first failure tpoinhe slowest (worst-case process
corner) chip and the chip under test. Temperature margins eomputed by the shift in
the first failure point for a chip when operating at 105@p@sosed to operating at 25C.
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Table 4.2 Error-rate and energy-per-instruction measurementor chips 1 and 2 at
the Point of First Failure and at the Point of 0.1% Error Rate

Point of First Failure Point of 0.1% Error Rate
Energy per Energy per
Voltage Power Instruction Voltage Power Instruction
(Power/IPC (Power/IPC
/Freq) /Freq)
Chip1l 1.63Vv 104.5mwW 870pJ 1.52v | 89.7mW 740pJ
Chip2 1.74v 119.4mW 990pJ 1.58v | 99.6mW 830pJ

In addition, by scaling the supply voltage below the fiagure point, we measured the
minimum voltage for which error correction is achieeablith Razorl and the voltage

where a 0.1% error rate is attained.

4.2.1 Energy Savings from Sub-critical Operation

Figure 4.2 shows the error rates and normalized energymgsaversus supply
voltage at 120 and 140MHz for two different chips. Energy pamicular voltage is
normalized with respect to the energy at the poirfirstf failure. For all plotted points,
correct program execution with Razorl error correcti@s verified.

From the figure, we note that the error rate at thatpaf first failure is very low,
and is on the order of 1.0e-8, because only a few crpaths that are rarely sensitized
fail to meet setup requirements and are flagged as timingsers voltage is scaled
further into the sub-critical regime the error rate@ases exponentially. The IPC penalty
due to the error recovery cycles is negligible for lerabes below 0.1%. Under such low
error rates, the recovery overhead energy is alsagitdgland the total processor energy
shows a quadratic reduction with the supply voltage. Aireates exceeding 0.1%, the
recovery energy rapidly starts to dominate, offsgtthre quadratic savings due to voltage
scaling. For the measured chips, the energy optimal et®fell at approximately 0.1%.

Table 4.2 shows the measured power at the point of dilsiré and the energy per
instruction for both the chips at the point of firstuee and at the point of 0.1% error rate.
At 120MHz, chip 1 consumes 104.5mW at the first failure pami 89.7mW at an
optimal 0.1% error rate, leading to 14% energy savingh wigligible IPC hit. The
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Figure 4.3 Normalized energy savings over point of first failureat the 0.1% error-
rate for 33 measured chips at 120 and 140MHz.

energy saving for chip 2 is 17%. These savings are in additite energy saved just by
eliminating voltage margins. Figure 4.3 shows the distributad the percentage

normalized energy savings obtained over the first faipomt while operating at the

0.1% error rate voltage for all the chips tested. At 120Mh range extends from 5% to
23% while at 140MHz the range extends from 5% to 19%.

Figure 4.4(a) shows the distribution of the first failwmdtage for the 33 measured
chips. At 120MHz, the measured range of variation ofiteefailure point is from 1.46V
to 1.76V. The correlation between the first failure agé and the 0.1% error rate voltage
is shown in the scatter plot of Figure 4.4(b). The 0.1%remte voltage shows a net
variation of 0.24V from 1.38V to 1.62V which is approximately 20%s l¢han the

variation observed for the voltage at the point it fiailure.
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Figure 4.4 Relationship between the Point of First failureand the 0.1% Error-rate
point. Figure a) shows the distribution of the Point of Fist Failure for 33 different
chips. Figure b) shows that the 0.1% point has a smallepeead than the Point of
First Failure.

The relative “flatness” of the linear fit indicatEss sensitivity to process variation
when running at a 0.1% error rate than at the point sff failure. This implies that a
Razorl enabled processor, designed to operate at theyemgtignal point, is likely to
show greater predictability in terms of performance thaeconventional worst-case

optimized design. The energy optimal point requires mifgignt number of paths to fail
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and statistically averages out the variations in mhilay due to process variation, as
opposed to the first failure point which, being determinedhieysingle longest critical
path, shows higher process variation dependence.

Figure 4.5 shows the effect of temperature on the poifitssffailure for a typical
chip. As expected, the first failure point increases dmitissby 100mV from 1.45V to
1.55V for a temperature change from 25C to 105C.

4.3 Total Energy Savings with Razorl

The bar graph in Figure 4.6 shows the energy for chipsdl2awvhen operating at
120MHz. The first failure voltage for chips 1 and 2, as shawFigure 4.2, are 1.63V
and 1.74V respectively, and hence represent typical anst-w@se process conditions.

The first set of bars shows the energy when Rasaurned off and the chip under
test is operated at the worst-case operating voltagj20MHz, as determined for all the
chips tested. This is the minimum voltage which guarareees-free operation for the
slowest process corner silicon at the worst-case textyye of 105C and a power supply
drop equal to 10% of the nominal voltage of 1.8V. The pointiref failure for the

50



162.8mW

160.5mwW
160 A
27.3mw | | 27.7mW
180mVv 180mvV
/;\ Power gOW‘Tr
4 Supply upply
c l 4 O Integrity Integrity
c | T 11.5mwW
~ 100mV
—_ 100mV
) Temp Temp 4.2mw
= 120 - 20mv 119.4mwW
o 17.3mw Process
o 130mV
8 -
5 Process 104.5mW
@ 99.6mWwW
8 100 4 119.4mW 119.4mwW
s 1.74V 1.74V
i 104.5mwW 104.5mW 89.7mW
1.63V 1.63V 99.6mW
1.58V
89.7mwW
80 ~ 1.52V
chipl chip2 chipl chip2 chipl chip2
Measured Power Power with Razor DVS Power with Razor DVS
with supply, temperature when Operating at Point when Operating at Point
and process margins of First Failure of 0.1% Error Rate

Figure 4.6 Total Energy Savings with Razorl.

slowest chip, among the 33 tested dies, is 1.76V at 25C whicdases to 1.86V at 105C,
a change of 100mV. To this, we add an extra 0.18V (10% of Ja8\¢pfety margin for
supply voltage drop, thus obtaining the worst-case operatitigge of 2.04V. Without
Razorl being enabled, all the chips would need to opetaieeavorst-case voltage in
order to ensure correct operation across all dies andtogeconditions.

We measure the power consumption of chips 1 and 2 at th&geoand quantify
how much of the worst-case power is due to procesgydrature and voltage safety
margins. We measure the power due to process margins lup by measuring the
difference in power consumption when operating abvws point of first failure versus
that when operating at the first failure voltage ofwiwest case chip. For example, chip 1
consumes 17.3mW extra when operating at 1.76V (the pbfirst failure of worst-case
chip) as opposed to operating at its own first failure poirt.63V. The power due to
temperature margins is measured by the difference in paywsumption when operating

at a voltage of 1.86V (first failure point of worst-cadep at 105C) versus operating at
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Figure 4.7 Distribution of the total energy savings over the wotscase for 33
measured chips.

1.76V. Similarly, the power due to power supply margins iasueed by operating the
chip at the worst-case voltage of 2.04V versus operating 1it8&V. At 2.04V, chip 1
consumes 160.5mW of which 27.3mW is due to safety margisupply voltage drop,
11.2mW is due to temperature margin and 17.3mW is due to prowegin. Chip 2
consumes 162.8mW at the worst-case voltage, as shawe Figure.

The second set of bars shows the energy when opgeraitin Razor enabled at the
point of first failure with all the safety margins ralinated. At the point of first failure,
chip 1 consumes 104.5mW while chip 2 consumes 119.4mW of power farhcisip 1,
operating at the first failure point leads to a saving of 58/9which translates to 35%
saving over the worst-case. The corresponding saving fprZclsi 43.4mW (27% saving
over the worst-case).

The third set of bar shows the additional energy sawingsto sub-critical mode of
operation of Razorl. With Razorl enabled, both chipsoperated at the 0.1% error rate
voltage and power measurements are taken. Since thetiogefieequency is kept
constant at 120MHz and the IPC degradation is minimal at Cefifdr rate, the
percentage savings in power is an accurate estimate @eticentage savings in energy.
At the 0.1% error rate, chip 1 consumes 89.7mW of powerhntranslates to 44%
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Figure 4.8 Razorl voltage control loop

saving over the worst-case (14% saving over operating gioihe of first failure). Chip
2 consumes 99.6mW of power at 0.1% error rate whichgavang of 39% over the
worst-case (17% saving over the point of first failurd)e Total energy gains for chip 1
(72mW, 44%) and chip 2 (63mW, 39%) are comparable becausergreatess margin
in chip 1 (13mW greater) is compensated by increased savinghifp2 (4mW extra)
due to scaling below the first failure point.

The distribution of the percentage energy savings tneworst case for all 33 chips
at 120MHz and 140MHz operating frequencies is shown in FigureOh7an average,
we obtain approximately 50% savings over the worst cab20Hz and 45% savings at
140MHz when operating at the 0.1% error rate voltage.

4.4 Razorl Voltage Control

Figure 4.8 shows the basic structure of the hardwareratoftop that was
implemented for real-time Razorl voltage control. TWemtroller reacts to the error rate
that is monitored by sampling the error register and reggilthe supply voltage to
achieve a targeted error rate. The difference betweensampled error rate and the
targeted error rate is the error rate differentigk.EA positive value of gz implies that
the CPU is experiencing too few errors and hence the swupfige may be reduced. If
Eqir IS negative, then the system is exhibiting too manyreramd hence the supply
voltage needs to be increased.

The control algorithm is implemented on a Xilinx XC2V250G#° [34], which
computes the error rate from the sampled register.cohgoller on the FPGA reacts to

the error-rate by adjusting the supply voltage to the dimipugh a DAC and DC-DC
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Figure 4.9 Run-time response of the Razorl voltage controllelShown in the figure
is a two minute snapshot of the error-rate for a program withtwo error-rate
phases.

switching regulator. The DAC outputs an analog referendtage to the regulator based
on the 12-bit control output from the FPGA. The DC-DC taigu has a voltage gain of
1.76 and can source a maximum current of 600mA. It caryeagiply sufficient current
to the chip which consumes less than 80mA at 1.8V. Weddse controller using a
program which has alternating high and low error ratesgdhaAt the high error rate phase,
the processor is executing high latency instructions amtenhthe critical paths of the
circuit are being exercised frequently. Therefore, a higheply voltage is required to
sustain the targeted error rate and vice versa.

The on-chip error counter is sampled at a frequency of 75Midzis accumulated
within the FPGA. The algorithm updates the control ousib@at conservative frequency of
1 KHz. If error rates are too high, voltage is increlagea rate of 1 bit per millisecond.
Conversely, a low error rate caused a 1-bit decreass. cdiresponds to a voltage
change of 2.15 mV at the output of the DC-DC regulaeding into the chip.

Figure 4.9 shows a 2 minute portion of the voltage cdatroésponse for the 2-
phase program execution. The targeted error rate fgivka trace is set to 0.1% relative
to CPU clock cycle count. The controller maintainsaaarage of 0.1% error rate during
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Figure 4.10 Razorl voltage controller: Error-rate phase transtion response. Figure
a) shows the transition from low to high error-rate. Figure ) shows the transition
in the opposite direction.

the low error rate phase. In the high error rate phsecontroller maintains an average
of 0.2% error rate although the median for the samplestill at 0.1% error rate. The
control target is not achieved in the high error ratesplgue to the occasional bursts in
the error rate which increase the average errorb@yend that of the target. The error
rate is bursty in this phase because a significantlgtgrenumber of critical paths are
exercised and hence there is a greater sensitivity to moigee supply voltage which
causes the observed bursts. In the low error rate paasach smaller number of paths
are critical and hence the sensitivity of the enrate to power supply noise is also
reduced significantly.

The controller response during a transition from tie-doror rate phase to the high-
error rate phase is shown in Figure 4.10(a). Error ratesase to about 15% at the onset
of the high-error phase. The error rate falls untl tontroller reaches a high enough
voltage to meet the desired error rate in each nuttiséd sample period. During a

transition from the high error rate phase to the lowrerate phase, shown in Figure
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4.10(b), the error rate drops to zero because the supfigge is higher than required.
The controller responds by gradually reducing the voltage tUn&itarget error rate is
achieved. The average voltage maintained during the low ext®mphase is 1.59V and
the average voltage maintained at the high error rateepisal.72V, a difference of
130mV. More efficient and complex control and error preain strategies are an area of

ongoing research, including automatic optimal error-relecson.

4.5 Summary and discussion

In this chapter, we presented a self-tuning processor widorRdased supply
voltage control. Razorl incorporates in situ erroredgon and correction mechanisms to
eliminate voltage margins and to operate below the pdifitsd failure. We presented
the design of a novel delay-error tolerant flip-fldyatt detects and recovers from timing
errors on the processor critical paths. With Raza$eld voltage management, we
obtained 50% energy savings over the worst-case, oneaagevacross 33 tested dies, by
operating at the 0.1% error rate voltage at a constaquéncy of 120MHz. Since the
energy-optimal voltage for Razorl occurs at moderately érror rates, it motivates
design optimization targeted at improving the delay ofcaiy exercised logic paths as
opposed to the worst case critical path.

However, Razorl makes certain assumptions about thegtimproperties of the
underlying architecture which may not hold true in the gensaaé. For example, the
propagation delay of the pipelimestoresignal, which is a high fan-out net, can become
critical for high-performance pipelines, especiallyaggressive technologies. This can
have the undesirable consequence of Razorl voltage sta&ling limited by the restore
signal rather than by the critical-paths in the pipeliff@s and similar concerns were the
primary motivation for us to develop an alternative eghe for implementing Razor in
processors, which we call Razorll. We discuss, in idethe various issues and
weaknesses in Razorl in the next chapter and develop yheokeepts of Razorll which
address these.
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CHAPTER 5

RAZORIIl: TRANSITION -DETECTION BASED ERROR -
DETECTION AND MICRO-ARCHITECTURAL RECOVERY

In Chapter 3, we introduced the concept of Razorl whi@s @ double-sampling
Razorl flip-flop (R1FF) for in situ error-detection. Razorl speculative data captured at
the positive edge of the clock is compared againstdhea sample stored in a shadow
latch. Recovery is achieved through a pipeline restomakighich a) overwrites the
main flip-flop with the correct data in the shadow latittereby restoring correct state in
the main flip-flop with a single cycle penalty and bgages additional infrastructure
embedded within the micro-architecture which reverts tpelipe back to its correct
state. Thus, the recovery process has both circsitged as micro-architectural aspects
to it.

This technique of error-detection and the circuit-archiedt recovery has
fundamental design constraints which make it signifigaigss amenable to high-
performance microprocessors at advanced process noddss khapter, we propose a
new technique, called Razorll, which addresses the isauth® iRazorl approach. The
remainder of the chapter is organized as follows. Ini@ecs.1, we discuss the
weaknesses of the Razorl technique which complicatesdadoyment in high-
performance pipelines. Section 5.2 describes the key caenoépte Razorll technique.
Section 5.3 deals with the pipeline modifications necgsga support recovery in a
Razorll pipeline when a timing error is detected. Thesistor-level schematic of the
error-detecting Razorll flip-flop is described in Sectibd. Section 5.5 deals with an
alternative design of the Razorll flip-flop which usesamsparent latch, instead of a flip-
flop. We show how this design simultaneously achievesg-error detection and SEU
tolerance in logic and inside registers. Memory design the Razorll pipeline is

discussed in Section 5.6. Finally, we summarize thiptelnan Section 5.7.
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Figure 5.1 Timing constraint on theRestore signal. TheRestore signal is a high fan-
out net which is generated out of a high fan-in OR gate. Iteeds to setup before the
next rising edge with sufficient safety margin.

5.1 Issues with the Razorl technique

5.1.1 Timing constraint on the pipelinerestore signal

Therestoresignal is generated by “OR”-ing the error pins of individRaFFs in the
pipeline stage, as described in Section 3.1. The outghtsoOR gate is suitably latched
and routed tceveryflip-flop in the stage. Thus, the restore generation angagation
circuitry is a high fan-in and high fan-out structuresuitable buffer tree is required in
order to route