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Abstract 

 

This dissertation has investigated the role of turbulent eddies on habitat selection and 

swimming kinematics of fish. First, the level of turbulent velocity fluctuations in habitat 

selected by brown trout (Salmo trutta) was investigated in the field. It was found that 

turbulent velocity fluctuations were lower in areas that fish selected compared to areas 

that were not inhabited but were believed to be viable habitat based on standard habitat 

suitability indices. Based on the results from these field observations, a series of 

laboratory experiments tested the effects of turbulent eddies on fish swimming 

kinematics. Specifically, a series of increasing velocity tests were conducted such that 

creek chub (Semotilus atromaculatus, total length = 12.2 cm) were swum downstream 

from either a control grid or one of three cylinder arrays (diameters of 0.4, 1.6, and 8.9 

cm, with gaps equal to cylinder diameter) which were oriented either vertically or 

horizontally. The control grid and cylinder arrays produced turbulent flow regimes with 

95th percentile eddy diameters ranging from 1/6 to 1 fish length and 95th percentile eddy 

vorticity ranging from 1.5 to 11.3 s-1 across cross-sectionally averaged flow speeds 

ranging from 8.5 to 50.2 cm.s-1. As eddy diameter and vorticity increased (and hence 

eddy momentum), the fish critical swimming speed and tail beat frequency decreased. 

Conversely, increasing eddy momentum resulted in increased tail beat amplitude, rates of 

spill, and pectoral and pelvic fin percentage area and time deployed. In the presence of 

eddies with high momentum the fish based Strouhal number was found to increase 

linearly with the fish based persistence parameter. Further, it was found that changes in 

the orientation of the eddies, which either rotated about a horizontal or vertical axis, 

produced changes in critical swimming speed, spill rates, and the pattern of pectoral fin 

deployment. It was shown that the primary mechanism which links the features of 

turbulence to the response of fish was the relative momentum of the 95th percentile 

turbulent eddies with respect to the fish. Finally, in order to apply the results from these 
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laboratory experiments in the field, a portable, submersible, miniature particle image 

velocimetry device was developed and tested allowing for the collection of turbulent 

eddy metrics in fluvial environments. 
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Chapter I 

 

Introduction 

 

Civil engineering designs are increasingly required to mitigate impacts on aquatic 

ecology; as such, stream restoration and the design of fishways (fish ladders, fish screens, 

and road culverts) are becoming increasingly important (Pearson et al. 2005). These new 

societal and governmental mandates (e.g. EPA 40 CFR Part 30, 2008) push engineering 

projects to be more sustainable, have a lower impact on the environment, and meet the 

demands of a growing population. A major component of stream restoration is the design 

of micro-habitat, sub-reach scale designs which often include flow obstructions such as 

large-woody debris, rock barbs, and boulder clusters (Rosgen 1996, Papanicolaou et al. 

2003, Shields et al. 2004). The primary purpose of these engineered obstructions is 

usually three-fold in that they provide a time-averaged velocity refuge, provide cover 

from predation, and provide increased diversity of habitat choices (Huston 1979, Shields 

et al. 2003, Palmer and Allan 2006). To understand the role of such engineering 

obstructions, they must be viewed in the context of eddies and turbulence.   

When the obstruction-based Reynolds number (the ratio of inertial to viscous 

forces in a flow, Re=UL/υ , where Re is the obstruction-based Reynolds number, U is the 

velocity approaching the obstruction, L is the obstruction diameter and υ  is the kinematic 

viscosity of water) is greater than 60, turbulent eddies will be shed from the obstruction 

(von Kàrmàn 1937). These turbulent eddies are coherent rotating structures in the fluid. A 

two-dimensional slice through these rotating fluid bodies appears as a rotating disk which 

can be described by its diameter and rate of rotation, vorticity (ωe). A required feature of 

eddies is that they must either connect to an interface (either solid-liquid such as the bed 

surface, or an interface between two fluids such as the air-water interface) and hence can 

be visualized as cylinders or ‘strings’ of fluid spanning two interfaces (Robinson 1991, 
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Zhou et al. 1999, Roushan and Wu 2005) or they must connect to themselves in a toroidal 

or ‘vortex ring’ shape (Zhou and Antonia 1992, Linden and Turner 2004). While 

turbulence is ubiquitous in the environment and laboratory settings, a universal definition 

of turbulence remains elusive (Tennekes and Lumley 1972, Brown and Roshko 1974, 

Roshko 1993). For the purpose of this dissertation, turbulent flow is defined to be flow 

which is composed of a continuum of eddies. These eddies can be described by their 

diameter, vorticity, and orientation in the flow. 

The term continuum is necessary in this definition of turbulent flow in order to 

differentiate it from simple periodic flow such as that occurring downstream from 

cylinders with cylinder-based Reynolds numbers between 50 and 1000 (Schlichting 1979 

and Williamson 1996). These flows, while unsteady, are distinguished by the presence of 

nearly uniform diameter, uniform orientation eddies which progress downstream from the 

cylinder in a zigzag pattern, termed the Kàrmàn vortex street (von Kàrmàn 1937). The 

nearly unimodal composition of these flows (in the sense of eddy diameter, orientation, 

and frequency) indicates that, while unsteady, flow is likely to be predictable by the fish. 

In fact, recent studies by Liao et al. (2003a, 2003b) and Liao (2007) describe fish 

swimming in Kàrmàn vortex streets. The range of Reynolds numbers (5,600 to 20,000) 

that these experiments were conducted at suggests that the flow was likely complicated 

by three-dimensional vortices (vortices with rotational axes not aligned with the cylinder 

axis) which would interact with the Kàrmàn street inducing a continuum of eddy sizes 

(Bernal and Roshko 1986, Williamson 1988). Nevertheless, the flow as described by Liao 

et al. (2003a, 2003b) and Liao (2007) was dominated by unimodal Kàrmàn eddies. Fish 

were shown to adjust their gait such that the tail beat amplitude, frequency, and 

wavelength matched the diameter, frequency, and spacing of eddies in the flow. Liao 

(2003a) further showed that by matching their gait to the dynamics of the flow, muscle 

use was substantially reduced compared to swimming in the free stream. While these 

studies are important in showing the ability of fish to adapt to unsteady flow in order to 

minimize energy expenditures, these highly predictable, unimodal eddies are not the most 

common form of unsteadiness in natural fluvial environments. Rather, flow is typically 

composed of a continuum of eddies due to higher Reynolds-numbers, interactions 

between the bed and flow obstructions, complex bed topography, and inter-eddy 



3 

interactions which cause eddies of various sizes, vorticities, and orientations to be formed 

(Nowell and Jumars, 1984, Shamloo et al. 2001, Tritico and Hotchkiss 2005). Given the 

ubiquity of turbulence in the fluvial environment, it is prudent to work toward a better 

understanding its impact on fish behavior. 

The research described here investigated the effects of turbulence on fish 

locomotion. Locomotion is recognized to underlie most fish behavior (Webb and 

Gerstner 2000, Drucker and Lauder 2002). While turbulence has long been known to be 

characteristic of aquatic environments, only in the last 25 years have the ecological 

effects of turbulence on animal behavior been recognized (Pavlov et al. 1982, Mackenzie 

and Kiorboe 1995, Smith et al. 2005). Studies quantifying turbulence effects large 

enough to impact fish behavior are sparse. 

This work first establishes a role for turbulence in habitat selection, for which 

swimming ability is essential (Chapter 2). Second, the mechanisms whereby turbulence 

affects swimming are explored, first evaluating the effects of the momentum of eddies 

comprising turbulent flow on performance (Chapter 3), and subsequently determining 

how turbulent flow affects swimming kinematics (Chapter 4) and deployment of control 

surfaces used in stabilizing posture (Chapter 5). A missing link between these laboratory 

studies, which quantified the effects of turbulence on fish through the visualization of 

eddies, and application to field research was the ability to resolve flow fields in terms of 

eddy composition in the field. To bridge this gap, a new underwater portable particle 

image velocimetry (PIV) system is described (Chapter 6).  

 

Background 

Using a variety of point measurement devices (e.g. Marsh-McBirney, Acoustic 

Doppler Velocimeters (ADV)), turbulent velocity fluctuations have been shown to affect 

habitat selection (Smith et al. 2005, Fulton et al. 2005), the energy budget of individuals 

(Standen et al. 2002 and 2004, Enders et al. 2003), gamete dispersal (Montgomery et al. 

1996), and food availability (Mackenzie et al. 1994, Mackenzie and Kiorboe 1995, 2000, 

Landry et al. 1995). While turbulent velocity fluctuations have been shown within a 

single study to correlate with fish response, whether each response is positively or 

negatively affected by increasing levels of turbulent velocity fluctuations often varies 
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across studies (Table 1.1). For instance, Pavlov et al. (various articles summarized in 

2000) and Enders et al. (2003, 2004) have reported that as the intensity of velocity 

fluctuations (turbulence intensity) increases, the swimming costs increase. Conversely, 

Liao, et al. (2003a, 2007) and Standen et al. (2004) argue from their data that turbulence 

results in increased swimming efficiencies due to the potential for fish to extract 

momentum from eddies. 

 

Table 1.1: A selection of studies investigating the effects of increased turbulent 
velocity fluctuations on various fish response characteristics. Arrows represent 
whether increasing levels of turbulent velocity fluctuations have positive (↑), negative 
(↓), no (↔), or a mixed impact (↕) on fish response. 

Parameter Result 

Swimming Ability ↓ Pavlov et al. (1982, 2000), Cada and Odeh (2001), 
Enders et al. (2003, 2004), Lupandin (2005) 

↑ Liao et al. (2003a, 2003b, 2007), Standen et al. (2004) 
↔ Nikora et al. (2003) 

Feeding Efficiency ↓ Landry et al. (1995), Mackenzie and Kiorboe (2000) 
↑ Mackenzie and Kiorboe (1995), Kato et al. (2008) 

Habitat Choice ↨ Smith et al. (2005), Fulton et al. (2005), Smith and 
Brannon (2008) 

 
The second chapter of this dissertation indicated an inverse relationship between 

increased turbulence intensity (temporal variance of velocity divided by the time-

averaged velocity) of a sand bed river in northern Michigan and habitat selection of 

brown trout (Salmo trutta). A snorkel survey was conducted identifying locations where 

adult brown trout were holding station in the flow. Turbulent velocity fluctuations were 

measured in these locations along with other locations that, according to habitat 

suitability criteria, should be equivalent habitat but were unoccupied. The turbulence 

intensities in inhabited locations were compared to the turbulence intensities in vacant but 

otherwise suitable areas. Additionally, instantaneous velocity data were collected in two 

exemplary cross-sections of the stream to characterize the range of flow habitats in the 

stream. The results support the conclusion that turbulence is an important factor (in 

addition to standard habitat suitability indices such as current speed, water depth, and 

cover) in determining fish habitat suitability, which generally is a function of energy 
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requirements, access to food, and avoidance of predation for non-spawning adult 

salmonids.  

This study, like those of others using velocity fluctuations to quantify turbulence, 

added to observations showing a role for turbulence in the distribution of fishes. 

However, it did not provide a basis for understanding how turbulence affects fishes, nor 

any unifying principles that could explain both positive and negative effects. Results 

from studies such as those noted in Table 1.1, notably by Cada and Odeh (2001), Nikora 

et al. (2003), Liao et al. (2003a, 2007), Lupandin (2005), had suggested that the key to 

understanding effects of turbulence might be related to the size of eddies relative to the 

size (total length) of a fish.  

Cada and Odeh (2001) theorized, based on first principles, that the scale of 

turbulent eddies would affect migrating salmon in different ways depending upon the 

relative diameter of the eddy to the fish length. Specifically, they proposed that eddies 

which are much smaller in diameter than the fish length will lack a sufficient moment 

arm to provide a substantial torque on the fish body. They also argued that the 

combination of a number of small eddies rotating in different directions along a fish body 

would tend to negate any moments induced by a single eddy. Furthermore, they predicted 

that eddies which are much larger than the fish will be perceived as secondary currents, 

which may act to give incorrect migratory guidance cues but would induce destabilizing 

perturbations on the fish, while eddies of approximately the same diameter as the fish 

length have the appropriate scale to provide a torque about the fish center of mass.  

Anecdotal support for this theory has been provided by Liao et al (2003a,b) who 

showed that fish swimming in the Kàrmàn vortex street downstream from cylinders 0.25 

and 0.5 body-lengths in diameter adjusted body wavelength, tail beat amplitude, and tail 

beat frequency compared to those swimming in the free stream. These results are 

anecdotal since the eddy diameter was not determined, although expected to be 

proportional to the cylinder diameter.  

Lupandin (2005) looked at the effects of turbulence length scale on the critical 

swimming speed of perch (Perca fluviatilis). The critical swimming speed is a measure of 

swimming performance and is the speed at which fish exhaust after a sequential increases 

in flow speed within a flume. The turbulence length scale is a measure of the spatial 
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similarity of velocity across a flow. While related to the eddy radius, since flow inside an 

eddy is coherent and therefore spatially correlated, a direct connection between the 

turbulent length scale and an eddy diameter is difficult to draw since eddies are defined 

by their angular velocity rather than a linear velocity correlation (Taylor 1935a and b, 

Hill 1996, Roy et al. 2004). In spite of this discrepancy, which was necessary given that 

flow was characterized using a point measurement device, Lupandin (2005) found that 

when the turbulent length scale of the flow was less than 2/3 of fish body length, there 

was no effect on the critical swimming speed of the fish. When the turbulent length scale 

was greater then 2/3 of fish length, the critical swimming speed of the fish declined. In 

another study, Nikora et al. (2003) examined the effects of turbulence produced by wavy 

walls on the fatigue time of Galaxias maculatus. They found no effect of the walls in 

spite of increased levels of turbulence intensity and proposed that the reason for the lack 

of effect was related to the scale of the turbulence that they created. 

To date, there has been no systematic evaluation of how eddy characteristics 

affect fish swimming. The work by Liao et al. (2003a) reported fish swimming in flows 

at Reynolds numbers between 5,600 to 20,000, yet the classic Kàrmàn vortex street 

occurs below this range, at Reynolds numbers between 50 and 1000 (Schlichting 1979 

and Williamson 1996).  Above a Reynolds number of 1000, three dimensional 

instabilities in the shear layer interact with the Kàrmàn and shear layer vortices to induce 

a continuum of eddy sizes (Bernal and Roshko 1986, Williamson 1988). Liao et al 

(2003a) do not report eddy diameter or vorticity distributions. The Kàrmàn vortex street, 

as reported by Liao et al. (2003a) and Liao (2007), was a highly predictable flow with a 

single eddy shedding frequency; one must thus assume it lacks the complexity found in 

most aquatic environments. To address this issue of complexity, the core of this 

dissertation (Chapters 3, 4, and 5) reports on experimental studies in which arrays of 

cylinders of different sizes were used to induce a continuum of turbulent eddies with 

increasing ranges of eddy sizes (cylinder based Reynolds numbers ranged from 340 to 

45,000), especially increasing the proportion of eddies with diameters similar to fish 

length. In addition, it considers the consequences of turbulent perturbations in vertical 

and horizontal planes by orienting the turbulence producing cylinder arrays in the vertical 

and horizontal planes respectively. These experiments use two-dimensional PIV (Raffel 
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et al. 1998, Gharib and Dabiri 2000, Samothrakis and Cotel 2006) to identify and 

characterize eddies.  

The third chapter describes the flow patterns induced by cylinder arrays, 

quantifying flow in terms of eddy diameter and vorticity. These were related to the 

critical swimming speed of creek chub (Semotilus atromaculatus). Eddy size alone was 

considered an incomplete measure of turbulence-fish interactions. An additional measure 

that accounted for the momentum of an eddy relative to that of the fish, defined as the 

momentum ratio, was introduced to explain results. The orientation of larger eddies also 

affected swimming performance, with fish being able to recover faster from eddy-

induced perturbations in the vertical plane where a fish could harness large forces 

produced by the vertical caudal fin to re-establish control. 

The fourth chapter relates swimming kinematics of tail beat amplitude, frequency, 

wavelength, tail depth, and tail angle of attack during swimming at constant speed and 

body posture in various turbulent regimes. Again the momentum ratio proved important, 

such that when eddy momentum was of the same order of magnitude as fish momentum, 

tail beat frequency decreased and amplitude increased. Furthermore it was shown that the 

tail beat frequency was proportional to eddy vorticity for fish swimming in a given flow 

regime.  

In the last of the three chapters on fish responses to various turbulence regimes, 

the deployment of non-caudal-fin control surfaces was explored. No significant changes 

were found in usage patterns across turbulent eddy diameter or vorticity for the anal and 

dorsal fins. However, both the percentage of time for which the paired pectoral and pelvic 

fins were deployed, and the area deployed, increased with the momentum ratio. 

Additionally, the pattern of pectoral fin deployment was observed to change based on 

eddy orientation in the flow. 

 The success of these studies demonstrates the need for a tool to make similar 

quantitative recordings of eddies in the field. In accordance, Chapter VI describes the 

development, testing, and demonstration of an underwater PIV device that can be used in 

rivers to quantify turbulent eddies. 

 Finally, a Conclusions Chapter (Chapter VII) relays the major findings and 

implications of this dissertation. The chapter also lays out paths for future research and 
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specific recommendations for incorporating these results into stream restoration and fish 

ladder design. 

It is the goal of this dissertation to show that the relative size, vorticity, and 

orientation of turbulent eddies affects the swimming performance of fishes. This 

dissertation therefore hopes to transition the discussion of the effects of turbulence on 

fish habitat selection and swimming kinematics away from a turbulent fluctuations based 

description of turbulence to one based on eddies. It is hoped that through this new lens 

that many of the inconsistencies described previously will be clarified allowing biologists 

and engineers to more readily incorporate these and previous findings into future research 

and applications. 
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Chapter II 

 

Do Brown Trout Choose Locations with Reduced Turbulence? 

 

Introduction 

Current velocity, water depth, substrate, cover, and shade are major features used 

to codify the physical habitat requirements for many species of salmonids as indicated, 

for example, by habitat suitability indices (HSI), habitat diversity criteria (HSC), and the 

habitat probabilistic index (HPI) (Raleigh 1982; Raleigh et al. 1986; Baker and Coon 

1995; Girard et al. 2003; Guay et al. 2003; Williams et al. 2004).  

Turbulence is also a physical characteristic of streams (Hawkins et al. 1993). As 

seen in laboratory situations, locations chosen by fishes are affected by the levels of 

turbulence (Pavlov et al. 1982, 1983, 2000; Shtaf et al. 1983; Pavlov and Tyurukov 1988; 

Odeh et al. 2002; Enders et al. 2003; Liao et al. 2003). Smith (2003) and Smith et al. 

(2005) showed that trout, while apparently attracted to shear zones, chose locations with 

reduced turbulence. However, there are relatively few observations on turbulence in 

streams or on the effects of turbulence on the choice of locations by trout in their natural 

habitat. 

The present research addresses two questions to determine whether turbulence 

affects habitat choice by brown trout Salmo trutta in a sand-bed stream (Table 2.1). First, 

is turbulence lower in locations occupied by brown trout than in otherwise similar 

locations unoccupied by brown trout? Second, how do levels of turbulence in locations 

occupied by brown trout compare with those in other sections available within the same 

stream? The second question is an essential corollary to the first because hydrodynamic 

theory suggests that optimal habitat requirements (HIS, HSC, and HPI) place brown trout 

in high turbulence situations. As such, there may be limited choices, if any, for brown 

trout to avoid turbulence in natural settings. 
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Methods 

Stream habitat.—Observations were made within a 500-m reach of the west 

branch of the Maple River in Emmet County, Michigan, during July and August 2002, 

2003, and 2004. The West Maple River is a third-order, cold-water stream, with 

substantial input of cold groundwater supplemented with surface input from wetlands 

(Wiley et al. 2002; Zorn et al. 2002). The predominant land cover is mixed hardwood, 

with aspen Populus tremuloides, red pine Pinus resinosa, and beech Fagus grandifolia 

shading much of the stream.  

Stream habitat composition (Bain and Stevenson 1999) was based on detailed 

analysis of a 50-m stretch of stream 6–12 m in width within the 500-m reach studied in 

2002. Observations were made at grid points occurring at 2-m intervals along the 

thalweg, and 1-m intervals along transects from bank to bank at each 2-m interval. At 

each point, substrate, cover (usually occurring as instream large woody debris, LWD), 

and the presence of aquatic plants (primarily Vallisneria americana) were recorded. In 

addition, water depth and mean current speed were measured. Mean current speed in the 

water column was measured at 60% of the total depth from the water surface by means of 

a Marsh-McBirney electromagnetic flowmeter (model 2000). Current speed was sampled 

at 20 Hz for a 2-min period. The Marsh-McBirney flowmeter sensor head was 35 mm in 

diameter and was precise to ± 2% of mean current speed. The flowmeter was deployed on 

a wading pole and oriented upstream, avoiding possible interference of the pole on the 

flow near the sensor. These data were used to describe the coarse-scale stream features at 

each grid point: run, riffle, shallow sandbar and shallow margin (Bain and Stevenson 

1999). 

Discharge.—Discharge was determined for each year. In 2002 and 2003, the 

mean current speed was measured as described above at 1-m intervals across three stream 

cross-sections. In 2004, the current speeds were determined by means of an acoustic 

Doppler velocimeter (ADV, Sontek Field ADV Serial Number A525). We took 

measurements throughout the water column at 1-m intervals across the stream at two 

locations. These measurements were needed to determine the range of turbulence 

intensity (TI) and current speed available within a stream as described below. The mean 
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current speeds at 60% of the water depth were summed for the 1-m intervals across the 

stream to obtain discharge (Bain and Stevenson 1999).  

Turbulence.—Turbulence is most commonly quantified in studies using fishes in 

terms of a nondimensionalized measure of variation in velocity magnitude relative to the 

local average speed where the measurement is made (Sanford 1997; Pavlov et al. 2000; 

Odeh et al. 2002). This statistical measure of turbulence is defined as the turbulence 

intensity, TI, which is derived from the following equation:  

TI = σ/ulocal     (2.1) 

where σ = standard deviation of the instantaneous velocity and ulocal = average local 

current speed. 

As mentioned above, we switched to using the ADV in 2004 to measure current 

velocity and its variation. The ADV is used in field situations to sample velocities from 

0.1 to 250 cm/s within a standard cylindrical sampling volume with a diameter of 6 mm 

and a height of 9 mm (e.g., Kraus et al. 1994; Nikora and Goring 1998, 2000; Nikora et 

al. 2002a, 2002b). The ADV uses the principle of the Doppler effect to measure velocity, 

detecting changes in wave characteristics caused by the flow of the water relative to a 10 

MHz carrier wave. The typical noise level is 1% of the velocity range when transmitting 

data at 25 Hz, as in this application. At this rate we recorded more than 1,800 

instantaneous measures of velocity from the ADV for each sample location. Mean 

velocity was determined at each location and TI was calculated from equation (2.1). The 

ADV was supported on a tripod, and oriented in the direction of the overall stream flow. 

The tripod was arranged with two upstream legs, spread maximally to be as far as 

possible from the flow incident to the sensor volume. Therefore, there was no 

interference between the sampling volume and the legs of the tripod. Data from the ADV 

were filtered (Wahl 2000) to increase signal to noise ratios (SNR) by removing 

measurements less than 15 and were despiked with the phase space de-spiking method 

described by Goring and Nikora (2002). 

Fish.—Brown trout were located by snorkeling. Two snorkelers moved side-by-

side slowly upstream over the 500-m stream length (Smith 1994; Dolloff et al. 1996; 

McMahon et al. 1996). Some brown trout darted into cover, but most did not appear to 

notice the snorklers. 
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Table 2.1: Summary of observations and methods used to determine turbulence 
intensity in brown trout habitat. To compare current speed and turbulence intensity (1) 
between locations with and without fish and (2) between locations with fish and typical 
stream locations; ADV = acoustic Doppler velocimetry. 

 Fish versus no fish 
Measurement(s) 2002 2003 

Fish versus 
streamwide 

(2004) 
Measurement of turbulence 

intensity (TI) and current speed 
(u) at the nose of brown trout 
in natural habitat locations. 
Water depth, temperature, 
cover, presence of aquatic 
plants (primarily Vallisneria 
americana), local bathymetry, 
and substrate also recorded. 

Using Marsh-
McBirney 
flowmeter 

Using Marsh-
McBirney 
flowmeter 

Using ADV 

Measurement of TI and u at similar 
locations in which no trout 
were seen. 

Using Marsh-
McBirney 
flowmeter 

Using Marsh-
McBirney 
flowmeter 

 

Measurement of u and TI 
throughout the water column at 
1-m intervals across the stream 
to determine typical ranges for 
a small sand-bed trout stream. 

  Using ADV 

Calculation of discharge from 
measurement of mean current 
speed at 60% of depth at 1-m 
intervals across the stream. 

At three 
locations 
using Marsh-
McBirney 
flowmeter 

At three 
locations 
using Marsh-
McBirney 
flowmeter 

Obtained 
from ADV 
data for 
whole water 
column 

Stream habitat composition 
recorded at 2-m intervals along 
the thalweg and 1-m cross-
stream intervals for a typical 
50-m reach. Mean current 
speed at 60% of depth, water 
depth, temperature, cover, 
presence of aquatic plants, 
local bathymetry, and substrate 
recorded. 

Current speed 
recorded 
using Marsh-
McBirney 
flowmeter 

  

 

When a brown trout was found, it was observed for at least 2 min to ensure that it 

was holding station at that location and was not affected by the observer’s presence. 

Brown trout were often found at the same locations on successive days, but data were 

only obtained once. Total length (TL) was estimated to about the nearest 2 cm (Dolloff et 
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al. 1996). The accuracy of estimates was determined using fish-shaped objects of known 

length in typical stream situations. The positions of the noses of the brown trout relative 

to the location in the stream were recorded. Water depth, temperature, cover, local 

bathymetry and substrate also were recorded. Measurements of current velocity and its 

variation were made as described above while the snorkelers continued upstream to 

locate another brown trout. 

Fish locations (2002 and 2003 observations).—The question of whether brown 

trout were found in locations with lower turbulence than similar locations lacking fish 

was addressed by measuring TI at the nose positions of brown trout and comparing these 

with minimal values measured in similar no-fish locations. Observations were made over 

7 d in July 2002 and 14 d in July-August 2003. A brown trout location was sampled only 

once.  

When a brown trout was located by snorkelers, the Marsh-McBirney flowmeter 

was deployed at the position of the fish’s nose, and current speed (unose) and TI were 

measured. Water depth, temperature, stream cover (e.g., large woody debris [LWD]), the 

presence of aquatic plants (primarily V. americana), local bathymetry and substrate also 

were recorded. 

All brown trout occupied substratum dips over a sandy bottom with some gravel, 

at locations that were shaded and had instream cover, usually as LWD, but lacking 

aquatic plants. Differences occurred among brown trout locations in unose, TI, water depth 

and brown trout length. Multiple regression with TI as the dependent variable was used to 

show that alternative or confounding factors, such as length and water depth, were not 

key explanatory factors for our experimental design. The relationship between current 

speeds and TI was best described as a power function, so that log-transformed current 

speed and TI were also examined using regression analysis. Only unose proved to have a 

significant effect on TI and the best fit relationships between these two variables was 

determined using nonlinear regression analysis. 

No-fish locations (2002 and 2003 observations).—During the sampling period 

each year, snorkelers also identified locations that were as similar as possible to the 

occupied locations but lacking brown trout. Before using data from these no-fish 

locations, repeated observations were made to ensure that trout were absent from these 
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sites. At no-fish sites, ulocal and TI were measured using the Marsh-McBirney flowmeter 

at several positions, each of which was typical of locations chosen by brown trout. We 

conservatively report the smallest TI values for these no-fish locations. Water depth, 

temperature, stream cover, presence of aquatic plants, local bathymetry, and substrate 

also were recorded. Relationships among variables differing among no-fish sites were 

examined as described above for fish sites. 

Comparisons of fish and no-fish locations (2002 and 2003 observations).—

While multiple regression showed relationships among variables within the fish and no-

fish sites, differences between brown trout and no-brown-trout locations were further 

tested for significance by means of analysis of covariance (ANCOVA; Zar 1997) with 

current speed and depth as covariates. 

TI variation for exemplary stream transects (2004).—Two transects were 

found that included the range of habitat features typical of the trout stream as determined 

from the stream survey in 2002. Measurements of ulocal and TI were made at 1-m 

intervals across the stream at each transect, and at heights above the substratum of 1, 3, 5, 

10, 15, 20, 30, 40, and 50 cm, as applicable. No measurements were made within 10 cm 

of the water surface as the volume needed to measure velocity by the ADV lies 10 cm 

below the transducers. These data were also used to determine the mean water-column 

current speed at 60% of the water depth at 1-m intervals in order to calculate discharge as 

described above (Bain and Stevenson 1999). These measurements were made for three 

stream cross-sections in 2002 and 2003, and two stream cross-sections in 2004.  

TI variation and fish locations (2004 observations).—Brown trout were located 

as described above for 2002 and 2003. Values for unose and TI for 17 brown trout were 

compared with data from the years 2002 and 2003. 

The relationships between TI, ulocal, and unose also were analyzed and compared as 

described above for fish and no-fish locations. 

 

Results 

Stream Habitat-The 500-m length of stream was comprised of pools and runs, 

shallow sandbars often supporting patches of V. americana, and edge habitat. In the 

intensively sampled 50-m length of stream, pools occupied 35% of the reach area, with 
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mean water column current speed (60% of depth averaging 13.5 ± 0.2 cm/s [mean ± 2 

SEs]) and depths averaging 49.0 ± 0.4 cm. Depths for runs were smaller, averaging 33.3 

± 0.5 cm while average current speeds for the water column were larger averaging 24.3 ± 

0.2 cm/s. The runs represented 33% of the 50-m reach area. Shallow areas with V. 

americana represented 24% of the reach area, with water-column mean current speeds of 

14.2 ± 4.2 cm/s and depth 22.2 ± 0.4 cm. Shallow edge habitat, which was a shallow, 

mucky area of the stream lacking aquatic plants, totaled 8% of the sampled reach area. 

Mean current speeds for the water column of edge habitat were 10.0 ± 0.7 cm/s and mean 

depth was 10.9 ± 0.6 cm. Large woody debris was present in 20% of locations sampled. 

Overall, the stream was typical of other Michigan sand-bed streams (Wiley et al. 2002; 

Zorn et al. 2002). 

Fish-Three species of trout were found in the West branch of the Maple River: 

brown trout, brook trout Salvelinus fontinalis, and rainbow trout Oncorhynchus mykiss. 

Data are reported here only for the most abundant species, brown trout. Mottled sculpin 

Cottus bairdii and Johnny darter Etheostoma nigrum also were observed. 

Over the 3 years of sampling, observations were made on brown trout ranging in 

total length from 5 to 25 cm. Brown trout were found in water with depths ranging from 

16 to 57 cm and values of unose ranging from 1 to 37 cm/s with a mean of 14 ± 3 cm/s. All 

locations where brown trout were present were shaded and had cover in the form of 

LWD. No brown trout were found in locations with aquatic plants. Physical attributes 

generally were within the range considered optimal in use-based and bioenergetics-based 

HSC (Baker and Coon 1995). 

All brown trout were found in dips in the substratum, which were predominantly 

comprised of sand but which sometimes contained small amounts of gravel. Of these 

brown trout, 40% were seen on the upstream slope, 27% at the deepest point of a dip, 

13% on ledges created by embedded solid materials on the side of a dip, 10% associated 

with LWD located above the streambed, and 10% were found in various other locations. 

The few brown trout swimming at increased heights above the bottom were seen within 

logjams. The distance between the ventral surface of the brown trout and the stream 

bottom ranged from 0 to 15 cm, with a mean of 2.3 cm, and a modal height of 0 cm. The 

noses of the brown trout were from 1 to 16 cm from the bottom. Eighty-five percent of 
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these nose-points were within 5 cm of the bottom. Thus, brown trout were found in 

habitats where shear rates were expected to be high. 

Most brown trout (80%) swam with steady undulations of the body and caudal 

fin, even when in contact with the bottom. The remaining brown trout rested on the 

bottom in the parr posture (Arnold et al. 1991) without swimming motions. One brown 

trout was observed using the Karman gait (Liao et al. 2003) and another sat on the 

bottom, leaning against LWD, a stabilizing posture seen in laboratory situations (Eidietis 

et al. 2002). All these behaviors are typical in our observations of healthy fishes in other 

field situations.  

Fish Locations (2002 and 2003 Observations)-All sampled sites occupied by 

brown trout were typical of a sand-bed stream, in that fish were found in substratum dips 

over a sandy bottom with some gravel. Sites were shaded and instream cover was present 

usually as LWD, but V. americana was absent.  

Current speed at the nose, TI, and other habitat variables (Table 2.1) were 

measured for 20 brown trout in 2002 and 14 in 2003 with the Marsh-McBirney 

flowmeter. Brown trout were solitary, except in 2002 when one group of three and 

another of four brown trout were found sharing a habitat. In these situations, unose and TI 

were measured for lead (upstream) brown trout. 

At each location we also measured and noted the variability in water depth and 

brown trout length. Multiple regression using TI as the dependent variable showed no 

significant relationships between TI and brown trout length and water depth (multiple 

linear regression, P > 0.65). In addition, brown trout length was not correlated with unose, 

water depth, or other physical variables (Table 2.1) (multiple linear regression, P > 0.5 

and Pearson Correlation followed by Bonferroni test for significance, P > 0.1). Thus 

brown trout location varied with TI and unose.  

For 2002 and 2003, TI ranged from 0.03 to 11 while unose ranged from 1 to 29 

cm/s. Standard deviation increased with unose, with a value of 0.6 cm/s for unose of 1.6 

cm/s for the three lowest unose values in 2002 and a value of 1.3 cm/s at unose of 24 cm/s 

for the top three values of unose. The TIs for these data were 0.41 and 0.06, respectively. 

Thus TI was relatively lower at higher current velocities; that is, the variation in current 

velocity increased at a slower rate than that of current velocity itself. 



22 

The TI was significantly related to unose (P < 0.01), the relationship for both 2002 

and 2003 being best described (maximum R2) by a negative power function. Thus TI 

decreased with unose according to the following equations (Figure 2.1a, b):  

2002:  TI = (0.71±0.26) unose
 -0.64±0.24 R2 = 0.877;  N = 20, P<0.01 (2.2) 

2003:  TI = (0.39±0.06) unose
 -0.15 ±0.08  R2 = 0.9827;  N = 14, P<0.01 (2.3) 

No-Fish Locations (2002 and 2003 Observations)-By design, we selected no-

fish locations that had physical features as similar as possible to those of the sites 

occupied by brown trout (i.e., sandy dips with occasionally some gravel that were shaded 

and had LWD cover but lacked V. americana).  

For no-fish sites, the minimal values of TI declined with ulocal (Figure 2.1a, b) in 

the same way as between unose and TI, that is,  

2002:  TI = (0.65±0.14) ulocal
-0.43±0.12    R2 = 0.947;  N = 21, P<0.01 (2.4)  

2003:  TI = (1.16±0.47) ulocal
-0.44 ±0.15   R2 = 0.982,  N = 12, P<0.01 (2.5) 

 

Comparisons of Fish and No-Fish Locations (2002 and 2003 Observations)-

Fish and no-fish sites were chosen to share the categorical features described above but 

were different in terms of current speeds and depth. The depths at fish and no-fish 

locations spanned the same range (Figure 2.2), and were not significantly different 

(unpaired t-tests, P±0.95). Current speeds spanned the same range (Figure 2.1). 

The values of local current speed and TI were lower in 2002 than in 2003 for both 

fish and no-fish locations. This presumably reflects differences in discharge (0.47 m3/s in 

2002 and 0.67 m3/s in 2003).  

After taking into account the range of current speeds and depths typical of brown 

trout habitat for 2002 and 2003, the TI values for fish locations were significantly smaller 

than those in no-fish locations (ANCOVA; P < 0.001). Thus, brown trout chose lower 

turbulence locations over those meeting similar preferred physical habitat features.  

 

TI Variation for Exemplary Stream Transects (2004)-The TI was measured for 

exemplary transects that were chosen to include typical habitat features as determined in 

the 2002 detailed survey of a 50- m reach. The first transect (Figure 2.3) included LWD 

upstream of and along the sampled cross-section (high LWD transect), creating a run area 
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Figure 2.1: Relationships between turbulence intensity (TI) and current speed (u) 
for various locations with brown trout and similar locations with no fish. The 
relationships between TI and the current speed at the fish’s nose are shown by solid 
symbols for (A) 2002, (B) 2003, and (C) 2004; open symbols show the relationships 
between TI and average local current speed for the sites without fish in 2002 and 2003 as 
well as those for TI values within 5 cm of the bottom at sandy sites with large woody 
debris in 2004. The relationships were significantly lower for locations with fish than for 
those without fish (ANCOVA; P < 0.001). Panel (D) shows the relationship between TI 
and average local current speed more than 5 cm from the bottom at sandy sites with large 
woody debris in 2004. 
 



24 

  
 

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 20 40 60 80

u (cm/s)

TI

2004 TI>5cmD

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 10 20 30 40 50

u (cm/s)

TI

2004 TI fish
2004 TI<5cmC

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 10 20 30 40 50

u (cm/s)

TI

2002 TI fish
2002 TI no fish

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 10 20 30 40 50

u (cm/s)
TI

2003 TI fish
2003 TI no fishBA  



25 

 
Figure 2.2: Depth distribution of the locations occupied by fish and the chosen 
locations without fish sampled in 2002 and 2003. 
 

to the left, and a large central pool. The second transect (Figure 2.4) was characterized by 

a predominantly sandy-bottomed run (sandy transect) with an eroded dip, and a shallow 

sandbar with V. americana. Discharge was 0.80 m3/s in 2004. 

Current speeds in both the high LWD and sandy transects were typical of streams, 

the maximum ulocal being found toward the center of the stream and the water surface and 

lower values being found near the boundaries (Figures 2.3, 2.4). In the high LWD density 

transect, ulocal ranged from 0 to 60 cm/s. The highest ulocal occurred at the center of the 

stream where LWD constricted and hence accelerated flow (a in Figure 2.3). In contrast, 

ulocal was reduced by 20–30 cm/s downstream of LWD (b in Figure 2.3). The lowest ulocal 

occurred at the streambed (c in Figure 2.3) and where LWD was dense (d in Figure 2.3). 

In contrast, in the sandy transect, the maximum ulocal of 45 cm/s (e in Figure 2.3) was 

lower than in the high LWD transect because the sandy transect had a larger cross-

sectional area (Figure 2.3) and few obstructions to channel the flow. Instead, ulocal was 

reduced to about half the maximum as the depth gradually decreased towards the 

shoreline in an area with LWD oriented parallel to the current just upstream of the 

transect (f in Figure 2.3). However, the sandy transect differed from the high LWD 

transect in that there was a more extended velocity transition zone over the mid-stream 

region. Current speed was similarly reduced in a dip, a shallow depression towards the 

center of the transect (g in Figure 2.4). The lowest ulocal occurred near the streambed, as 
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in the high LWD transect, and also in a patch of V. americana (h in Figure 2.4) in the 

sandy area.  

The TI was lowest towards the high-velocity portions of the stream in both 

transects (o in Figures 2.3, 2.4). The TI was higher downstream of the LWD than 

upstream in the high LWD transect, taking values of 0.3–0.4 (p in Figure 2.3). However, 

the largest values of TI, around 0.6, occurred where stream edges combined with LWD (r 

in Figure 2.3). Where LWD was least prevalent in the high LWD transect, the TI value 

was about 0.35 at the streambed, higher than TI in the water column, but lower than TI in 

the presence of LWD (s in Figure 2.4).  

In the sandy transect, TI values that occurred immediately downstream of the 

LWD (p in Figure 2.4) were somewhat higher than the midstream minimum. These 

values were similar to values resulting from the presence of LWD in the high LWD 

transect. Similarly, TI values increased near the streambed of the sandy transect (s in 

Figure 2.4), with elevated values near the streambed downstream of in-flow structures, 

such as V. americana (r in Figure 2.4). However, the largest TI in either transect occurred 

at the edge of the V. Americana patch (t in Figure 2.4).  

Combining observations from both transects, TI varied from 0.08 to 0.73 over a 

range of ulocal from 1 to 64 cm/s. As found for the fish and no-fish locations (equations 

2.2 through 2.5), TI was inversely related to ulocal, the relationship being best described 

by the power function  

TI = (0.86±0.14) ulocal
 -0.36±0.06;    R2 = 0.899;  N =118, P<0.001 (2.6)  

As 85% of brown trout were located no more than 5 cm from the stream bed, the 

relationship between TI and ulocal was determined for measurements at depths no more 

than 5 cm. For these data, TI≤5 cm  and u≤5 cm were related as follows:  

TI≤5 cm  = (0.73±0.16) u≤5 cm
-0.26±0.09; R2 = 0.919;  N = 44 P<0.001 (2.7) 

The TI≤5 cm was larger for a given ulocal than TI for greater heights above the 

bottom (Figure 2.1D). This is not surprising as flow close to the bottom is within the 

shear zone where ulocal changes rapidly with height, and hence where turbulence is likely 

to be high.  
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Figure 2.3: Sketch map (A) and flow characteristics (B, C) of a cross-stream 
transect with large accumulations of large woody debris (LWD). The cross-section 
faces upstream, into the flow. In panel (A), emergent LWD is indicated by shading and 
submerged LWD by diagonal shading. For clarity, only major pieces of LWD are shown, 
but these pieces will have created logjams of smaller items. Panel (B) presents contour 
plots showing the variation in current velocity (cm/s) over the cross-section, panel (C) 
contour plots showing the variation in turbulence intensity. The large cross-hatched 
sections represent areas of the water column that were too close to the surface for 
velocity to be measured. 
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Figure 2.4: Sketch map (A) and flow characteristics (B, C) along a cross-stream 
transect over a sandy area of stream bed with little in-flow structures. In panel (A), 
irregular hatching denotes a macrophyte bed. Other features of the figure are as described 
in the caption to Figure 2.3. 
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TI Variation and Fish Locations (2004 observations)-In addition to our 

systematic measurement of TI and ulocal, we measured TI and unose for 17 brown trout 

using ADV in 2004 (Figure 2.1c). The TI in the fish locations varied from 0.18 to 0.53, 

covering much of the range of TI in the stream. However, for flow within 5 cm of the 

bottom where most brown trout were located, TI ranged from 0.16 to 0.73, so that brown 

trout occupied locations toward the lower end of the TI range. 

As with the brown trout locations sampled in 2002 and 2003, TI was related to 

unose by a power function, namely,  

TI = (0.39±0.26) unose
 -0.64 ±0.24;    R2 = 0.877,  N = 14, P<0.01 (2.8) 

Similarly, other physical habitat features were not correlated with TI in locations 

occupied by brown trout (multiple linear regression [P > 0.5] and Pearson correlation 

followed by Bonferroni test for significance [P > 0.1]). Finally, TI at unose for the brown 

trout was significantly lower than TI at u≤5 cm (ANCOVA; P < 0.028). 

 

Discussion 

This study quantified turbulence in terms of the statistical variation in current 

speed relative to the average velocity at given locations and considers higher levels of TI 

to be associated with greater control challenges to stability (Webb 1998; Pavlov et al. 

2000; Odeh et al. 2002; Enders et al. 2003). Turbulence intensity decreased as a power 

function with increasing speed, suggesting that stability challenges would rapidly 

decrease at higher current speeds. In contrast, Smith et al. (2005) suggested absolute 

values of standard deviation would be a better measure of the challenges of dealing with 

turbulence. In this view, if standard deviation were constant over all current speeds, TI 

would decrease linearly with current speed, but the stability challenges faced by a fish 

would be independent of current speed.  

Stability, which involves the ability to control posture and location in the water 

column, is not a simple function of perturbation magnitude. Dynamic stability also 

depends on the momentum and kinetic energy of the system, these being functions of 

speed. Thus, the ability to achieve dynamic stability, such as for a fish exposed to 

turbulence, depends on both perturbations associated with velocity variation and the 

mean current speed faced by the fish. As speed increases, the momentum of a fish 
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increases. This promotes stability. As a result, dynamic stability can be sustained at a 

higher velocity in the face of larger perturbations (Webb 2006). This idea can be 

visualized from the experience of riding a bicycle. At very slow speeds, stability is 

difficult to achieve, and small perturbations can cause failure – i.e., loss of control. At 

high speeds, not only do such small perturbations become negligible, but stability can be 

achieved over a much larger range of perturbations.  

Thus, we suggest that TI is an appropriate measure of turbulence effects in terms 

of the impact on fishes. The TI takes into account the speed-dependence of control and 

the ability to achieve stability over a larger range of turbulent velocity fluctuations as 

mean velocity increases. The physical analysis could directly consider momentum or 

even kinetic energy fluctuations rather than velocity fluctuations. However, the same 

numerical result as determined by equation (2.1) will be realized because the additional 

terms cancel out. 

When choosing a location in their natural habitat fish make compromises among 

many interacting physical and biotic factors. Our observations were made during the day, 

and presumably reflect brown trout’s choice of resting nonfeeding locations. At other 

times, factors, such as feeding and size-dependent choice of prey, also could affect 

location choices, that are associated with patterns of flow that are different from those 

that we studied. Nevertheless, in our study, brown trout were found in locations with 

lower TI than similar unoccupied sites, even though these fish in the West Maple River 

were found with cover, near the bottom, and at intermediate current velocities, factors 

that tend to promote turbulence. Brown trout were not found in the lowest TI because low 

values were found with the fastest currents in mid-stream and towards the water surface 

(Figures 2.3, 2.4). At the same time, the highest TI was avoided because this occurred in 

shallow water containing V. americana patches. 

Turbulence arises as a result of shear owing to viscous effects in velocity 

gradients, which are largely created by interactions between the flow and instream 

structures of the stream bed or protuberances (Carling 1992; Atkinson 1999; Smith 2003; 

Roy et al. 2004; Smith et al. 2005). Fishes are found in currents where shear forces often 

tend to be high, so that it is especially noteworthy that brown trout choose lower TI 

locations from among those available. However, such turbulence-creating features are not 
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unique to trout streams. In other waters fish are typically found in the lower regions of 

the water column near the bottom or near or among protruding structures such as rocky 

materials, LWD, macrophytes and corals (Fausch and White 1981; Puckett and Dill 1985; 

Matthews and Heins 1987; Allan 1995; Matthews 1998; Enders et al. 2003; Standen et al. 

2004; Fulton and Bellwood 2002). Additional research should focus on understanding the 

importance of turbulence in these nonstream habitats. 
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Chapter III 

 

The Effects of Turbulent Eddies on Stability and the Critical Swimming Speed of 
Creek Chub (Semotilus atromaculatus) 

 

Introduction 

Turbulence is ubiquitous in natural flow environments and has been shown to 

affect gamete dispersal (Montgomery et al. 1996), food availability (Mackenzie et al. 

1994, Mackenzie and Kiorboe 1995, 2000, Landry et al. 1995), individual energy budgets 

(Standen et al. 2002 and 2004, Enders et al. 2003), and habitat selection (Pavlov et al. 

2000, Smith et al. 2005 and Cotel et al. 2006) of fishes. There is no consensus on a single 

definition of turbulence (Tennekes and Lumley 1972, Roshko 1976). A turbulent flow, 

for the purpose of this paper, is taken as flow which is composed of a continuum of 

eddies (Tennekes and Lumley 1972, Cimbala et al. 1988). This definition of turbulent 

flow acknowledges that the temporal unsteadiness commonly measured in rivers (Nikora 

and Goring 1998, Tritico and Hotchkiss 2005, Smith et al. 2005, Cotel et al. 2006) is 

primarily due to eddies (rotating packets of fluid). Further, it acknowledges that the most 

common flow experienced by fish in a fluvial environment is composed of a distribution 

of eddy sizes, vorticity, and orientations (Standen et al. 2002) which complicates the flow 

beyond current models which assume the flow to be rectilinear (most critical swimming 

speed studies such as Webb et al. 1984) or composed of a single eddy diameter 

(Lupandin 2005 and Liao et al. 2003). 

Several researchers have proposed that eddy size and orientation relative to the 

fish should be important in understanding the effects of turbulence on fish swimming 

performance (Pavlov et al. 2000, Cada and Odeh 2001, Nikora et al. 2003, Biggs et al. 

2005, Lupandin 2005, Tritico and Hotchkiss 2005, Liao 2007), with diameter, vorticity, 

and orientation of eddies being primary variables. This idea remains untested. 

Furthermore, understanding the effects of turbulent eddies on the swimming performance 
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of fish has the potential to aid in the design of fishways and stream restoration projects. 

The purposes of this paper are therefore to (1) describe the effects that turbulent eddy 

diameter, vorticity, and orientation have on the critical swimming speed and stability of 

creek chub, and to (2) explore a physical description of the fish-eddy interaction that 

accounts for the effects of turbulence on the fish-control system. 

 

Materials and Methods 

Changes in fish swimming performance were measured at several flow speeds 

and levels of turbulence induced by upstream cylinder arrays of differing diameters and 

orientations. The turbulent flow regimes were measured using particle image velocimetry 

(PIV) and were characterized according to eddy composition with eddies being 

characterized by eddy diameter (de), eddy vorticity (ωe), and eddy orientation (vertical or 

horizontal). The spatial preference of fishes in the eddy field, speed at which fish first lost 

control of posture and location stability (first spill), spill location, spill frequencies, the 

method of recovery, and critical swimming were recorded on video and quantified.  

 

Apparatus  

Observations of fish swimming behavior were made during increasing velocity 

tests in an Engineering Laboratory Design Flow Visualization Water Tunnel (Figures 3.1 

and 3.2) with an observation chamber 250 cm in length and 60 cm wide. The water depth 

was held at 55 cm for all tests. A 30-cm test section was delineated within the 

observation chamber by a downstream grid (12.5 mm egg-crate) and upstream by a 

similar grid or one of three cylinder arrays spanning the flume cross-section and oriented 

either vertically or horizontally. Arrays were comprised of cylinders with diameters 0.4 

cm, 1.6 cm, and 8.9 cm, with gaps equal to cylinder diameter in each array. Therefore 

there were seven treatments: control, small horizontal (SH), small vertical (SV), medium 

horizontal (MH), medium vertical (MV), large horizontal (LH), and large vertical (LV) 

arrays. A 1.3 cm mesh of 0.04 cm diameter plastic thread was attached to the upstream 

side of the cylinders to prevent fish escaping. One wall of the observation chamber was 

papered with 2 cm x 2 cm black and white checkered paper to foster fish station holding. 

All edges of the test sections were electrified at 5 V DC to encourage swimming. 
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Figure 3,1: Flume and Test Section Configuration. Water is recirculated using a variable speed pump, the arrows showing the 
direction of flow. A 30 cm long test section, delineated by flow straightening restraining grids was located within the 60 cm wide x 55 
cm water depth cross section viewing channel, 150 cm from the viewing channel entrance. 
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Figure 3.2: Test Section Regions. a) The test section downstream from the control (1.5 cm mesh), small (0.4 cm diameter) and 
medium (1.6 cm diameter) cylinder arrays was subdivided into upstream (U), middle (M), and downstream (D) regions for flow 
visualization and spatial preference data collection. b) The test sections downstream from the large cylinder (8.9 cm diameter) arrays 
were further subdivided into regions directly downstream from the cylinder (C), regions directly downstream from a gap (G), and 
regions directly downstream from a cylinder edge (E). This classification resulted in nine regions in the test section in the large 
cylinder treatments: UC – upstream cylinder, UE – upstream edge, UG – upstream gap, MC – middle cylinder, ME – middle edge, 
MG – middle gap, DC – downstream cylinder, DE – downstream edge and DG – downstream gap. The gap between cylinders was 
equal to the cylinder diameter in each cylinder array. Observations of fish swimming within 2 cm of the wall and free surface were not 
used in the analysis. 
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Flow analysis 

Instantaneous flow patterns were recorded using two-dimensional PIV for 

velocities water-depth averaged over the test section cross section, u , of 8.5, 17.1, 27.7, 

38.7, and 50.2 cm.s-1. The water was seeded with 1 μm diameter neutrally buoyant 

titanium dioxide particles, at a concentration of 1.2 ppm. Flow was illuminated using a 

120 mJ NdYAG dual-head 532-nm pulsed laser (NewWave Gemini) with pulse duration 

of 100 μs, creating a laser sheet 0.75 mm thick spanning the test section either 

horizontally (for vertical cylinder arrays) or vertically (for horizontal cylinder arrays). 

Fifty image pairs were recorded for pulse separations of 8, 5, 3, 2, and 1 ms, at ū of 8.5, 

17.1, 27.7, 38.7, and 50.2 cm/s respectively. 

The vertical laser sheet was positioned along the flume centerline downstream 

from the horizontal cylinder arrays. Particle displacements were analyzed for an 

interrogation window within the laser sheet within the bottom 50% of the flume in order 

to avoid stray air bubbles in the upper part of the water column. These would have 

produced erroneous results due to cross-correlation analyses tracking bubble paths rather 

than the 1 μm diameter neutrally buoyant flow particles. Due to surface reflections and 

laser intensity requirements, the interrogation window was 26 cm sin the streamwise 

direction and 30 cm in the transverse direction, beginning 2 cm upstream from the 

downstream electrified restraining grid and 2 cm downstream from the upstream cylinder 

arrays or restraining grid. For vertical cylinder arrays, the interrogation window in the 

horizontal laser sheet was centered on the flume centerline, halfway between the bed and 

the free surface (Figure 3.3). A 0.9 mm thick black metal sheet was placed directly below 

the water surface to optically mask the surface waves created by the vertical cylinder 

arrays. The laser sheet was 25 cm below this sheet. The maximum boundary layer 

thickness was calculated to be 1.5 cm for the Reynolds numbers from 340 to 45,000 

investigated (Schlichting 1979); therefore the boundary layer was outside the 

interrogation window. Eddy diameter, vorticity, and velocity were similar between 

horizontal and vertical configurations and differed by 0.0%, 1.7%, and 0.4%, respectively 

for the control, small-, and medium diameter cylinder arrays. 
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Figure 3.3: Location of PIV Interrogation Windows. a) Horizontal Cylinder – the green square indicates the laser sheet b) Vertical 
Cylinder – The laser sheet is now horizontal and a black sheet metal optical mask was placed 2.5 cm below the water surface to 
remove background surface refraction from the PIV images.
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Flow was reconstructed from pairs of images of the particles as recorded by a 1 

mega pixel 10-bit 30 fps UniqVision black and white CCD camera driven by PixelFlow 

software (General Pixels, Inc.; Huang et al. 1997, Gharib and Dabiri 2000, General Pixels 

2000, Tritico et al. 2007). Fifty pairs of images were collected at 15 Hz at each ū, 

averaging 12 eddy shedding cycles from the cylinders. 

Eddies were identified following the method described by Drucker and Lauder 

(1999). Cross-correlation techniques were used to convert consecutive images of particles 

into velocity vector fields. The vorticity (ω, twice the angular velocity) was calculated 

from the velocity vector field. Each local minimum and maximum vorticity within a 

vorticity field was taken as an eddy center following Drucker and Lauder (1999). The 

circulation about each eddy center was calculated in concentric circles until a maximum 

circulation (Γe – angular momentum per unit mass) was reached; 

     Γe=ωe*ae      (3.1) 

where ae is the area circumscribed by the circle (πde
2/4) and ωe is the spatially averaged 

vorticity within the circle. The diameter with maximum circulation was taken to be the 

eddy diameter (Drucker and Lauder 1999 and Wilga and Lauder 1999); each eddy’s 

location, diameter, and average vorticity were recorded. 

Because turbulent flows downstream of sources develop over space and time, the 

flow in the test section downstream from the control and the six cylinder treatments was 

subdivided into three streamwise regions (Figure 3.3a). Each streamwise region was 

approximately equal to the body length. These streamwise regions were termed upstream 

(0 – 10 cm downstream from the cylinders), middle (10 – 20 cm), and downstream (20 – 

30 cm) regions (Figure 3.2a) and represent 0-1.1, 1.1-2.2, and 2.2-3.4 cylinder diameters 

downstream from the large cylinder arrays but 0-25, 25-50, and 50-75 cylinder diameters 

downstream from the small cylinder arrays.  

Fish were observed swimming throughout the water column in the control, small- 

and medium-diameter cylinder array treatments without choosing locations relative to the 

cylinders. In contrast, fish regularly chose various swimming locations relative to the 

large cylinders. Therefore, flow was further analyzed for three cross-flow regions for the 

large cylinder array (Figure 3.3b).These locations were classified as a) the large cylinder 

(LC) area directly downstream from each large cylinder (cylinder centerline ± 2.3 cm), b) 



47 

the large edge (LE) area directly downstream from each cylinder edge (cylinder edge ± 

2.3 cm), and c) the large gap area directly downstream from each gap between the 

cylinders (gap centerline ± 2.3 cm).  

 

Fish 

Creek chub were obtained from Fleming Creek, Michigan, USA at a water 

temperature of 21.1 °C. Fish were acclimated in the lab to room temperature (20.5 ±0.4 

°C) for at least one week prior to the experiment and were fed to satiation daily. The 

experimental temperature was the same as the acclimation temperature. Seven creek chub 

with an average total length of 12.2±0.9 cm (mean±2SE) and mass of 16.8±3.5 grams 

were used in these experiments. Each fish was swum with every treatment. The order of 

the treatment for the fishes was randomized and fish were given a minimum of 3.5 days 

to recover between each test. 

A single fish was placed in the observation section and acclimated to u  of 8.5 

cm/s. After 11 hours of acclimation, ū was increased by 3.5 cm.s-1 increments at 2 minute 

intervals until the fish became entrained on the downstream grid for 3 seconds. The two-

minute critical swimming speed was calculated as; 

2-min ucrit= pu +Δu *Δt/2      (3.1) 

where pu  is the cross-sectionally averaged flow speed prior to fatigue and Δt is the time 

in minutes that the fish was able to sustain the highest cross-sectionally averaged flow 

speed (Brett 1963).   

Fish were continuously videotaped at 30 frames per second simultaneously from 

the side and from below using two digital video cameras (Panasonic Model No. PV-

DV601D). Fish moved about the test section, holding position for variable periods at 

various locations. Swimming kinematics were measured from video records when fish 

remained in a given location with no postural changes for >5 s, during which time fish 

velocity varied by <0.02 body-lengths.s-1 (Wilga and Lauder 2002). 

In the presence of large cylinders fish suddenly lost the ability to control posture 

and hold position. The head rotated greater than 45° and the body was displaced 

downstream >0.5 of the stretched-straight body length. These events were described as 
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“spills” and indicated that control of posture and swimming trajectory was overwhelmed. 

Fish recovered from a spill by reorienting the body axis to the mean flow direction and 

holding position in the flow with no additional translation downstream. Each spill and 

recovery was analyzed frame-by-frame to determine the kinematics of the spill, the 

recovery, and the overall duration. 

Additionally, the test section location in which each spill occurred was recorded 

and compared with the percent time spent at the location. The percent time spent at in a 

given flow region was determined by marking the fish’s location in the test section at 5 

second intervals for each treatment and speed.  

 

Results 

The presence of obstructions creates local flow variations. The local velocities, 

ulocal, measured in the various test section regions (Figure 3.3) were equal to u  (< ±3%) 

in all streamwise regions of the test section for the control, small, and medium cylinder 

arrays and in the LE region of the large cylinders. In the gap between cylinders (LG) ulocal 

was on average 53% greater than u  while directly behind the cylinders (LC) ulocal was on 

average 38% less than u  (Figure 3.4). 

 

Turbulence Regimes 

Biological flumes and low-turbulence flumes are not free from turbulence (Brett 

1963, Farlinger and Beamish 1977, Enders et al. 2003), and the biological requirement of 

delimiting the upstream end of observation sections to avoid fish escape introduces 

additional turbulence. Hence the production of turbulent eddies was unavoidable in the 

control and all treatments but the range of eddy diameters was increased by the 

treatments. 

Thus turbulent flow regimes are comprised of a range of turbulent eddy diameters 

(von Karman 1937, Taylor 1938, Batchelor and Townsend 1947). The distribution of 

eddy diameters tends to be positively skewed, with a large number of small eddies and 

relatively few large diameter eddies (Figure 3.5a and b). This positively skewed 

distribution pattern was found for all treatments in these experiments (Figure 3.5b). Cada 

and Odeh (2001), Nikora et al. (2003), Biggs et al. (2005), and Lupandin (2005) have 
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predicted that it is the relatively large/infrequent eddies in most flow distributions that 

have the greatest potential to perturb a fish when these are of similar size to the length of 

a fish. For this reason, the cylinder treatments were designed to increase the proportion of 

large eddies in the flow up to eddy diameters approaching the fish length (Figure 3.5b). 
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Figure 3.4: A comparison of local velocity to cross-sectionally averaged velocity for 
flow regions and treatment. The ulocal within the middle streamwise region of the test 
section have been plotted and matched u  for all control, small, and medium cylinder 
treatments. The ulocal in the LC Region increased at a lesser rate than u  while the ulocal in 
the LG Region increased at a greater rate than the u . The cylinder diameter is listed after 
each treatment in the figure legend. 
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Figure 3.5: The distribution of eddy diameters varied across cylinder treatment. The insert (a) is an example histogram for flow 
in the middle streamwise region of the medium horizontal cylinder treatment at u  of 27.7 cm.s-1 showing the location of the 50th, 75th, 
and 95th percentile eddy. The primary figure (b) shows the eddy distributions across cylinder treatment. The proportion of large eddies 
(with respect to the 12.2 cm fish length) is increased with increasing cylinder diameter. 
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Spills, indicating loss of control over posture and location and downstream 

translation also occurred infrequently, suggesting that infrequent but large eddies in a 

flow indeed had the greatest impact on the fish. Spills occurred in treatments with eddy 

diameters above 9.3 cm (Figure 3.6), which occurred at the 95th percentile of eddies in 

the gap region of the test sections in the large cylinder treatments. Therefore, eddy 

characteristics for the 95th percentile eddies are reported for each treatment, as well as for 

the median (50th percentile) and the 75th percentile to give a more complete picture of the 

flow in each treatment. Thus, no spills were observed for fish swimming in the medium 

cylinder treatment where the 95th percentile eddy was 4.9 cm, while 8 spills were 

observed within the LG flow region where the 95th percentile eddy was 9.3 cm (Figure 

3.6a). 
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Figure 3.6: The 95th percentile eddy diameter varied across treatment and flow 
region. a) Eddy diameter increased with cylinder diameter (cylinder diameters are listed 
on the figures). For the large cylinders, eddy diameter was largest within the LE (edge) 
region and smallest within the LG (gap) region. The number of spills observed in each 
flow regime is listed above each bar. b) Dimensionless eddy diameter per cylinder half 

wake width at merging (
nd

d

cyl

e

⋅
), where n is the number of merged wakes, showing that 

eddy diameter scales with the cylinder and the number of merged wakes. The primary bar 
represents the 95th percentile eddy value while the whiskers represent the 50th and 75th 
percentiles. Data reported include all streamwise locations in the flow. 
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While the magnitudes of the eddy variables were different, the trends across flow regime 

and general conclusions were similar irrespective of whether the 50th, 75th or 95th 

percentile eddy were analyzed. 

The 95th percentile eddy diameter increased with both cylinder diameter and the 

number (n) of adjacent wakes that merged within the test section, where a wake is 

defined as flow entrained by eddies shed from a cylinder (Tennekes and Lumley 1972) 

(Figure 3.6b). The number of wakes merging within the test section increased with the 

number of cylinders in the array as determined from the PIV data and verified using dye 

tracing, (Zdravkovich 2003). In the large cylinder arrays (consisting of three 8.9 cm 

diameter cylinders) wakes were not observed to merge within the test section, as has also 

been described by Zhang and Zhou (2001) and Akilli et al. (2004). In the medium 

cylinder arrays (consisting of 19-1.6 cm diameter cylinders) the number of wakes that 

merged within the test section ranged from 1 to 4 wakes. The average (and median) 

number of wakes merging was two. In the small cylinder arrays (consisting of 94-0.4 cm 

diameter cylinders) the number of wakes that merged within the test section ranged from 

1 to 10 wakes. The average (and median) number of wakes merging was four.  

The eddy diameter increased with cylinder diameter with the small, medium, and 

large cylinder arrays producing 95th percentile eddy diameters of 2.6, 4.9, and 11.2 cm, 

respectively (Figure 3.6a). As expected, because the shear layer eddies are shed and 

convected through the edge regime of the flow, the largest eddies are found in the LE 

regime (95th percentile eddy diameter = 11.6 cm). 

Wakes have been observed to merge within three cylinder diameters when the gap 

to cylinder spacing is equal to one (Zdravkovich and Stonebanks 1990, Moretti 1993). 

Then eddies within the wake are approximately half the merged wake width in diameter 

and no longer grow (de∝ x0) due to the fact that all fluid between cylinder wakes has 

been entrained into the resulting wakes (Okamoto and Takeuchi 1975, Blackburn 1994, 

Zdravkovich 2003). For this reason, variations in streamwise eddy diameter were small 

compared to treatment effects. Thus the 95th percentile eddy vorticity increased linearly 

with u  at all streamwise locations (Figure 3.7a) and increased with cylinder diameter  
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Figure 3.7: The 95th percentile eddy vorticity varied across treatment and flow 
region. a) Eddy vorticity by u . Eddy vorticity increased linearly with u . Data are from 
all streamwise locations. b) Eddy vorticity increased with cylinder diameter (diameters 
are shown in the parentheses), and for the large cylinders vorticity was greatest in the LE 
region and least within the LG region. c) by eddy diameters (95th percentile eddy in each 
region) downstream from the cylinders. Eddy vorticity was inversely proportional to the 
relative distance the eddy had traveled as measured in eddy diameters. The shedding 

vorticity was calculated as u  divided by the wake half width (ω0 = 
nd

v

cyl

avg

⋅
 where n is the 

number of merged wakes – wakes merged into groups of two, n=2, downstream from the 
medium cylinders and into groups of four, n=4, downstream from the small cylinders 
while wakes did not merge, n=1, downstream from the large cylinders). The solid bars 
and lines represent the rapidly rotating eddies (95th percentile) while the whiskers 
represent the 50th and 75th percentiles. Data from figures 3.7 b) and c) have been sliced 
along the transverse (for the large cylinder array treatments) and streamwise directions, 
respectively and therefore each bar or data point represent all data from that streamwise 
or transverse location, respectively. Data in figures b) and c) are for an exemplary speed 
of 27.7 cm.s-1. 
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(Figure 3.7b). The LE regime is the location where the shear-layer eddies are shed and 

through which most shear-layer eddies are conveyed. As such, at an exemplary u  of 27.7 

cm.s-1 vorticity in the LE regime was 7.4 s-1 and greater than the vorticity of 4.2, 5.6, and 

5.8 s-1 in the control, small, and medium cylinder treatments and also greater than the 

vorticity of 5.9 and 4.4 s-1 in the LC and LG regions. Conversely, the LG regime consists 

of relatively high speed rectilinear flow that was not entrained by wake eddies. This area, 

therefore, had similar vorticity to that of the control treatment. The 95th percentile eddy 

vorticity was 4.4 s-1 in the middle streamwise LG region at u  of 27.7 cm.s-1 while the 

95th percentile vorticity in the middle streamwise control was 4.5 s-1 at the same u . 

The turbulent flow develops in the upstream portion of the test section, just 

downstream from the cylinder arrays but changes with distance as eddies move 

downstream from the source. These changes scale with the number of eddy diameters 

flow moves downstream from the cylinder source. If the ratio of shedding eddy vorticity 

in the upstream zone is ω0 and at a downstream location is ωe then the ratio of eddy sizes 

varies with the streamwise distance, x from the cylinder array as (Figure 3.7c) (Tennekes 

and Lumley 1972, Williamson 1996): 

0

e

ω
ω  ∝  

1

ed
x −

       (3.2) 

The shedding vorticity was calculated as (Huang et al. 2006); 

ω0 = 
nd

u

cyl ⋅
      (3.3) 

Thus eddy vorticity within wakes decays inversely with distance from the cylinder, so 

that ωe∝ x-1 for a given shedding vorticity and eddy diameter. The net decay is due to the 

balance of viscous dissipation and production from vortex stretching. The latter occurs as 

different parts of an eddy length are convected downstream at different speeds, and 

increased eddy length reduces eddy diameter in order to conserve mass and through the 

conservation of angular momentum increases vorticity (Batchelor and Townsend 1947, 

see also Tennekes and Lumley 1972, Antonia et al. 1998). 
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Figure 3.8: Flow Region Preference. a) Preference within the control, small, and 
medium cylinder treatments. Preference did not change across treatment but fish were 
more commonly found in the downstream sections of the flow, a preference that became 
more pronounced with higher u  (ANCOVA, p<0.05 for streamwise regions and u ). b) 
Preference within the LH test section. Fish moved from the downstream gap region into 
the middle cylinder region with increased u  (ANCOVA, p<0.05 for streamwise and 
transverse regions and u ). c) Preference within the LV test section. Fish moved from the 
downstream gap region into the middle edge region with increased u  (ANCOVA, p<0.05 
for streamwise and transverse regions and u ). Preferences have been compiled for all 
flows less than 25 cm.s-1 (left column) and for all flows greater than 25 cm.s-1 (right 
column). 
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Location Preference 

While fish moved freely about the test section, they were found in some regions at 

a higher frequency than others (Figure 3.8). Location preference did not change across 

control, small and medium cylinder treatments (ANCOVA with streamwise location, 

treatment, u , and interaction terms, p>0.05 for treatment and treatment interaction 

terms). Within these flows with smaller diameter eddies fish were more likely to found in 

the middle and downstream flow regions. As u  increased, the likelihood that fish were 

observed in the downstream region increased (ANCOVA p<0.05, Figure 3.8a). The 

middle and downstream flow regions have turbulent eddies with less vorticity than the 

upstream region, consistent with previous studies showing increased avoidance of 

turbulent fluctuations with increasing speeds (Smith et al. 2005, Cotel et al. 2006).  

For the large cylinder treatment fish were observed to hold station in specific 

regions relative to the cylinder, necessitating the dividing of flow across the stream into 

gap, edge, and cylinder regions. At low speeds fish spent most time, 43%, in the 

downstream gap flow region and spent the least amount of time, 1%, in the upstream 

cylinder flow region (ANCOVA with streamwise and transverse locations, treatment, u , 

and interaction terms, p<0.05 for streamwise and transverse locations along with various 

interaction terms between all variables). As speed increased, fish in the LH treatment 

moved to the middle cylinder region while fish in the LV treatment moved to the middle 

edge region (Figure 3.8b and c). At the lowest speeds, where swimming required 

relatively little power, fish chose a regime with higher velocity but smaller diameter 

turbulent eddies with lower vorticity (Figures 3.4, 3.6a, 3.7b and c) than surrounding 

regions. As speed increased fish appeared to be using the turbulent wakes as time-

averaged velocity shelters (Figure 3.4). However, station holding in the wake occurred 

less frequently indicating that these areas were not ideal refuges, as described by Webb 

(1998) for fishes holding station using single cylinders with diameters up to 0.3 fish-

lengths. The observation that the fish used the edge regions of the LV cylinder array 

treatment more frequently than in the LH cylinder array treatment indicates that the fish 

were better able to control posture and location with the large, high vorticity vertical 

eddies found in the edge zone (Figure 3.6a and 3.7b) rather than the equivalent horizontal 

eddies. 
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Spills 

A spill was defined as a rotation of the head, from the snout to the posterior edge 

of the operculum, of greater than 45° followed by downstream body translation of >0.5 

body lengths and hence a displacement representing a loss of control of posture and 

location. Spills were not observed for fish swimming in the control, small-, or medium-

cylinder treatments. In the LV treatment, sixteen smaller body rotations occurred 

followed by unidirectional tail flips that did not result in large downstream 

displacements. These were considered to be displacements that were within the re-

stabilizing capability of the fishes and hence were not included among the spills. 

Spills in turbulent flow created by the two orientations of large cylinders differed 

in their frequency, with 77 spills occurring in the LH treatment and 31 spills with the LV 

treatment. The probability of a spill occurring in the upstream edge regime of the LH 

treatment was 49% compared to 20% in the same region of the LV treatment. This was 

the region of flow which contained the largest eddies (Figure 3.7). 

In addition, recovery behavior differed with orientation for the large cylinder 

treatments. For the LV cylinder array treatment, spills and recovery typically followed a 

sequence of (Figure 3.9): 

1) Rapid body yawing rotation of the head and the start of downstream body 

translation 

2) Bending of the body so that the caudal fin subtended an angle near 

perpendicular to the mean stream flow direction along with simultaneous 

deployment of the pectoral fin on the same side as the body bend. 

3) Rapid lateral movement of the caudal fin, ending with the body aligned with 

the local flow 

4) Retraction of the pectoral fins 

5) Resumption of steady swimming 

Spills and recoveries with the LV cylinder array lasted 410±40 ms. 
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Figure 3.9: The body centerline is plotted across 67 ms time-steps for a 
representative spill and recovery. Each line represents the centerline of the fish at Δt = 
67 ms intervals. Circles indicate the fish head, flow is from left to right on the page. 
Spills were defined as head rotations greater than 45 degrees (t = 133 ms) and 
downstream translation of at least half a body length (t=400 ms). This spill occurred 
behind the large vertical cylinders at u = 35.1 cm.s-1 – spill patterns were similar in large 
horizontal cylinder cases with the addition of two rolls to allow for the tail to be used as a 
control surface in the appropriate plane. 

 

Spills and recovery in the LH cylinder array treatment followed the same 

sequence as that of the LV cylinder but with the addition of two body rolls that oriented 

the caudal fin to counter the pitching moment of the flow perturbation: 

1) Rapid body pitching rotation of the head and the start of downstream body 

translation 

2) 90° body roll such that the fish dorsal-ventral axis was horizontal 



62 

3) Bending of the body so that the caudal fin subtended an angle near 

perpendicular to the mean stream flow direction and simultaneous deployment 

of the pectoral fin on the same side as the body bend. 

4) Rapid lateral (vertical) movement of the caudal fin, ending with the body 

aligned with the local flow. 

5) Retraction of the pectoral fins 

6) 90° body roll returning the dorso-ventral axis of the body to the 

horizontal plane 

7) Resumption of steady swimming 

Spill and recovery in the LH cylinder array treatment lasted 510±40 ms, 

significantly longer than for the LV treatment (t-test, p<0.05). 

Spills in the presence of large cylinders were observed at all u  above 28 cm/s 

with the speed of first spill averaging 44±3 cm/s for fish swimming with the LV cylinder 

array, significantly higher than that of 37±1 cm/s with the LH treatment (t-test, p<0.05, 

Swanson et al. 1998, Maxwell and Delaney 2004) (Figure 3.10). Therefore the control 

system was overwhelmed at lower speeds in the presence of large horizontal eddies than 

in the presence of large vertical eddies. 

Considering u  at which spills occurred in the large cylinder treatments, fish spent 

the significantly largest percentage of their time in either the middle cylinder or middle 

edge regimes (ANOVA p<0.05, Figure 3.11a, b). However, fish frequently moved close 

to the cylinder, presumably to find a location where they could balance without 

swimming as Webb (1998) observed for fish station holding using small cylinders. As a 

result, fish spent 10% of their time in the upstream edge region of the flow but 60% of 

the spills occurred in the region (ANOVA, Figure 3.11c, d). Turbulent eddies in the 

upstream edge regime provided the greatest stability challenge for the fish. 

 

Critical Swimming Speed 

 The mean 2-min ucrit of the creek chub swimming for the control treatment was 

53.2±1.8 cm/s (mean ± 2 S.E.) (Figure 3.10). Values were significantly lower than the 

control for all cylinder treatments, the reduction in the 2-min ucrit being decreased by 5% 

within the SH treatment and 22% within the LH treatment (one-way ANOVA with  
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Figure 3.10: The critical swimming speed and speed of first spill varied across treatment. The bars represent the mean while the 
whiskers represent ± 2 standard errors about the mean. Spills (defined as head rotations followed by downstream body translation, see 
Figure 3.9) were not observed for fish swimming in the control, small-, or medium-cylinder array treatments. CSS = 2 minute critical 
swimming speed. 
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Figure 3.11: The percentage time fish were observed in a region for cross-sectionally 
averaged velocities that spills occurred and the percentage of total failures observed 
varied across flow region. a) Large Horizontal and b) Large Vertical values represent 
the mean percentage time spent in a section across all fish for u  where spills were 
observed to occur (>28 cm/s). c) Large Horizontal and d) Large Vertical values represent 
the mean percentage of all spills that occurred in a section across all fish. The largest 
percentage in each figure has been highlighted in red. 

 

repeated measures, p < 0.05 Swanson et al 1998, Maxwell and Delaney 2004). There was 

an exception for the SV treatment in which a 5% reduction in 2-min ucrit did not prove 

significant (ANOVA, p = 0.063). The 2-min ucrit for the SV, SH, MV, and MH treatments 

were not significantly different from each other (one-way ANOVA with repeated 

measures, p > 0.05) indicating that for the small and medium cylinder treatments there 

was no cylinder size or orientation effect. The 2-min ucrit for fish swimming directly 

downstream from the large cylinder vertical array was 10% lower than that for the control 

treatment and was significantly less than the 2-min ucrit for the small and medium 
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cylinder treatments (multiple matched pairs t-tests, p<0.05). The 2-min ucrit in the LV 

region was, however, significantly larger than the critical swimming speed for the LH 

treatment (total reduction in critical swimming speed from the control treatment of 22%, 

one-way ANOVA with repeated measures, p < 0.05). Thus both cylinder diameter and 

large cylinder orientation affected the critical swimming speed (Figure 3.11). 

 

Discussion 

 The first purpose of these experiments was to describe the effects that turbulent 

eddy diameter, vorticity, and orientation had on the stability and critical swimming speed 

of creek chub. Failure of stability control in spills occurred in the large cylinder 

treatments associated with eddies with diameters at or above the 95th percentile in the de 

frequency distribution (Figure 3.6a). The small, medium, and large cylinder arrays 

produced 95th percentile eddies with diameters of approximately 0.2, 0.4, and 0.9 fish 

lengths, respectively. Spills started with a rapid head rotation followed by downstream 

translation. The initial displacement undoubtedly accelerates because once body rotation 

was initiated, the body became oriented at an increasingly large angle to the flow, which 

presumably rapidly increased drag on the head. This would be associated with a couple, 

increasing the yaw or pitch, depending upon the initial displacement as well as causing 

the body to be swept downstream. The primary axis of head and then body rotation 

during spills was consistent with the primary eddy orientation, with horizontal cylinders 

resulting in pitching displacements and vertical cylinders resulting in yawing 

displacements. 

Spills occurred only in the presence of large cylinders, which created eddies with 

large diameters similar to fish length and with the highest vorticity. Fish that swam 

further from cylinders, where vorticity had decreased, rarely spilled (10% of all spills). 

Furthermore, spills occurred relatively rarely with 108 spills on average lasting 483 ms 

from initiation to recovery. This represented 0.5% of the total swimming time within the 

large cylinder treatments indicating that it was the relatively large infrequent eddies in the 

flow that resulted in body displacements. The 2-min ucrit was also reduced substantially in 

the large cylinder treatments; consistent with the spill results that showed spills were 

associated with eddies with a diameter similar to the fish length. Thus these observations 
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agree well with the idea of Pavlov et al. (2000), Cada and Odeh (2001) and Lupandin 

(2005) that eddies of a similar diameter to the fish length provide stability challenges to 

swimming fishes. 

However, while large eddies of similar diameter to the fish length are considered 

to create the greatest stability challenges, the basis for such challenges cannot rest on 

diameter alone. I propose that the ratio of the momentum of the eddies relative to fish 

momentum, defined as the momentum ration, can explain the loss of stability. The 

relevant eddies are defined as causing significant perturbations in posture or location, 

shown to occur at and above the 95th percentile in the de- and ωe distributions. 

An eddy impinging on a fish is associated with a change in momentum (and hence 

a force) that may cause translational and/or rotational displacements of the fish. The exact 

displacement of the fish in an eddy-fish interaction will depend upon variables such as 

the location and duration of interaction, the path of the eddy and the fish during impact, 

and stabilizing behaviors by the fish. The maximum momentum of the eddy, Πe, is given 

by;  

Πe=¼meωede       (3.4) 

where me is the eddy mass (Tennekes and Lumley 1972, Saffman 1992). The eddy mass 

is calculated as; 

me= ew∀ρ        (3.5) 

where wρ is the water density and e∀ is the eddy volume. Following the “vortex string” 

conceptualization of eddies, that eddies are long rotating bodies of fluid (Pullin and 

Saffman 1998) the eddy volume can be calculated as; 

    eee La=∀       (3.6) 

where ae is the eddy area (0.25πde
2) and Le is the eddy length. Eddies downstream from 

cylinder arrays span the flow cross-section hence determining the maximum overall eddy 

length, either from side to side (horizontal cylinder arrays) or bed to water surface 

(vertical cylinder arrays).  

The entire length of an eddy does not interact with a fish. Rather, the length that 

impacts a fish will be equal to the fish width for horizontal eddies or equal to the fish 

depth for the vertical eddies. Fin deployment would increase the length of the eddy that 



68 

interacts with the fish. However, since the exact area of fin deployment is highly transient 

with time and speed only the fixed effects of body are included here. Therefore the fish 

width (Lw = 1.5±0.2 cm) was used for the eddy length in the horizontal cylinder 

treatments while the fish depth (Ld = 2.1±0.4 cm) was used for the eddy length in the 

vertical cylinder treatments.  

Shed vortices destabilized along their length due to three-dimensional instabilities 

(Bernal and Roshko 1986). Williamson (1996) showed that for the Reynolds numbers 

found in these experiments, Re = 340 – 45,000, three-dimensional instabilities tend to 

break up vortex strings into lengths on the order of their diameter. It is unclear, however, 

whether the 1-3 eddy diameter downstream distance in the large cylinder array test 

section is of a sufficient length for the eddies to be broken up along their lengths. Even if 

eddies were broken up in this way, for the large eddies causing fish displacements, the 

eddy length ≅ de is >> Lw or Ld. 

The minimum momentum of the fish, Pf, resisting displacement is;  

Πf=MfVf       (3.7) 

where Πf is the fish momentum, Mf is the fish mass and Vf is the fish velocity, which in 

the case of a fish holding station is equal to ulocal.  

The probability that an eddy-fish interaction will result in a displacement and a 

spill is expected to depend on the ratio of the eddy to the fish momentum (Πr); 

Πr=Πe/Πf      (3.8) 

Πr is a conservative measure of the impact of an eddy on a swimming fish. First, the Πe is 

maximized as it is calculated at the boundary of the eddy farthest from the core. Second, 

Πf is a minimum momentum neglecting contributions from entrained water along the fish 

body as well as added mass effects that would occur with the acceleration of the fish in 

some new direction. The contribution of added mass will depend on the direction and 

magnitude of displacement accelerations, being largest for yawing and slip displacements 

and least for pitching and heave displacements because of the compression of the body 

cross-section in creek chub. 

 As an example, a creek chub (Mf = 16.8 g, Lf = 12.2 cm, Lw = 1.5 cm, Ld = 2.1 

cm) traveling at three body-lengths per second (36.6 cm.s-1) would have a momentum of 

Πf = 615 g.cm.s-1. If the fish impacts an eddy with a diameter equal to half the fish length 
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(de = 6.1 cm) with a vorticity of 5 s-1, the calculated eddy momentum in the horizontal 

plane, Πe-h, and in the vertical plane, Πe-v, would be:  

Πe-h = ( )3
eew

w dL
16

ω⎟
⎠
⎞

⎜
⎝
⎛ πρ     (3.9a) 

Πe-v = ( )3
eed

w dL
16

ω⎟
⎠
⎞

⎜
⎝
⎛ πρ     (3.9b) 

Based on the example values for eddy diameter, eddy vorticity, fish width or length, and 

assuming a water density of 1 g.cm-3 the calculated eddy momentum would be Πe-h = 334 

g.cm.s-1 for a horizontal eddy and Πe-v = 468 g.cm.s-1 for a vertical eddy, which 

corresponds to momentum ratios of Πr-h = 0.54 and Πr-v = 0.76, respectively. 

The Πr incorporates both the eddy diameter and the eddy vorticity. Πe is related to 

the product of the eddy area and eddy diameter and using de as the characteristic length, 

Πe is proportional to the eddy diameter3. Fish mass is a function of fish volume, and 

using total length as the characteristic length, volume∝Lf
3. Hence the momentum ratio is 

a function of the relative eddy diameter to the fish length (de/Lf)3, which provides a 

physical explanation in terms of eddy momentum for the postulated relationship of the 

importance of the impact of eddy diameter with respect to the fish length causing 

instabilities. Including vorticity as a term is necessary as slowly spinning eddies are 

unlikely to produce the same stability challenges as rapidly spinning eddies. 

The eddy momentum was substantially lower than the fish momentum for all cylinder 

treatments except the large cylinder arrays (Figure 3.12a). For the large cylinder 

treatments, eddy composition varied across streamwise and cross-stream regions (Figures 

3.7 and 3.8) and consequently, Πr also varied among these regions. The 95th percentile Πr 

decreased from 1.6 in the large horizontal treatment and 2.3 in the large vertical treatment 

at the upstream third of the observation chamber to 0.9 in the large horizontal treatment 

and 1.3 in the large vertical treatment in the downstream third (Figure 3.12b). Across the 

flow (Figure 3.12c), Πr was largest in the upstream LE flow region (Figure 3.12c) such 

that Πr based on the 95th percentile eddy was 2.3 and decreased to 0.5 for the upstream 

LG flow region. 
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Figure 3.12: The ratio of the 95th percentile eddy to fish momentum varied across 
treatment and region. A horizontal dashed line has been included on the figures at the 
momentum ratio value of one to indicate where eddy momentum equals fish momentum. 
Values substantially less than one represent relatively weak eddies with respect to the fish 
and are unlikely to have the momentum to require control system response by the fish. 
The number of spills observed in each flow region has been included above each bar. The 
primary line or bar represents the 95th percentile eddy value while the whiskers represent 
the 50th and 75th percentiles. a) by cylinder diameter (cylinder diameters in parentheses 
within figure). Data from all flow regions are included in each bar. b) by eddy diameter 
downstream from the large cylinders. Data have been plotted for the large cylinder cases 
only since the other treatments did not have significant eddy momentum compared to the 
fish. c) by transverse location with respect to the large cylinders. d) by each of the nine 
flow regions. The momentum ratio is greatest in the upstream edge region (highlighted by 
the red primary boxes) and is also the location with the highest number of observed spills. 
Data from Figures 3.12 b) and c) have been sliced along the streamwise and transverse 
directions, respectively. Each data point in these graphs therefore represents all data from 
that streamwise or transverse location, respectively. 
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Fish spent only 10% of their time in the LE zone of the flow. However, 60% of all spills 

occurred in this region. Thus the greatest probability of spills occurred in the flow region with 

the highest momentum ratio. 

Spills occurred when the self-correcting and powered stabilizing capacity of the body and 

fins was exceeded (Webb and Weihs 1994, Lauder and Jayne 1996, Webb 2002 and 2004). The 

compressed creek chub body shape resulted in a given eddy having larger eddy length and hence 

greater Πe creating yawing perturbations compared to pitching perturbations. However, there 

was a higher probability of a spill occurring in the upstream edge regime of the LH treatment 

(49%) compared for the same region of the LV treatment (20%). The effect of cylinder 

orientation on the entrainment rate of river chub (Nocomis micropogon) and smallmouth bass 

(Micropterus dolomieu) was tested by Webb (1998). While no significant effect of cylinder 

orientation on entrainment was found in that study it was argued that the typical fin orientations 

of fluvial fishes such as creek chub will make stabilization in the pitching direction more 

difficult than in the yawing direction. Therefore, the present observations provide additional 

support to earlier postulations that the stabilizing control system of fish such as creek chub 

would be better suited for countering yawing rather than pitching perturbations (Harris 1936 and 

1938, Aleyev 1977, Fish and Shannahan 2000, Weihs 2002, Fish 2002, Webb 1998, and Webb 

2006). In addition, similarities have been noted between functional morphological features and 

maneuverability in various directions depending upon body depth, body compression, and fin 

placement (Howland 1974, Webb et al. 1996, Schrank et al. 1999, Drucker and Lauder 2001). 

Once spills occur, rapid recovery becomes important in order to both minimize the risk of 

injury and reduce energy requirements to regain location. The caudal fin, with fast-start types of 

body-fin motions was used to recover from both yawing and pitching displacements. These types 

of body motions are known to create the largest propulsive forces (Domenici and Blake 1997, 

Hale 1999) associated with the largest area, span, amplitude, and moment arm (Weihs 1972 and 

1973, Webb et al. 1991). However, the caudal fin is oriented in the lateral plane for most fishes, 

and therefore can only create large torques to correct yawing displacements. In order to utilize 

this fin for recovery from pitching spills, the fin had to be rotated into the vertical plane. This 

was achieved by rolling the body 90°. Similar behavior has been reported by Webb et al. (1996) 

and Schrank et al. (1999) in goldfish (Carassius auratus), angelfish (Pterophyllum scalare), and 

silver dollars (Metynnis hypsauchen) maneuvering through horizontal slits and bent tubes. 
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Similarly, cetaceans combine rolling and rotation of the caudal peduncle to rotate the normally 

horizontal tail fluke into the vertical plane to execute yawing turns (Fish 2002, Rohr and Fish 

2004). The addition of two rolls in recovery maneuvers by creek chub increased recovery time 

by 24% for vertical versus horizontal spills. The orientation of the large cylinder arrays also 

affected the 2-min ucrit with lower values for the horizontal arrays than the vertical arrays. 

Presumably there were energy costs associated with recovery maneuvers that contributed to 

lower critical swimming speeds. 

 The medium and small cylinder arrays resulted in a 5% reduction in the 2-min ucrit 

compared with the control. Tests of fish swimming in the LV and LH cylinder arrays resulted in 

a 10% and 22% reduction in the critical swimming speed, respectively, compared with the 

control. These values were both significantly different from the control and significantly 

different from each other (ANOVA, p<0.05). While the pattern of spills provides most insight 

into the limits of stability control in the presence of large eddies, the reduction in critical 

swimming speed when spills became more common attests to the general deleterious impacts of 

large eddies for overall swimming performance. The greater reduction in the 2-min ucrit for the 

large horizontal cylinder array further supports the observations on spill, showing that pitching 

perturbations in the flow present larger challenges than yawing perturbations. 

 

Conclusions 

A series of increasing velocity tests was conducted to determine the influence of 

turbulent eddies on the critical swimming speed of creek chub. Eddy vorticity, eddy diameter, 

and eddy orientation (spinning about horizontal or vertical axes of rotation) were varied using 

arrays of cylinders 0.4, 1.6, and 8.9 cm in diameter. As eddy momentum approached the fish 

momentum the occurrence of spills (defined as rapid head rotations followed by downstream 

translation) increased. Furthermore the greatest reduction in the two minute critical swimming 

speed (2-min ucrit) of fish occurred in the large cylinder flow treatments where the turbulent eddy 

momentum was greatest. Because eddy momentum is a function of the eddy mass and eddy 

vorticity, these results confirm the importance of turbulence scale (based on eddy diameter with 

respect to the fish length) and vorticity proposed by Pavlov et al. (2000) Cada and Odeh (2001), 

Lupandin (2005), and Liao (2007), among others. 
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 The 2-min ucrit was affected by the orientation of cylinder arrays for the large cylinder 

treatment, being reduced 10 ± 4% compared to the control treatment with the vertical array and 

by 22 ± 3% for the horizontal array. This orientation effect for the large cylinders was 

investigated through video analysis of the fish spills. The probability of a spill occurring in the 

upstream edge regime of the LH treatment was 49% compared with a 20% probability for the 

same region of the LV treatment. Additionally, recovery from a spill took 24% more time for 

fish was in the horizontal turbulent eddy field compared to the vertical turbulent eddy field. The 

increased recovery time was due to two additional rolls which rotated the caudal fin into the 

plane of the displacement.
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Chapter IV 

 

Relationships between Body-Caudal Fin Swimming Kinematics and the Eddy 
Composition of Turbulent Flow 

 

Introduction 

Turbulence is ubiquitous in natural aquatic environments and has been postulated 

to be a substantial source of error in current bio-energetic models (Mackenzie et al. 1994, 

Landry et al. 1995, Cada and Odeh 2001). Most models of fish-like swimming are based 

on observations from fish swimming in low turbulence environments (Webb et al. 1984, 

discussed further in Standen et al. 2002 and Enders et al. 2005). Recent work by Enders 

et al. 2005 has shown that metabolic costs rise with increasing velocity fluctuations, but 

the physical mechanism for increased swimming costs in turbulent flow has not been 

proposed or confirmed. Recent results by Nikora et al. (2003), Liao et al. 2003, and 

Lupandin (2005) among others have indicated that the diameter and vorticity of turbulent 

eddies will play an important role in determining the kinematics of swimming fish. This 

paper reports the results of video-analysis of fish swimming kinematics during increasing 

velocity tests in order to understand the effects of turbulent eddy diameter (de) and 

vorticity (ωe) on the kinematics of body-caudal fin propulsion. 

 

Materials and Methods 

Changes in body/caudal-fin kinematics were measured at several flow speeds and 

levels of turbulence induced by upstream cylinder arrays of differing diameters and 

orientations. The turbulent flow regimes were measured using particle image velocimetry 

(PIV) and were characterized according to de, ωe, and the local velocity (ulocal). The body 

and caudal fin swimming kinematics of tail beat frequency (F), amplitude (A), 

wavelength (λ), tail span (B), and tail angle of attack (θ) were measured (Lighthill 1971). 
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Creek chub were selected as a model fusiform-shaped soft-ray-fin species common to 

North America (Keast 1985, Webb 2004). 

 

Apparatus  

Observations of fish behavior were made during an increasing velocity test in a 

water tunnel with a test section 250 cm in length and 60 cm wide (Chapter III). The water 

depth was held at 55 cm for all tests. A 30-cm observation section was delineated within 

this test section by a downstream grid (12.5 mm egg-crate) and upstream by either a 

similar grid or by one of three cylinder arrays spanning the flume cross-section oriented 

vertically or horizontally. Arrays were comprised of cylinders with diameters 0.4 cm, 1.6 

cm, and 8.9 cm, with gaps equal to cylinder diameter in each array. Thus there were 

seven treatments: control, small horizontal (SH), small vertical (SV), medium horizontal 

(MH), medium vertical (MV), large horizontal (LH), and large vertical (LV) arrays 

(Figure 3.2). A 1.3 cm mesh of 0.04 cm diameter plastic thread was attached to the 

upstream side of the cylinders to prevent fish escaping. One wall of the observation 

chamber was papered with 2 cm x 2 cm black and white checkered paper to foster fish 

station holding. All edges of the test sections were electrified at 5 V DC to encourage 

swimming. 

 

Flow analysis 

Data on instantaneous flow patterns were collected for velocities averaged over 

the observation cross-section, ū, of 8.5, 17.1, 27.7, 38.7, and 50.2 cm.s-1 using two-

dimensional PIV. The water was seeded with 1 μm diameter neutrally buoyant titanium 

dioxide particles, at a concentration of 1.2 ppm. Flow was illuminated using a 120 mJ 

NdYAG dual-head 532-nm pulsed laser (NewWave Gemini) with pulse duration of 100 

μs, and creating a laser sheet 0.75 mm thick spanning the observation cross section either 

horizontally (for vertical cylinder arrays) or vertically (for horizontal cylinder arrays). 

Fifty image pairs were recorded at pulse separations of 8, 5, 3, 2, and 1 ms, at ū of 8.5, 

17.1, 27.7, 38.7, and 50.2 cm.s-1 respectively. 

Downstream from the horizontal cylinder arrays the vertical laser sheet was 

positioned along the flume centerline. The interrogation window was selected within the 



83 

bottom 50% of the flume in order to avoid stray air bubbles in the upper water column 

(Chapter III). Downstream from the vertical cylinder arrays, the horizontal laser sheet and 

interrogation window were centered on the flume centerline, halfway between the bed 

and the free surface.  

Flow was reconstructed from pairs of images of the particles in the flow which 

were recorded on a 1 mega pixel 10-bit 30 fps UniqVision black and white CCD camera 

driven by PixelFlow software (General Pixels, Inc.; Huang et al. 1997, Gharib and Dabiri 

2000, General Pixels 2000, Tritico et al. 2007). Fifty pairs of images were collected at 15 

Hz at each ū, averaging 12 eddy shedding cycles from the cylinders. Due to surface 

reflections and laser intensity requirements, a smaller 26 cm streamwise by 30 cm 

transverse interrogation window was analyzed for each treatment beginning 2 cm 

upstream from the downstream grid and 2 cm downstream from the upstream cylinder 

array or grid.  

Eddies were identified following the method described by Drucker and Lauder 

(1999). Cross-correlation techniques were used to convert consecutive images of particles 

into velocity vector fields. The vorticity (ω, twice the angular velocity) was calculated 

from the velocity vector field. Local minimum/maximum vorticity was taken as an eddy 

center. The circulation about each eddy center was calculated in concentric circles until a 

maximum circulation (Γe – angular momentum per unit mass) was reached  

Γe=ωe*ae       (4.1) 

where ae is the area circumscribed by the circle (0.25πde
2) and ωe is the spatially averaged 

vorticity within the circle. The radius with maximum circulation was taken to be the eddy 

radius (Drucker and Lauder 1999 and Wilga and Lauder 1999); each eddy’s location, 

diameter, and average vorticity were recorded. 

Fish were observed swimming throughout the water column in the control, small- 

and medium-diameter cylinder array treatments without choosing locations relative to the 

cylinders. In contrast, fish regularly chose various swimming locations relative to the 

large cylinders. These locations were classified into three groups defined as follows: a) 

large cylinder (LC) area directly downstream from each large cylinder (cylinder 

centerline ± 2.3 cm), b) large edge (LE) area directly downstream from each cylinder 

edge (cylinder edge ± 2.3 cm), and c) large gap (LG) area directly downstream from each 
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gap between the cylinders (gap centerline ± 2.3 cm). Therefore, results have been 

described for flow structure through the water column for the control, small-diameter and 

medium-diameter cylinder arrays, and for the cylinder, edge and gap regions for large 

cylinders (Figure 4.1). The flow region had been further trisected into upstream, middle, 

and downstream regions in Chapter III. In Chapter III it was shown that while the 95th 

percentile eddy diameter did not change with streamwise location, the 95th percentile 

eddy vorticity did decay with streamwise distance. Further, it was shown that fish tended 

to swim in the downstream region of the tank (41, 37, 22% of time in the downstream, 

middle, and upstream flow regions, respectively) and tended to fail in the upstream 

region of the tank (19, 10, 71% of failures in the downstream, middle, and upstream flow 

regions, respectively). Conversely, the streamwise location in the tank was not a 

significant factor in predicting any of the BCF metrics reported here (one-way ANCOVA 

generalized linear model with streamwise location, gap/edge/cylinder, speed, and 

treatment as covariates along with interaction terms, p>0.05 for streamwise location and 

all interaction terms, Maxwell and Delaney 2004). This is likely due to the very low 

frequency of fish moving to the upstream region of the large cylinder treatments and 

holding station for >5 seconds. The streamwise data have therefore been grouped, and 

only the LG, LE, and LC flow regions distinction (same ANCOVA as previously 

reported with tail beat amplitude and frequency being dependent upon transverse location 

in the flow, p<0.05) are reported. 

Fish 

Creek chub were obtained from Fleming Creek, Michigan, USA at a water 

temperature of 21.1 °C. Fish were acclimated in the lab to room temperature (20.5 ±0.4 

°C) for one week prior to the experiment and were fed to satiation daily (Chapter III). 

The experimental temperature was the same as the acclimation temperature. Seven creek 

chub with an average total length of 12.2±0.9 cm (mean±2SE) and mass of 16.8±3.5 

grams were used in experiments. Each fish was swum with every treatment. The order of 

the treatment experienced was selected at random and fish were given a minimum of 3.5 

days between each test. 

A single fish was placed in the observation section and acclimated to u  of 8.5 

cm/s. After 11 hours acclimation, ū was increased by 3.5 cm.s-1 increments at 2 minute  
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Figure 4.1: Large Cylinder Test Section Regions. The test sections downstream from 
the large cylinder arrays were subdivided into regions directly downstream from the 
cylinder (Cylinder region), regions directly downstream from a gap (Gap region), and 
regions directly downstream from a cylinder edge (Edge region). Data in regions next to 
the wall and free surface are not reported 
 

intervals until the fish became entrained on the downstream grid for 3 seconds. The 2-

min ucrit results are reported in Chapter III; in this paper we discuss the body/caudal fin 

kinematics at each of the u  leading up to the critical swimming speed. 

Fish were continuously videotaped at 30 frames per second simultaneously from 

the side and from below using two digital video cameras (Panasonic Model No. PV-

DV601D). Fish moved about the test section, holding position for variable periods at 

various locations. Swimming kinematics were measured from video records when fish 

remained in a given location with no postural changes for >5 s during which fish 

velocities in the environmental frame of reference were <0.02 body-lengths.s-1 (Wilga 

and Lauder 2002). Station holding observations in which the fish used the pectoral fin for 
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propulsive purposes were excluded from analysis in order to focus on the effects of 

turbulent eddies on continuous body-caudal fin propulsion. 

Various theoretical models describing the propulsive momentum transfers 

required for fish-like swimming have been proposed (Lighthill 1960 and 1971, Wu 1971, 

Schultz et al. 1991, Pedley and Hill 1999). The relevant parameters found in most 

reactive and resistance based models include: the tail beat frequency, the tail beat 

amplitude, the tail trailing edge depth, the body wavelength, and the cosine of the tail 

angle of attack. 

Tail beat frequency was determined from the time required for the tail to move 

from one lateral maximum across the midline and return (Bainbridge 1958, Webb 1971, 

Webb et al. 1984, Liao et al. 2003). Tail beat amplitude was determined as the transverse 

distance the caudal fin moved from one lateral maximum to the opposite maximum 

(Bainbridge 1958). Body wavelength was determined by first fitting a cubic spline to the 

fish body outline (Muller et al. 1997). This method was checked against hand drawn 

midlines and resulted in a reasonable match along the entire body length. The fish 

midlines were then used to calculate half wavelengths as described by Webb et al. (1984) 

by recording the node distance between locations where the body midline crossed the 

global fish swimming midline (i.e. trajectory). The trailing edge angle of attack with 

respect to the mean body centerline was calculated during the wavelength analysis by 

determining the angle that the most posterior 5% of the fish body made with the 

centerline for each frame for twenty consecutive frames (Lighthill 1971). The trailing 

edge span was measured from the dorsal to the ventral tips of the caudal fin. 

 

Results 

 The purpose of this analysis was to determine whether increasing levels of 

turbulence affected propulsive kinematics in swimming fish. While the 95th percentile 

eddy diameter and vorticity were each varied by 500% across the seven cylinder 

treatments (the 95th percentile diameter ranged from 1/6 to 1 fish body length) and the 

cylinder based Reynolds number (Recyl = 
υ

cdu
 where dc is the cylinder diameter and ν is 

the kinematic viscosity of water) varied from 340 to 45,000, the only observed changes in 
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kinematics were decreased tail beat frequency and increased tail beat amplitude for fish 

swimming downstream from the large cylinders (Figure 4.2). Body wavelength (11.1±0.3 

cm), tail span (2.7±0.0 cm), and tail angle of attack (20±1°) were not observed to vary 

across any of the treatments or with ulocal (ANCOVA, p>0.05). The tail beat amplitude 

and frequency did not change across the control, small, or medium cylinder treatments 

while the tail beat amplitude also did not change with ulocal (ANCOVA, p<0.05). 

 Similarly, none of the kinematic swimming variables measured during this study, 

including tail beat frequency, amplitude, wavelength, tail depth, or tail angle of attack 

varied significantly (ANCOVA of treatment, u , location, p>0.05 for all treatment and 

interaction terms when only the control, small, and medium cylinder treatments were 

included) from the control treatment for fish swimming in the small and medium cylinder 

treatments (Figure 4.3). The lack of change in swimming kinematics for the small and 

medium cylinder treatments was not wholly unexpected given the small eddy momentum 

compared to the fish momentum. Chapter III showed that the momentum of the 95th 

percentile eddies in these two treatments was less than 1/10th the momentum of the fish 

and did not affect the spill rates (rapid head rotation about the center of mass followed by 

downstream translation) or the critical swimming speed. Further, Chapter III found that 

location preference within the test section did not change across the control, small, or 

medium cylinder treatments. 

The momentum of the eddy was calculated as; 

Πe = ¼meωede      (4.2) 

where me is the eddy mass. See equations 3.5 and 3.6 for the equations to calculate eddy 

mass. The momentum of the fish was calculated as; 

Πf = MfVf       (4.3) 

where Mf is the fish mass and Vf is the fish velocity (Figure 3.12a). The momentum ratio 

is; 

    Πr = Πe/Πf      (4.4) 

The momentum ratio is a function of eddy vorticity to the first power and the relative 

magnitude of the eddy diameter to the fish length to the 3rd power (de/Lf)3 (Chapter III). 
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Figure 4.2: Variation of local velocity, vorticity, and eddy diameter with cross-
sectionally averaged velocity and flow region. The left-hand panels show relationships 
for a) ulocal, b) the 95th percentile vorticity, the slope of the vorticity with respect to ulocal 
(divided by 4π) is the fish-based persistence parameter, and c) the 95th percentile eddy 
diameter for all cylinder arrays. The ulocal and eddy parameters differed for the large 
cylinders (right-hand panels) depending on location across the flow defined in Figure 4.1. 
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Figure 4.3: Tail beat frequency and amplitude across speed and turbulent regime. a) 
Tail beat amplitude did not vary with speed but was greater than the C, SH, SV, MH, and 
MV treatments (A = 2.9±0.1 cm) in the LC (A = 6.5±1.2 cm) and LE (A = 4.4±0.8) 
regions (ANCOVA of treatment and u  such that p>0.05 for speed and interaction term 
while p<0.05 for treatments as displayed) b) The tail beat frequency in the C, SH, SV, 
MH, and MV treatments was F=0.05±0.01ulocal + 1.2±0.1 s-1, r2=1.0. The tail beat 
frequency in the LG (F=0.03±0.01ulocal + 1.3±0.3 s-1, r2=0.93), LC (F=0.07±0.01ulocal s-1, 
r2=0.96), and LE (F=0.06±0.01ulocal s-1, r2=0.89) was less than the tail beat frequency in 
the other treatments (ANCOVA, p<0.05). The two dashed lines represent the range of 
eddy shedding frequencies previously reported by various investigators and summarized 
by Sumner et al. (1999) for flow downstream from a three cylinder array (large cylinder 
array for this study). The slope of the frequency-amplitude product (c) with speed is the 
fish based Strouhal number which is a measure of the total work required to swim at a 
given speed. The Strouhal number is significantly greater (ANOVA, p<0.05) for fish 
swimming in the LC region (0.39±0.05, r2 = 0.98) than for fish swimming in the control, 
small, medium, and large edge regimes (0.27±0.02, r2 = 0.98). Conversely, the fish based 
Strouhal number was significantly less for fish swimming in the LG regime (0.23±0.02, 
r2 = 0.96) where fluid was highly rectilinear (t-test, p<0.05). The lines represent the linear 
regression of the mean while the data points represent the mean and the error bars 
represent ± 2 standard errors of the mean. 
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Large cylinder treatments: Flow description and kinematics 

Eddy diameter, vorticity, and velocity were similar between horizontal and 

vertical configurations (differences of 0.0%, 1.7%, 0.4%, respectively) and no significant 

difference (p<0.05) in body/caudal fin kinematics were observed between orientations. 

The horizontal and vertical data have therefore been combined. 

The 95th percentile eddies downstream from the large cylinders had momentum 

on the same order of magnitude as that of the fish (Figure 3.12a). Under these conditions 

tail beat frequencies were reduced and tail beat amplitudes were increased compared to 

those found in the control. The magnitude of change in tail beat frequency and amplitude 

depended on fish location with respect to the cylinders.  

The tail beat amplitude was larger than the control, small, and medium cylinder 

treatments in the LC and LE flow regimes, but the tail beat amplitude was not 

significantly different (ANOVA, p<0.05) in the LG flow regime (Figure 4.3a). The LG 

flow regime was composed of relatively small eddies (95th percentile = 9.2 cm) compared 

to the LC (95th percentile = 10.8 cm) and the LE (95th percentile = 11.6 cm) flow regimes 

(Figure 4.3c). While eddy diameter correlated with changes in tail beat amplitude, the tail 

beat amplitudes in the LG, LC, and LE regions were 3.0±0.2 cm, 6.5±1.2 cm, and 4.4±0.8 

cm, respectively; each was significantly smaller than the 95th percentile eddy diameter 

(multiple t-tests comparing tail beat amplitude to 95th percentile eddy diameter, p<0.05). 

Tail beat amplitude for each region did not change with u  (ANOVA, p<0.05). 

The tail beat frequencies were less than the control, small, and medium cylinder 

treatments in all large cylinder array flow regimes (ANOVA p<0.05). The tail beat 

frequency increased with ulocal at the greatest rate in the LC region and increased at the 

slowest rate in the LG region (Figure 4.3b), matching the trend in 95th percentile eddy 

vorticity (Figure 4.3b). 

As the tail beat frequency and tail beat amplitude were the only parameters 

adjusted by creek chub, their product was used as an indicator of changes in swimming 

kinematics across various turbulent conditions (Lighthill 1971, Figure 4.3c). The ratio (or 

slope) of this product with the ulocal is the fish based Strouhal number, Stf (Triantafyllou 

et al. 1991);  
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local
f u

FASt =      (4.5) 

The fish based Strouhal number “defines the maximum aerodynamic angle of attack and 

the time scales associated with growth and shedding of vortices which are the source of 

aerodynamic force production” (Taylor et al. 2003, see also Anderson et al. 1998, Wang 

2000) Anderson et al. (1998) showed that the thrust produced by an oscillating foil in the 

flow was related to the creation, growth, and shedding of an eddy along the foil body. It 

has further been shown by Drucker and Lauder (1999) that the eddies shed from 

swimming fishes are often initiated and propagated along the body. From this 

perspective, the growth of eddies along a fish body will depend upon the tail beat 

frequency, amplitude, and velocity of the fluid as captured by Stf. The Stf for creek chub 

swimming in the control, small, and medium turbulent flow regimes was 0.25±0.01 

(Table 4.1) which is similar to those found in other investigations of fish and cetacean 

swimming in the free stream (Triantafyllou et al. 1993, Liao et al. 2003, Rohr and Fish 

2004). The Stf in the LE flow regime was not significantly different from the Stf in the 

control, small, and medium flow regimes (ANOVA, p<0.05). The Stf greatest in the LC 

flow regime (0.38±0.06) and least in the LE flow regime (0.21±0.02) (Figure 4.3c) 

indicating that fish were adjusting their kinematics such that in flows where the large 

eddies were relatively stationary, represented by the LC region, the Stf was increased, 

conversely in flows where large turbulent eddies pass in the streamwise direction rapidly, 

represented by the LG region, the Stf was decreased. 

 

Discussion 

The small, medium, and large cylinder arrays produced 95th percentile eddies with 

diameters of approximately 0.2, 0.4, and 0.9 fish lengths, respectively. Further, the 

vorticity ranged from a minimum of 1.5 s-1 in the control at 8.5 cm.s-1 to a maximum of 

11.3 s-1 in the LE treatment at 50.2 cm.s-1. Body wavelength, tail depth, and tail angle 

attack did not vary across these treatments or speeds. Tail beat amplitude was larger in 

the large cylinder array treatments than the other treatments and did not vary with ulocal. 

Tail beat frequency was lower in the large cylinder treatments and increased with ulocal in 

all treatments. The rate that the tail beat frequency increased with ulocal varied across large 



94 

cylinder treatment flow region such that the greatest rate of increase occurred in the LC 

region and the least occurred in the LG region. This variation resulted in the Stf being 

largest, 0.39, in the LC region and least, 0.23, in the LG region. The flow region directly 

downstream from the large cylinders, LC region, was characterized by slower ulocal, on 

average 38% < u , than neighboring regions along with moderately large 95th percentile 

eddy diameter, 10.8 cm, and vorticity, 5.9 s-1 at a representative u  of 27.7 cm.s-1. 

Conversely, the flow region between the large cylinders, LG, was characterized by faster 

ulocal, on average 53% > u , than neighboring regions along with smaller 95th percentile 

eddy diameter, 9.3 cm, and vorticity, 4.4 s-1 at a representative u  of 27.7 cm.s-1. 

Therefore in the LC flow region, where the Stf is largest, the turbulent flow is relatively 

stationary while in the LG flow region, where the Stf is least, the turbulent flow moves 

through the region rapidly. A turbulent flow parameter which captures the stationarity of 

turbulent eddies with respect to an interface (in this case a fish) is the persistence 

parameter. 

 

Persistence Parameter 

The persistence parameter, first defined by Cotel (1995) and Cotel and 

Breidenthal (1997) (
local

e

u4
L

⋅π
⋅ω

 where π is the constant ~3.142 and L is an appropriate 

length scale) measures the number of times an eddy rotates while traveling a distance L. 

It is therefore a measure of the rotational to translational components of a flow and 

captures the rotational time scale associated with an eddy traveling along an interface of 

length L. The parameter was originally proposed by Cotel (1995) to explain turbulent 

entrainment in stratified flow; as such the appropriate length scale was the dominant eddy 

diameter for entrainment. In the case of fish/eddy impacts the appropriate length scale is 

the fish length (Lf). The fish based persistence parameter, Tf, is therefore defined as; 

Tf = 
local

fe

u4
L

⋅π
⋅ω

     (4.6) 

The fish based persistence parameter is equal to the number of revolutions an eddy makes 

while traveling along the fish body length and provides a metric for the rotational time 
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scale of an eddy while traveling along a fish body length. As such it is a measure of the 

stationarity of turbulent eddies with respect to the fish. The fish based persistence 

parameter varied by flow region downstream from the large cylinder treatments (Figure 

4.2b) with the maximum value occurring in the LC regime (Tf = 0.66) and the least value 

occurring in the LG regime (Tf = 0.12). The persistence parameter value of 0.66 in the 

LC regime implies that the 95th percentile eddy rotated 66% of a full rotation, or 240°, 

while traveling down the fish body as compared with a rotation of 12% (40°) in the LG 

regime. 

 

Strouhal Number – Persistence Parameter Relationship 

The fish based Strouhal number reflects the dominant propulsive movements with 

respect to the ulocal and increases linearly with the fish based persistence parameter which 

is a measure of the time scale of eddy rotation along the fish length (Figure 4.4, Stf = 

(0.99±0.27)*Tf + (0.21±0.02), r2=0.95) for these tests. The tail beat amplitude remained 

constant for a given turbulence regime (Figure 4.3a). In free stream flow, the tail beat 

amplitude is often reported as a function of body length (e.g. an often cited value is that 

A ~ 0.2 Lf Bainbridge 1958, Webb et al. 1984, and Liao et al. 2003). The Strouhal-

persistence relationship implies that F*A~ωe*Lf. Since A is proportional to Lf, for a given 

flow regime, the length scales in this dimensional analysis drop out and the tail beat 

frequency is proportional to the eddy vorticity (F~ωe). In terms of time scales this 

dimensional analysis implies that the tail beat duration is proportional to the rotational 

time of the 95th percentile turbulent eddy. This finding is similar to the findings reported 

by Liao et al. (2003) which found that tail beat frequency was proportional to the 

shedding frequency for fish swimming downstream from a single cylinder – since 

shedding frequency and eddy vorticity are proportional to each other. Liao et al. (2003) 

showed that fish swimming using the Karman gait for cylinder based Reynolds numbers 

of 5,600 to 20,000 matched the tail beat frequency to the shedding frequency of a single 

upstream cylinder. Zdravkovich and Stonebanks (1990) and Sumner et al. (1999) 

summarize the shedding frequencies reported downstream from cylinder arrays like the 

arrays used in the current experiments. For cylinder arrays with equal gap to cylinder 

spacing, the cylinder based Strouhal number ranged from 0.1 to 0.325. The cylinder 
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Figure 4.4: Fish based Strouhal number increased linearly with 95th percentile fish based persistence parameter. The fish based 
Strouhal number is defined as the product of the tail beat frequency (F) and the tail beat amplitude (A) divided by ulocal which in 

station holding fish is equal to the fish speed (Stf = 
localu

AF ⋅ ). The fish based persistence parameter is defined as the product of the eddy 

vorticity (ωe) and the length of the fish (Lf) divided by the constant 4π and ulocal (Tf = 
local

fe

u4
L

⋅π
⋅ω

). C = control, S = small, M = 

medium, LG = large gap, LE = large edge, and LC = large cylinder flow regimes. The linear relationship between Stf and the fish-
based persistence parameter indicates that as the number of rotations that a turbulent eddy made while traveling along the fish body 
increased, the time scales associated with the growth and shedding of force producing vortices also increased. 
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based Strouhal number, Stc, was defined as: 

u
df

St cc
c =      (4.7) 

where fc is the frequency that eddies are shed from a cylinder and dc is the cylinder 

diameter. In these experiments the tail beat frequencies for fish swimming downstream 

from an array of large cylinders fell between the tail beat frequency for free-stream 

continuous swimming and the range of cylinder frequencies for the large cylinder 

diameter array (Figure 4.3b). Due to the more complex turbulent flows associated with 

cylinder arrays, matching of tail beat to shedding frequency was not exhibited. Instead, 

the time scales of tail beat frequency and eddy vorticity were shown to be connected. 

These results imply an interaction between eddies produced during fish-like swimming 

(Triantafyllou et al. 1993, Drucker and Lauder 1999) and turbulent eddies in the flow. 

 

Conclusions 

A series of increasing velocity tests (Lf = 12.2 cm) produced turbulence regimes 

with varying eddy diameter (95th percentiles from 1/6 to 1 fish length), eddy vorticity 

(95th percentile vorticity ranged from 1.5 to 11.3 s-1) and ulocal (0.4 to 5.1 body lengths per 

second). Body-caudal fin kinematics (tail beat frequency, tail beat amplitude, body 

wavelength, tail depth, and tail angle of attack) were video analyzed for changes across 

turbulent regime. The body wavelength, tail depth, and tail angle of attack were not 

observed to change across treatment or speed (p<0.05). Furthermore, the tail beat 

amplitude and frequency were not observed to change from the control treatment to the 

small (cylinder diameter = 0.4 cm) or medium (cylinder diameter = 1.6 cm) cylinder 

treatments. In the small and medium cylinder treatments the momentum of the 95th 

percentile eddies (0.25meωede) was more than an order of magnitude less than the 

momentum of the fish (MfVf). In the large cylinder treatments (cylinder diameter = 8.9 

cm) the eddy momentum was slightly greater than the fish momentum (95th percentile 

momentum ratio = 1.6). In the presence of eddies with significant momentum compared 

to the fish, the tail beat frequency was reduced while the tail beat amplitude increased. 

This reduced tail beat frequency and increased tail beat amplitude is reminiscent of the 

Karman gait reported by Liao et al. (2003) but differs in two ways. First, an increase in 
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body wavelength was not observed. Second, matching of tail beat frequency with the 

cylinder shedding frequency was not observed. A linear relation between the fish based 

Strouhal number (Stf = 
localu

AF ⋅ ) and the fish based persistence parameter (Tf = 
local

fe

u4
L

⋅π
⋅ω

) 

indicated, however, that as the number of rotations a turbulent eddy made while traveling 

along the fish body increased, the time scales associated with fish-like swimming also 

increased. For a given turbulent flow regime the tail beat amplitude did not change with 

local velocity and it was shown, through dimensional analysis, that for a given turbulent 

regime the tail beat duration was proportional to the rotational time scale of the turbulent 

eddies. These results imply that turbulent eddies with sufficient momentum interact with 

eddies produced during fish like swimming. In order to validate the hypothesized 

interactions between turbulent eddies and force generating eddies, simultaneous PIV and 

video analysis should be conducted on fish swimming in highly rotational turbulent 

flows. 
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Chapter V 

 

The Effects of Turbulent Flow Eddy Composition on Median and Paired-Fin Use 

 

Introduction 

 Turbulence has previously been shown to affect metabolic rate (Enders et al. 

2003), habitat selection (Pavlov et al. 2000, Smith et al. 2005 and Cotel et al. 2006), 

propulsive costs (Chapter IV), and critical swimming speed (Chapter III) for fishes. 

Turbulence is presumed to act by destabilizing fish through the creation of forces that are 

asymmetrical along the body, thereby tending to cause rotational and/or translational 

displacements on the fish (Odeh et al. 2002, Chapter III). The magnitude of the 

perturbing force is expected to depend on the momentum of eddies in the turbulent flow 

relative to the momentum of the fish. Webb (2006) argued that in order to maintain 

trajectory and postural orientation in a turbulent flow, stabilization through fin 

deployment similar to that of maneuvering is required. There are currently no 

observations showing changes in fin deployment with increased eddy momentum, or that 

fin use deployment patterns are consistent with countering expected body perturbations 

from eddies (Webb 2006, Liao 2007). 

Chapter IV found that caudal fin beat amplitude and frequency increased during 

steady swimming with eddy diameter (de) and vorticity (ωe), respectively. The caudal fin 

represents the control surface with the greatest area with respect to the flow and the 

largest moment arm from the center of mass for countering flow perturbations, especially 

for yawing moments. In many fluvial fish species, such as the creek chub used in this 

study, the remaining median/paired fins are used regularly during swimming, but 

contribute little to momentum transfers that drive propulsion. Therefore, non-caudal fin 

deployment provides an opportunity for a clearer understanding of their use as control 

surfaces in turbulent flow (McLaughlin and Noakes 1998, Webb 1998). The purposes of 

this paper are to determine whether increased turbulent eddy momentum results in 
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increased median and paired-fin deployment and to develop an understanding of the 

patterns of fin deployment with turbulent eddy orientation and size. 

 

Materials and methods 

Changes in median and paired-fin use were measured at several flow speeds and 

turbulent eddy compositions induced by upstream cylinder arrays of differing diameters 

and orientations. The turbulent flow regimes were measured using particle image 

velocimetry (PIV) and were characterized according to eddy diameter (de), eddy vorticity 

(ωe), and the local velocity (ulocal). The use of dorsal, anal, pelvic, and pectoral fin control 

surfaces was recorded on video and quantified in terms of the percentage of time and area 

deployed. Creek chub were selected as a model fusiform-shaped soft-ray-fin species 

common to North America (Keast 1985, Webb 2004). 

 

Apparatus  

Observations of fish behavior were made during an increasing velocity test in a 

water tunnel with a test section 250 cm in length and 60 cm wide (Chapter III). The water 

depth was held at 55 cm for all tests. A 30-cm observation section was delineated within 

this test section by a downstream grid (12.5 mm egg-crate) and upstream by either a 

similar grid or by one of three cylinder arrays spanning the flume cross-section oriented 

vertically or horizontally. Arrays were comprised of cylinders with diameters 0.4 cm, 1.6 

cm, and 8.9 cm, with gaps equal to cylinder diameter in each array. Thus there were 

seven treatments: control (C), small horizontal (SH), small vertical (SV), medium 

horizontal (MH), medium vertical (MV), large horizontal (LH), and large vertical (LV) 

arrays (Chapter III). A 1.3 cm mesh of 0.04 cm diameter plastic thread was attached to 

the upstream side of the cylinders to prevent fish escaping. One wall of the observation 

chamber was papered with 2 cm x 2 cm black and white checkered paper to foster fish 

station holding. All edges of the test sections were electrified at 5 V DC to encourage 

swimming. 
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Flow analysis 

Data on instantaneous flow patterns were collected for velocities averaged over 

the observation cross-section, u , of 8.5, 17.1, 27.7, 38.7, and 50.2 cm.s-1 using two-

dimensional PIV. The water was seeded with 1 μm diameter neutrally buoyant titanium 

dioxide particles at a concentration of 1.2 ppm. Flow was illuminated using a 120 mJ 

NdYAG dual-head 532-nm pulsed laser (NewWave Gemini) with pulse duration of 100 

μs, and creating a laser sheet 0.75 mm thick spanning the observation cross section either 

horizontally (for vertical cylinder arrays) or vertically (for horizontal cylinder arrays). 

Fifty image pairs were recorded at pulse separations of 8, 5, 3, 2, and 1 ms, at u  of 8.5, 

17.1, 27.7, 38.7, and 50.2 cm.s-1 respectively. 

The vertical laser sheet downstream from the horizontal cylinder arrays was 

positioned along the flume centerline. The interrogation window (region over which 

particle displacements were tracked) was selected within the bottom 50% of the flume in 

order to avoid stray air bubbles in the upper water column (Chapter III). The horizontal 

laser sheet and interrogation window downstream from the vertical cylinder arrays were 

centered on the flume centerline, halfway between the bed and the free surface.  

Flow was reconstructed from image pairs of the particles in the flow which were 

recorded on a 1 mega pixel 10-bit 30 fps UniqVision black and white CCD camera driven 

by PixelFlow software (General Pixels, Inc.; Huang et al. 1997, Gharib and Dabiri 2000, 

General Pixels 2000, Tritico et al. 2007). Fifty image pairs were collected at 15 Hz at 

each ū, averaging 12 eddy shedding cycles from the cylinders. Due to surface reflections 

and laser intensity requirements, a smaller 26 cm streamwise by 30 cm transverse 

interrogation window was analyzed for each treatment beginning 2 cm upstream from the 

downstream grid and 2 cm downstream from the upstream cylinder arrays or grid.  

Eddies were identified following the method described by Drucker and Lauder 

(1999). Cross-correlation techniques were used to convert consecutive images of particles 

into velocity vector fields. The vorticity (ω, twice the angular velocity) was calculated 

from the velocity vector field. Each local minimum and maximum vorticity within a 

vorticity field was taken as an eddy center following Drucker and Lauder (1999). The 

circulation about each eddy center was calculated in concentric circles until a maximum 

circulation (Γe) was reached (Γe=ωe*ae where ae is the area circumscribed by the circle 
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and ωe is the spatially averaged vorticity within the circle). The radius with maximum 

circulation was taken to be the eddy radius (Drucker and Lauder 1999 and Wilga and 

Lauder 1999); each eddy’s location, diameter, and average vorticity were recorded. 

Previous observations showed that fish swam throughout the water column in the 

control, small- and medium-diameter cylinder array treatments without choosing 

locations relative to the cylinder. In contrast, fish regularly chose swimming locations 

relative to the large cylinders. These locations were classified into three groups defined as 

follows: a) large cylinder (LC) area directly downstream from each large cylinder 

(cylinder centerline ± 2.3 cm), b) large edge (LE) area directly downstream from each 

cylinder edge (cylinder edge ± 2.3 cm), and c) large gap (LG) area directly downstream 

from each gap between the cylinders (gap centerline ± 2.3 cm). Therefore, results have 

been described for flow structure through the water column for the control, small-

diameter and medium-diameter cylinder arrays, and for the cylinder, edge and gap 

regions for large cylinders (Chapter III).  

The flow region had been further trisected into upstream, middle, and downstream 

regions in Chapter III. In Chapter III it was shown that while the 95th percentile eddy 

diameter did not change with streamwise location the 95th percentile eddy vorticity did 

decay with streamwise distance. Further, it was shown that fish tended to swim in the 

downstream region of the tank (41, 37, 22% of time in the downstream, middle, and 

upstream flow regions, respectively) and tended to fail in the upstream region of the tank 

(19, 10, 71% of failures in the downstream, middle, and upstream flow regions, 

respectively). Conversely, the streamwise location in the tank was not a significant factor 

in predicting any of the MPF metrics reported here (one-way ANCOVA generalized 

linear model with streamwise location, gap/edge/cylinder, speed, and treatment as 

covariates along with interaction terms, p>0.05 for streamwise location and all interaction 

terms, Maxwell and Delaney 2004). The streamwise data have therefore been grouped 

and only the LG, LE, and LC flow regions distinction as reported (same ANCOVA as 

previously reported with percentage time and percentage area deployed for all fins being 

dependent upon transverse location in the flow, p<0.05). 
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Fish 

Creek chub were obtained from Fleming Creek, Michigan, USA at a water 

temperature of 21.1 °C. Fish were acclimated in the lab to room temperature (20.5 ±0.4 

°C) for one week prior to the experiment and were fed to satiation daily (Chapter III). 

The experimental temperature was the same as the acclimation temperature. Seven creek 

chub with an average total length of 12.2±0.9 cm (mean±2SE) and mass of 16.8±3.5 

grams were used in experiments. Each fish was swum with every treatment. The order of 

the treatment experienced was selected at random and fish were given a minimum of 3.5 

days between each test. 

A single fish was placed in the observation section and acclimated to u  of 8.5 

cm/s. After 11 hours acclimation, ū was increased by 3.5 cm.s-1 increments at 2 minute 

intervals until the fish became entrained on the downstream grid for 3 seconds. The 2-

min ucrit results are reported in Chapter III; in this paper we discuss the median/paired fin 

kinematics at each of the u  leading up to the critical swimming speed. 

Fish were continuously videotaped at 30 frames per second simultaneously from 

the side and from below using two digital video cameras (Panasonic Model No. PV-

DV601D). Fish moved about the test section, holding position for variable periods at 

various locations. Swimming kinematics were measured from video records when fish 

remained in a given location with no postural changes for >5 s during which fish 

velocities in the environmental frame of reference were <0.02 body-lengths.s-1 (Wilga 

and Lauder 2002). 

In addition, video records were analyzed to record anal, dorsal, and paired fin 

usage. Fin deployment was quantified in terms of the percentage of time each fin was 

extended and the projected area of the fin at each speed increment. The latter were 

normalized by the maximum projected area observed for each fish. A fin was considered 

deployed if greater than 10% of this maximum area was extended from the body. 

Observations were restricted to swimming with the body and caudal fin (BCF 

swimming), excluding mixed BCF swimming and rowing with the pectoral fins (Drucker 

and Lauder 2001, Webb 2002). 
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Results 

Flow regimes 

The presence of structures in a flow creates local variations in flow. Biological 

flumes and low turbulence flumes are not free from turbulence (Farlinger and Beamish 

1977, Enders et al. 2003). Additionally, the biological requirement of delimiting the 

upstream end of observation sections to avoid fish escape introduces further sources of 

turbulence. Hence there were turbulent eddies in the control and all treatments. As noted 

above, fish swam throughout the water column in the control treatment and with the 

small– and medium– diameter cylinder arrays but swam in cylinder, edge, and gap 

regions for large cylinders, where the structures had large effects on the flow as perceived 

by these fish. 

Seven unique turbulent flow regimes were created in these experiments. The ulocal 

in each flow regime was equivalent to the cross-sectionally averaged flow velocity, u , 

except for the LC flow regime, which provided a time averaged velocity refuge (on 

average ulocal 38% less than u ) and the LG flow regime where velocity was on average 

53% greater than u  (Figure 4.2a). The 95th percentile eddy diameter varied from 1/6 to 1 

fish length in the control and LE regimes, respectively (Figure 4.4c). The experimental 

treatments successfully created a range of eddy diameters less than or equal to the fish 

length in order to explicitly test the role of turbulence scale on median and paired-fin use 

(Chapter III). Eddy diameters did not vary with ulocal. The 95th percentile eddy vorticity 

increased with ulocal and varied across flow regime from a low of 1.5 s-1 at 8.5 cm.s-1 in 

the control treatment to 11.3 s-1 at 50 cm.s-1 in the LE flow regime, nearly an order of 

magnitude variation in vorticity was induced (Figure 4.2b). 

 

Non-Caudal Fin Deployment 

Fin use generally decreased as ulocal increased, as has been described previously in 

many fishes (Alexander 1965, Archer and Johnston 1989, Drucker 1996, Korsmeyer et al. 

2002). The pectoral fins have been the most commonly studied non-caudal fin system, 

due to their role in labriform swimming (Blake 1979 and 1980, Gibb et al. 1994, Thorson 

and Westneat 2005). More recently, decreases in pectoral fin use which are not associated 

with a transition from labriform to body/caudal fin swimming have been described in 
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bluegill sunfish (Lepomis macrochyrus) and Atlantic needlefish (Strongylura marina) by 

Standen and Lauder (2005) and Liao (2002), respectively. While dorsal- and anal-fin use 

did not change across treatment or region (see next section, Non-Caudal Fin Deployment 

Percentiles), paired fin use increased with increasing cylinder diameter and was larger in 

the edge and control regions than in the gap region (ANCOVA, p<0.05). Three distinct 

patterns of pectoral fin deployment based on control surface deployment angles with 

respect to the fish center of mass and flow direction (see Pectoral-Fin Deployment 

Pattern section) were noted, and the number of observations of these patterns varied 

across cylinder orientation and flow speed. 

 

Non-Caudal Fin Deployment Percentiles 

A regression analysis was performed comparing either percentage time deployed 

or percentage area deployed with ulocal for each of the flow regimes. The trend lines for 

flow regimes that were not significantly different from each other (one-way ANCOVA 

generalized linear model with u , and treatment as covariates along with interaction 

terms, p>0.05 for treatment and all interaction terms, Maxwell and Delaney 2004) were 

combined and reanalyzed. Slopes in the trend lines that were not significantly different 

from zero (ANOVA, p<0.05) indicate that no change in usage occurred with increasing 

velocity. 

The deployment of the anal fin did not vary across treatments (ANCOVA with 

treatment and u , p<0.05) (Figure 5.1a, b). The anal fin was deployed 100% of the time at 

all swimming speeds, while the area used decreased linearly from 76% at ulocal of 5 cm.s-1 

to 50% at ulocal of 63 cm.s-1. A similar pattern was seen for the dorsal fin in that treatment 

had no significant effects on usage (ANCOVA, p<0.05) (Figure 5.1c, d). The combined 

data across treatments also showed that deployment time was independent of ulocal, here 

averaging 85% of the time. The area decreased linearly with speed in a similar manner to 

the anal fins from 67% of the maximum observed area at 5 cm.s-1 to 40% at 63 cm.s-1 

(ANOVA, p<0.05).
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Figure 5.1: Median-Fin Usage. Dorsal- and anal-fin use did not change across treatment 
or flow region (ANCOVA with speed and treatment, where p>0.05 for both the treatment 
and the interaction terms) therefore data have been combined. a) The anal-fin percentage 
time deployed. b) The anal-fin percentage area deployed. c) The dorsal-fin percentage 
time deployed. d) The dorsal-fin percentage area deployed. The lines represent the linear 
regression of the mean while the data points represent the mean and the error bars 
represent ± 2 standard errors of the mean.

a) b)

c) d)
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Paired-fin use changed across both speed and flow regime (ANCOVA, p<0.05) 

(Figure 5.2). Pelvic-fin usage was significantly greater in the LC and LE flow regimes 

than it was in the other flow regimes (ANCOVA p<0.05, Figure 5.2a, b). Fish swimming 

in the LC and LE flow regimes deployed their pelvic fins 96% of the time (Figure 5.2a) 

and at 88% of the maximum area (Figure 9.2b) independent of ulocal. In the remaining 

flow regimes (C, S, M, LG), the time that the pelvic fins were deployed decreased 

linearly from 58% at ulocal of 8 cm.s-1 to 23% at ulocal of 63 cm.s-1 (ANOVA, p<0.05 

Figure 5.2a). The pelvic area that was deployed within the C, S, M, and LG flow regimes 

decreased in a similar manner to the time of deployment such that 68% of the fin area 

was deployed at 8 cm.s-1 and reduced to 13% at 63 cm.s-1 (ANOVA, p<0.05 Figure 5.2b).  

A further differentiation in fin usage across flow regimes was exhibited in the 

pectoral fins such that three unique fin use groups were apparent (Figure 5.2 c and d). 

Similar to the pelvic-fin usage in the LC and LE regimes, the pectoral-fin was deployed 

92% of the time (Figure 5.2c) at 88% of the maximum area (Figure 5.2d) and did not 

change with swimming speed (ANOVA p>0.05). Pectoral-fin usage in the S, M, and LG 

flow regimes was greater than the control yet less than the LE/LC regimes (ANCOVA, 

p<0.05). The time the pectoral fins in the S, M, and LG flow regimes were deployed 

decreased from 52% at 8 cm.s-1 to 19% at 63 cm.s-1 (ANOVA, p<0.05 Figure 5.2c). The 

percentage area that the pectoral fins in the S, M, and LG flow regimes were deployed 

compared to the maximum decreased in a similar fashion to the percentage time deployed 

such that 74% of the area was deployed at 8 cm.s-1 to 19% at 63 cm.s-1 (ANOVA, p<0.05 

Figure 5.2d). Fish swimming in the control regime deployed pectoral fins less than in any 

of the other flow regimes, such that the percentage time the pectoral fins were deployed 

decreased linearly from 12% at 17 cm.s-1 to 0% at 33 cm.s-1 (ANCOVA, p<0.05 Figure 

5.2c). Similarly, the percentage area deployed decreased linearly from 38% at 17 cm.s-1 

to 0% at 33 cm.s-1 in the control regime (ANOVA, p<0.05 Figure 5.2d). 

From the results of the regression analysis, it is apparent that as turbulent eddy 

diameter and vorticity increased, paired fin use increased. Turbulence can act on a fish to 

produce either rotational or translational displacements. Turbulent eddies of the same size 

as the fish length have been proposed to have the greatest rotational impact on fish due to 

the maximization of moment about the fish center of mass (Cada and Odeh 2001, 
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Figure 5.2: Paired-Fin Usage. Pelvic- and pectoral-fin use changed across ulocal, 
treatment, and region (ANCOVA, p<0.05). a) The pelvic fins percentage time deployed. 
b) The pelvic fins percentage area deployed. c) The pectoral fins percentage time 
deployed. d) The pelvic fin percentage area deployed. The lines represent the regression 
of the mean, the symbols represent the mean values at a given u , and error bars represent 
± 2 standard errors of the mean. C = control, S = small cylinder treatment, M = medium 
cylinder treatment, LC = large cylinder treatment directly downstream from the cylinders, 
LE = large cylinder treatment downstream from the cylinder edge, LG = large cylinder 
treatment in the gap between cylinders. 
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Lupandin 2005). Chapter III argues that the impact of an eddy on the stability of a fish is 

related to the momentum ratio, Πr, (the relative momentum of the eddy, Πe, to that of the 

fish, Πf); 

ff

eee

f

e
r VM

4
dm ω

=
Π
Π

=Π       (5.1) 

where me is the eddy mass (see Chapter III for a discussion of the eddy mass calculation), 

Mf is the fish mass, and Vf is the fish velocity (since the fish were analyzed during station 

holding Vf = ulocal). Chapter III further showed that when the momentum of the 95th eddy 

approached the fish momentum, the spill rate (defined as rapid head rotation followed by 

downstream translation) increased dramatically. Similarly, the percentage time the 

pectoral fins are deployed is shown to increase with the momentum ratio (Figure 5.3). In 

addition to the pectoral-fin deployment rate shown in Figure 5.3, the increase with 

momentum ratio exists for both pectoral and pelvic fins along with both the deployment 

time and the area metrics. The semi-log relationship indicates that pectoral fin usage 

increases rapidly across low levels of momentum ratio while usage levels off as the 

percentage time and area approached 100%. 

 

Pectoral-fin deployment pattern 

In order to further investigate the manner in which the pectoral fins were 

deployed across flow regimes, the fish’s pectoral fin orientation and flapping direction 

were recorded. Pectoral fins were deployed rapidly and were most often immediately 

retracted, the occurrence of deployment was not temporally periodic or synchronized 

with any given phase of the tail beat, indicating that deployments were used reactively to 

aperiodic disturbances. 

The deployment of paired fins is variable among fishes and with speed (Brett and 

Sutherland 1965, Wilga and Lauder 1999, Fish and Shannahan 2000, Drucker and Lauder 

2003). In these experiments, pectoral fin deployment could be classified into three 

patterns. The first pattern was the extension of one or both fins in the longitudinal 

(horizontal) plane, with vertical beating, here called lateral horizontal pectoral fin 

deployment (Figure 5.4a). This was primarily observed at the lowest u  (8.5 cm.s-1)  
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Figure 5.3: Mean Pectoral-fin % Time Deployed vs 95th Percentile Eddy Momentum 
Ratio. The eddy momentum ratio (P) is the ratio of the momentum of the 95th percentile 
turbulent eddy (0.25meωede) to the momentum of the fish (MfVf). The percentage time 
the pectoral fins were deployed increased with the momentum ratio.
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Figure 5.4: Pectoral-Fin Deployment Pattern: Three distinct patterns of pectoral-fin 
deployment were observed. Descriptions of each of the three patterns are included in the 
text. The first pattern, a) light blue fin and bar color, has been termed lateral horizontal 
pectoral fin deployment. The second pattern, b) dark blue fin and bar color, has been 
termed lateral perpendicular pectoral fin deployment. The final pattern, c) red fin and bar 
color, has been termed dorso-ventral perpendicular pectoral fin deployment. Observations 
of both lateral-perpendicular and dorso-ventral perpendicular fin deployment patterns 
were sometimes observed during a single station holding event and have been labeled 
using a red/blue stripe. 
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downstream of the small and medium diameter cylinder arrays and in the LG region. The 

second pattern of pectoral-fin use observed involved a single pectoral fin extended 

laterally with the fin surface perpendicular to the body with or without some fore-aft 

beating, here called lateral perpendicular pectoral fin deployment (Figure 5.4c). This 

pattern is consistent with the “low speed turning” pattern described by Drucker and 

Lauder (2003) for fish maneuvering about the vertical axis (yawing). This was the most 

widely used pattern, being employed for 100% of the time in the control and 91% of the 

time for all vertical cylinder arrays. The final pattern of pectoral-fin use was the 

extension of both pectoral fins, again perpendicular to the body with or without some 

fore-aft beating (Figure 5.4b). In this situation, the fins were deployed either dorsally or 

ventrally. This pattern is defined as dorso-ventral perpendicular pectoral fin deployment 

and was the primary pattern exhibited downstream of the LH cylinders, being used 67% 

of the time. A combination of this pattern and lateral perpendicular pectoral fin 

deployment was also prevalent in the MH and LH flow regimes. 

 

Discussion 

 These experiments sought to evaluate patterns of control-surface deployment 

during rectilinear swimming in different levels of flow turbulence while station holding. 

Turbulence was induced by three cylinder arrays with cylinder diameters of 0.4, 1.6, and 

8.9 cm with gaps equal to the cylinder diameter. In typical biological laboratory and field 

situations, there is turbulence in the flow, comprised of a range of eddy sizes. The eddy 

distribution is comprised of many small eddies and few large eddies. The cylinder arrays 

were chosen to increase the range of eddy sizes with increasingly large eddies. 

Furthermore, it has been postulated that eddies with similar diameters to the fish length 

will pose the greatest challenges to stability. The cylinder diameters were chosen to 

create such eddies (95th percentile eddy diameters ranged from 1/6 to 1 total fish length). 

The momentum ratio spanned four orders of magnitude, ranging from eddies which were 

extremely weak compared to the fish, to eddies which had slightly greater momentum 

than the fish. 

In spite of a four order magnitude change in momentum ratio, no significant 

difference in dorsal or anal-fin use was discernable across flow regimes (ANCOVA, 
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p<0.05). Both of these fins were deployed nearly all the time across all ulocal (85% and 

100% for the dorsal and anal fins, respectively) while the area that was deployed 

decreased with ulocal. Lighthill (1977) showed that the dorsal fin plays an important role 

in damping body recoil during undulatory swimming. Deployment of the dorsal fin 

increases the effective body depth of the anterior portion of the fish in order to counter 

recoil forces due to the caudal fin. The decrease in dorsal fin deployment with increasing 

swimming speed, also seen by Standen and Lauder (2005) and Liao (2002) not associated 

with transition from labriform to body/caudal fin propulsion, is postulated to be the result 

of a greater ability to dampen recoil forces with increasing speed (therefore less body 

depth is required). The anal fin was always deployed, and while its location and 

alignment in the lateral plane would provide an appropriate moment arm for countering 

yawing moments, it is likely that the anal fin was primarily being used as a propulsive 

extension of the caudal fin, given its continuous deployment across all experiments 

(Standen and Lauder 2005 and 2007). 

The pectoral fins represent the largest control surfaces anterior to the center of 

mass. Their anterior location makes them important control features for rapid response to 

turbulent flow due to the positive feedback of forces that occur with the deployment of 

fins anterior the center of mass. The rapid and appropriate deployment of anterior fins 

can counter rotational perturbations prior to the onset of rotational displacements (Harris 

1936, Weihs 1972, 1993, 2002, Aleyev 1977, Drucker and Lauder 2003, Webb 2006, 

Higham 2007). While the anterior position of the pectoral fins results in rapid body 

response (thereby maintaining appropriate postural alignment to the flow), the unstable 

nature of anterior control systems leads to the possibility of over-correction, against 

which the self-corrective trimming forces from the posterior paired fins are likely used 

(Harris 1936, 1938, Fish and Shannahan 2000, Fish 2002, Higham 2007). In these 

experiments it was consistently observed that when the pectoral fins were deployed, the 

pelvic fins were also deployed.  

While posterior fin surfaces are “self correcting” in rectilinear flow, in the sense 

that forces on the fins act to realign the body with the local flow direction, the 

realignment force is a function of the body angle of attack meaning that for a corrective 

force to exist the body must first be misaligned to the flow (Robinson and Laurmann 
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1956, Weihs 1993). This downstream self-correction, while stable in the time-averaged 

sense, results in a wobbling pattern in the presence of flow perturbations (Robinson and 

Laurmann 1956, Cotel and Webb 2004). This wobbling is presumed to increase drag on 

the system (Pedley and Hill 1999, Wang 2000); therefore, rapid correction to flow 

perturbations before the onset of displacement, followed by minor corrective trimming, is 

expected to reduce energy requirements for the fish system. While pectoral-fin use is 

shown to increase with increasing eddy momentum, the usage statistics do not 

differentiate between horizontal and vertical eddy orientation (e.g., the percentage time 

the pectoral fins are deployed in the LH flow regimes is the same as the percentage time 

the pectoral fins are deployed in the LV flow regimes). 

The pectoral and pelvic fins tended to be used simultaneously as anterior (rapid-

response) and posterior (self correcting) control surfaces with respect to center of mass. 

When the pectoral fins were deployed, the pelvic fins were also deployed. As the 

turbulent eddy momentum ratio increased, the percentage time and percentage area of 

pelvic and pectoral fin deployment increased. The time and area deployed were taken as 

indicators of the relative effort required to maintain stability. In the flow regimes with the 

largest eddy momentum (LC and LE), pectoral and pelvic fins were deployed nearly 

continuously implying that these flow regimes were providing significant destabilizing 

forces against which the paired-fin system was maximized. Eddies with a diameter 

similar to that of a fish are expected to produce large moments on the fish body. Chapter 

III predicted that the simplest way for a fish to counter these moments was through its 

own momentum which would act to counter perturbation accelerations from the eddy. 

Another way to counter the eddy moments is through the deployment of control surfaces. 

The control surfaces on a fish are positioned orthogonally across the fish body (Webb 

1998) with respect to the center of mass. Therefore, when the fins are deployed, the force 

acting on the fin from the water will result in a moment about the fish center of mass. It is 

therefore expected that as the perturbing moments on the fish from eddies increases, the 

percentage time and area that the fins are deployed should increase.  

Chapter III showed that it was in flow regimes with large eddy momentum (LC 

and LE) where postural spills (rapid head rotation followed by downstream translation) 

occurred frequently (Figure 3.12b). Pectoral fin use was shown to increase with the 
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momentum ratio with paired fin percentage time and percentage area being nearly 100% 

above a momentum ratio around one. While the pectoral fin usage was shown in Figure 

5.3, similar increases in deployment area and time were noted to exist for the pelvic fin 

deployment as well.  

 Additionally, cylinder arrays were oriented either vertically or horizontally. As a 

result, eddies were predominantly oriented vertically downstream of vertical arrays or 

horizontally with horizontal arrays. These orientations were anticipated to create 

perturbations tending predominantly to challenge fish in yawing and pitching, 

respectively. Such effects were seen for both the medium and large cylinder array 

treatments. 

The effect of eddy orientation resulted in differences in the pattern of pectoral-fin 

deployment. In flow regimes where eddies primarily rotated about a vertical axis, and 

therefore were expected to impart yawing perturbations on the fish, pectoral-fin 

deployment was asymmetric (i.e. in most cases only one pectoral fin was deployed), 

lateral to the body and perpendicular to the flow (Figure 5.4c). The asymmetric 

deployment of pectoral fins in a fore-aft direction is expected to cause a yawing moment 

about the fish center of mass. This same pattern of pectoral fin deployment has 

previously been described by Drucker and Lauder (2003) for yawing maneuvers and by 

Liao (2007) to maintain position in a vertically oriented (yawing) Karman vortex street. 

The lateral-perpendicular pectoral fin deployment in the presence of vertical eddies is 

therefore interpreted as a rapid counter-yawing technique which is accompanied by the 

self-correcting forces from the pelvic fin deployment.  

Similarly, in the presence of horizontally rotating eddies, which are expected to 

impart pitching perturbations on the fish, both pectoral fins were deployed 

simultaneously either dorsally (curled above the pectoral-body base) or ventrally (curled 

below the pectoral-body base) and perpendicular to the flow (Figure 5.4b). This pattern 

of deployment is expected to induce pitching moments about the fish center of mass. The 

dorso-ventral perpendicular pattern, in concert with the pelvic fin deployment is therefore 

interpreted as a counter-pitching technique that is used in the presence of pitch-inducing 

turbulent eddies. 
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Pectoral-fin use for the control and small cylinder flow regimes were similar and 

predominantly followed the lateral-perpendicular pattern. For these flow regimes 

pectoral-fin use was low, yet it appears that when the fins were deployed, they were 

countering yawing perturbations. Given the small eddy momentum compared to the fish 

(momentum ratio < 1/50), it is likely that the pectoral fins were countering other 

destabilizing mechanisms such as the propulsion-based recoil rather than perturbations 

due to turbulence (Lighthill 1977, Webb 2003). 

Unexpectedly, at the lowest u , a third pectoral fin deployment pattern was 

observed. The lateral-horizontal pectoral fin deployment involved one or both pectoral 

fins being extended perpendicular to the body with the control surface oriented dorso-

ventrally, with vertical beating (Figure 5.4a). The mechanics of this orientation should 

produce rolling moments and is therefore interpreted as a counter-rolling technique. The 

presence of this third pattern at the lowest swimming speeds across all three cylinder 

treatments suggests that other control deployments may produce extraneous rolling 

moments on the fish at low speeds. At higher speeds these same moments may or may 

not exist, yet under these conditions body trimming would likely play a larger corrective 

role. 

 Increased fin deployment time and area as seen in these experiments for the 

pectoral and pelvic fins was expected to lead to increased drag and hence increased 

aerobic costs as indicated by a reduction in the 2-min ucrit. However, while substantial 

increased fin deployment occurred in the medium cylinder array treatments no reduction 

in the 2-min ucrit was observed. The increase in fin deployment without a corresponding 

decrease in critical swimming speed implies that the costs of fin deployment are minimal 

compared to the costs of recovery from spills discussed in Chapter 3.  

The role of the caudal fin in the presence of turbulent eddies was previously 

reported in Chapter IV. In the large cylinder flow regimes (where the momentum ratio 

approached unity) tail beat amplitude increased while tail beat frequency decreased. 

There was no distinction in these two parameters nor with body wavelength, tail angle of 

attack, or body depth across cylinder orientation (p<0.05). These parameters are all 

commonly associated with propulsion. The caudal fin also represents the control surface 

with the greatest area with respect to the flow and moment arm from the center of mass 
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for countering flow perturbations, especially for yawing moments. Fine-scale 

body/caudal fin motions such as fin ray kinematics (Lauder and Drucker 2004) may 

provide information on the caudal fin role in stability in turbulent flows. It is likely, 

however, that separating propulsion requirements from stability requirements will be as 

difficult as the classic problem of separating propulsive forces from drag forces in fish-

like swimming (Schultz and Webb 2002). 
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Chapter VI 

 

Development, Testing, and Demonstration of a Portable Submersible Miniature 
Particle Imaging Velocimetry Device 

 

Introduction 

Eddy dynamics are expected to affect ecosystem function through mixing and 

momentum exchange processes ranging from predator-prey interactions to sediment 

transport capacities. There have been an increasing number of calls for studies which 

investigate the spatial scale of turbulence in natural aquatic environments (Landry et al 

1995, Nikora et al 2003, Standen et al 2004). The most common device currently used for 

the investigation of turbulence in the natural aquatic environment is the Acoustic Doppler 

Velocimeter (ADV). ADVs provide high resolution temporal velocity data at a single 

point in the flow stream. They therefore provide excellent temporal resolution but spatial 

investigations must either work within the constraints of Taylor’s frozen turbulence 

approximation or utilize arrays of ADVs which collect velocity data simultaneously (Roy 

et al 2004). 

Successful attempts have been made in the past at developing submersible PIV 

systems but these systems have not been developed in such a way that they are easily 

transported or setup in natural environments. Submersible PIV systems have been 

developed to examine the bottom boundary layer of the ocean by Bertuccioli et al (1999) 

and Nimmo-Smith et al (2002). The PIV system used in these experiments was powered 

by ship main power and lowered to the sea floor using on-board cranes. The system 

utilized a 1024 by 1024 CCD camera (Kodak Megaplus XHF) at 30 fps in conjunction 

with a 350 mJ pulsed laser (Cynosure Inc.) operating at a wavelength of 594 nm. The 

laser light was supplied, via fiber optics, to the bottom of the ocean along with the camera 

system in a waterproof enclosure. The illuminated measurement area was approximately 

20 cm by 20 cm (Bertuccioli et al 1999). Several years later, they re-designed the system 
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to record an illuminated area of 35 cm by 35 cm. This was done by using two 2048 by 

2048 CCD cameras operating simultaneously (Nimmo-Smith et al 2002). On board the 

ship was a desktop computer with an Alacron frame grabber to store the gathered data. 

The largest reported speed is approximately 17 cm/s. Alternatively, miniature PIV 

systems have also been developed by Chetelat et al (2001) and others for the 

investigation of microscopic flow, however these systems are not designed for field use. 

We have successfully developed a PIV system which is both submersible and portable for 

specific field use, while keeping the cost and complexity of the system at a minimum. 

 

System Overview 

The newly developed PIV system works as follows: A one mega pixel high-

resolution CCD camera collects images and outputs a TTL signal which is fed into a 

programmable microprocessor board (Figure 6.1a). This signal lets the microprocessor 

know when the images are being captured allowing for synchronization between the 

camera and a laser chopper wheel (Figure 6.1b). The chopper wheel chops the continuous 

emission from a handheld laser system into short asynchronous pulses which illuminate 

the flow in short durations at short pulse separation times. The pulse width and separation 

can be varied by changing the aperture and rotational velocity of the wheel, for the 

validation presented below pulse durations and pulse separations ranged from 6 to 20 ms. 

The short pulse durations avoid particle streaking in the images while the short pulse 

separation times reduce the distance particles travel between images. Reducing the 

distance particles travel between images allows the cross correlation integration windows 

to be smaller and reduces the frequency of particles moving into or out of the laser sheet 

(ghost particles) (Raffel et al 1998). The laser and timing systems are powered by on-

board 3 volt and 9 volt batteries which were changed daily to ensure maximum and 

consistent power supply. Both systems have on/off switches to allow for reduced power 

demand. The laser camera system housings have a combined volume of 0.017 m3 and 

weighs 7.5 kg which allows for easy transport and setup. 

Camera System-A UniqVision UP-1830 10-bit black and white CCD camera 

was modified in two ways for PIV data collection and used in this system. The first 

camera modification enabled image data which have been transferred to the laptop to be 
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deleted rapidly (within 1 μs) in order to quickly free space for collection of the second 

laser pulse image (General Pixels 2000, UniqVision email communication). This 

modification allows for shorter pulse separation times leading to an increased range of 

flows which can be captured using PIV analysis (Gharib and Dabiri 2000, Dabiri 2003). 

The second modification changed the TTL output to be a continuous +5 Volt signal 

interrupted by a 2 ms 0 Volt signal 31 μs after the optical camera shutter opens allowing 

for synchronization of the image capture with laser pulsing. This specification allowed 

for synchronization between the camera and the laser chopper wheel. The camera 

captures 1 mega pixel images at a rate of 30 fps. The images are transmitted via a 10 

meter Camera-Link cable to a PCMCIA frame grabber card. The user, either in a boat or 

on shore, controls the image acquisition through use of a laptop computer. The software 

for the card (FrameLink) is then used to capture and store images. A standard zoom lens  

 
Figure 6.1: System Schematic a) Camera system and housing b) Laser system and 
housing c) System overview including laptop and connecting cables  
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(Toyo Optics 12.5-75 mm) is used and the camera is powered by a 12 volt battery. 

Use of a zoom lens, rather than a wide angle lens reduces parallax error. Additionally, the 

path that the laser light travels between the particle and camera lens is exactly the same as 

in standard PIV systems (particle  water  Plexiglas  air  lens) avoiding the need 

for additional corrections due to light refraction. 

The camera depth of field is important in microscopic PIV investigations to 

determine the depth over which particles are tracked (Olsen and Adrian 2000, Malkiel et 

al 2003). In the case of field PIV systems the light sheet width (approximately 1 mm in 

this system) is the determining parameter. The depth of field does, however, determine 

whether unavoidable naturally occurring objects appear in the background of collected 

images. These background objects would show up on the PIV images as groups of static 

light or dark pixels reducing the calculated velocity from the cross-correlation analysis. 

Two steps were taken to avoid this potential error. First, a camera lens system was chosen 

such that the depth of field was less than three centimeters (aperture = f1.8, lens focal 

length = 75 mm, distance to light sheet = 1 m, and circle of confusion = 0.05 mm, Ray 

2002). Additionally, during laboratory testing the system was run with all lights turned 

off and field collection was conducted at night to avoid illuminating background objects. 

Laser System-The 90 mW hand held laser produces a 1.6 mm diameter circular 

beam which operates at 532 nm with a divergence angle of 0.9 mRad. It runs 

continuously once turned on via a switch on the waterproof housing. To create the sheet 

of light necessary to obtain PIV data, the beam is directed through a 1000 mm focal lens 

(which focuses the beam to less than 1 mm within the region of interest 1000 mm from 

the lens) and then through two 12.5 mm cylindrical lenses to create a sheet of light. At 

1000 mm the laser sheet has a practical width of 8 cm. The chopper wheel is located in 

front of the optical lenses so that the laser beam is first chopped before being transformed 

into a laser sheet. 

Timing System-The TTL signal from the camera is plugged into a 

microprocessor which drives a variable speed motor. The motor is attached to a chopper 

wheel which rotates to modulate the duration and timing of laser emission. The 

microprocessor allows the user to adjust the speed of the wheel, via a rheostat, to 
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accomplish this synchronization. The microprocessor and chopper wheel are powered 

using a 9 volt battery within the laser housing. 

Housing System-The system is enclosed within two connected waterproof cases 

which were modified for the system. One case houses the laser, optics, beam chopper, 

and microprocessor; the other case the camera. The systems are inter-dependent in two 

ways. First, the camera TTL signal is fed, via coaxial cable, between the cases through a 

2 meter hose, from the camera, to the microprocessor. Second, the camera case is 

connected to the shore/boat via a 10 meter hose which contains the power cord for the 

camera and the Camera-Link cable which transmits the raw images to a laptop.   

The modifications made to the cases are as follows: Two holes were cut, one on 

each case, to allow for the hose between the cases. On the camera case there was a hole 

cut for the hose to the surface. There was also a hole cut in the side for the camera to 

capture images. The hole was covered with a square of ¼” Plexiglas and siliconed in 

place. On the laser case, a hole was cut in the top so as to allow for the installation of a 

wing nut-rod system which allows one to turn the laser on/off without opening the case. 

Also, a hole was cut in the side of the laser case so as to insert the two cylindrical lenses 

and allow the laser beam to pass through the case. This was done by placing the lenses 

back to back inside a small o-ring and sealing the lenses into the hole. 

Post Processing-Standard post processing techniques may be used on the digital 

images (Huang et al 1997, Lang and Manglano 2004, Adrian 2005). The contrast of all 

images was increased using Adobe Photoshop® contrast tool in order to facilitate visual 

inspection of the appropriate region of interest changing the number of outlier 

correlations by less than 0.3%. The contrast was increased uniformly for all images so as 

to maintain consistency in pixel illumination between images. For the comparison in 

Section 2 and the demonstration in Section 3 the contrast was increased by 75 contrast 

units for all images. Image pairs were selected which had only a single exposure per 

frame in two sequential frames. These image pairs were uploaded into PixelFlow, a PIV 

collection and post processing software developed by General Pixels (Gharib and Dabiri 

2000, General Pixels 2000). A cross correlation algorithm is performed on 32x32 pixel 

windows within each image pair to determine the average particle displacement. The 

32x32 pixel windows are calculated every 16 pixels across the entire region of interest to 
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obtain a vector map of the flow. Outliers are removed if the resulting vector is ±3 pixels/s 

different than its neighboring vectors (General Pixels 2000, Bartol et al 2005, 

Samothrakis and Cotel 2006a) and a spatial smoothing algorithm is employed to remove 

discontinuities. PixelFlow is then used to calculate the vorticity field (General Pixels 

2000, Bartol et al 2003) and the vector and contour maps are plotted using TecPlot®. 

 

Validation 

Validation of a new technology requires comparison of results with accepted 

measurement devices in canonical flows. Here we begin that process by investigating the 

flow behind a circular cylinder with a standard laboratory PIV and the newly developed 

underwater PIV system. 

Laboratory PIV System-A PIV system developed by General Pixels (General 

Pixels 2000) was used for comparison purposes. The system consists of a 120 mJ 

NdYAG dual-head 532 nm pulsed laser (NewWave Gemini), timing box, 1 mega pixel 

10-bit 30 fps UniqVision black and white CCD camera. The camera is driven by a 

dedicated PC which stores the digital images. The system is run by PixelFlow software 

also used to post-process the image pairs. The system has been used on a variety of flows 

(Huang et al 1997, Gharib and Dabiri 2000, Samothrakis and Cotel 2006b) and compares 

well with other flow measurement tools (Westerweel et al 1997, Huang et al 1997, Liu et 

al 1991). 

Flow Set-up-Tests were conducted in a model 29899 low turbulence closed 

circuit water tunnel designed by Engineering Laboratory Design, Inc. The test section of 

the flume is 2.44 m long with a square cross section of 61 cm by 61 cm. Water depth was 

60 cm and a single 1.6 cm diameter poly-vinyl chloride cylinder was placed horizontally 

in the flume at a depth of 30 cm. Tests were conducted at cross-sectionally averaged 

velocities of 5.5, 9.1, and 12.9 cm/s which correspond to discharge based Reynolds 

numbers of 3.3x104, 1.4x105, and 7.9x105, respectively. The flume was seeded with 1.2 

ppm titanium dioxide particles which had a mean diameter of 1.0 μm (Lin et al 2003). 

PIV Set-up-The physical configurations of the underwater and laboratory PIV 

setups were similar. The laser sheet for each system was shone through the Plexiglas 

floor to illuminate the flow directly downstream of the cylinder while the camera for each 
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system was setup perpendicular to the laser sheet to capture images of the illuminated 

flow. The optics for the laboratory PIV were setup such that a region approximately 30 

cm by 30 cm was illuminated downstream from the cylinder while the camera recorded a 

region approximately 20 cm by 20 cm resulting in an image magnification of 33 

pixels/cm (Figure 6.2). The underwater PIV system necessarily illuminated a smaller 

region of the flow (5 cm by 7 cm) due to the lower intensity of the battery powered laser 

(Figure 6.2). The camera recorded a region of 10 cm by 10 cm resulting in an image 

magnification of 58 pixels/cm. The pulse duration for the laboratory PIV for all tests was 

set to 100 μs while the pulse separations were set to 9, 8, and 4 ms for, for Reynolds 

numbers of 3.3x104, 1.4x105, and 7.9x105
, respectively. The pulse duration for the 

underwater PIV was 20, 6, and 6 ms for Reynolds numbers of 3.3x104, 1.4x105, and 

7.9x105
, respectively. The pulse separations for the underwater PIV were 20, 13, and 6 ms 

for Reynolds numbers of 3.3x104, 1.4x105, and 7.9x105
, respectively. The appropriate 

pulse separations for the underwater PIV were calculated such that the average particle 

displacement between image pairs would be less than one fourth of the integration 

window (lp≤ 0.25lw) (Westerweel et al 1997, General Pixels 2000, Bernal 2003). The 

equation used and modified for the above units is: 

fUM
LW250t
⋅
⋅

=Δ         (6.1) 

Where Δ t is the pulse separation in milliseconds, LW is the integration window 

in pixels, M is the magnification in pixels per centimeter, and Uf is the flow speed in 

centimeters per second. Pulse separations for the lab PIV system were originally 

determined using Equation (6.1) and subsequently shortened in order to minimize the 

number of outlier pixels. The pulse duration for the underwater PIV images was 

determined by balancing the need for increased illumination time for the low laser power 

system and the need to avoid particle streaking. It was determined by visual inspection of 

raw images that a minimum of 6 ms exposure was necessary to provide sufficient particle 

illumination. For the maximum flow inspected in this evaluation (15 cm/s) the particle 

displacement within each pulse is approximately 0.9 mm (5.2 pixels). Analysis of raw 

images collected at 15 cm/s indicate an apparent particle size of approximately 5 pixels 

along the flow path axis by 2 pixels in the transverse axis for an average particle diameter  
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Figure 6.2: Selected vorticity plots from lab PIV (left) and underwater PIV (right) 
for discharge Reynolds numbers of a) 3.3x104 b) 1.4x105 and c) 7.9x105. The lab PIV 
illuminates a larger area than the underwater PIV. The black circle represents the 
obstruction cylinder; the x axis is the downstream distance from the cylinder while the y 
axis is the vertical distance from the cylinder centerline, flow is from right to left across 
the sheet. Vorticity scales are adjusted between flows but are the same between lab and 
underwater PIV images. 
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of 3.5 pixels. Huang et al 1997 found that apparent particle size did not affect mean bias 

or root mean square errors for the particles that they tested (1.4 and 3.6 pixels in 

diameter). For the 4 cm/s flow pulse durations could be increased to 20 ms due to the 

slower particle speed allowing for images to be collected using the camera shutter set to 

20 ms. Due to the greater laser power in the lab PIV system particles could be illuminated 

with 100 μs pulse durations. 

 

Validation Results-Image pairs were collected and analyzed using the methods 

described above. For each of the three flows 50 image pairs (100 images) were collected 

using the lab PIV. One hundred images were collected at 30 fps for each of the three 

flows using the underwater PIV, however, due to the nature of the chopper wheel only a 

portion of the 100 images corresponded to image pairs. For Reynolds number flows of 

3.3x104 the chopper wheel was not used due to the small velocities and 40 sequential 

velocity pairs were used to calculate flow variables. For the quicker flows at Re=1.4x105 

and 7.9x105 where the chopper wheel was used; 17 and 21 image pairs, respectively, 

were used for calculations. The mean and standard deviation velocity, vorticity, and 

average eddy diameter are reported for three flow conditions in Table 6.1 following 

Lorenco et al 1994, Koutsiaris et al 1999, Perrin et al 2006, Saikrishnan et al 2006. 

The mean velocities measured by the laboratory and underwater PIV systems 

were comparable for each of the three flows (Table 6.1). The average velocity was 

calculated over the entire interrogation window of the underwater PIV and compared to 

the average velocity from the lab PIV calculated over the same area (Figure 6.2). Mean 

velocities recorded by the underwater PIV were within 2% of the laboratory PIV values 

for Reynolds numbers of 7.9x105 and 1.4x105. The 3.3x104 Reynolds number velocities 

measured by the underwater PIV were 0.5 cm/s (9.4%) greater than that of the laboratory 

PIV. The slight overestimation of velocity for the slowest flow is most likely due to the 

long pulse separation between images (Raffel et al 1998).  

The average vorticity magnitude was also compared between systems with a 

maximum difference of 3.5% occurring at a Reynolds number of 7.9x105. The average 

vorticity magnitude was calculated over the entire region of interest of the underwater 

PIV and compared to the average vorticity magnitude from the lab PIV calculated over 
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the same area. A sensitivity analysis was conducted on the effect of interrogation window 

size on vorticity magnitude. Doubling the underwater PIV interrogation window size 

from 32x32 pixels to 64x64 pixels resulted in a +1.1%, -2.1%, and +0.6% change in 

average eddy vorticity for the Re 7.9x105, 1.4x105, and 3.3x104 flows, respectively. 

Eddies were determined by setting a threshold vorticity equal to 33% of the 

maximum vorticity measured by the lab PIV which corresponded to 1, 2, and 4 s-1 

(Figure 6.2). Vortex identification methods vary widely among investigations (Adrian et 

al 2000, Vollmers 2001, Camussi 2002) but generally produce qualitatively similar 

results as long as a consistent method and threshold are used across all of the data. The 

selection of 33% of the maximum vorticity is within the range of thresholds reported in 

the literature (Adrian et al 2000, Chagnaud et al 2006, Finn and Boghosian 2006) and 

was chosen as a threshold due to its ability to clearly identify individual eddies. Eddy 

diameters were determined by calculating eddy area and equivalent eddy diameter 

assuming that eddies have a 1 to 1 aspect ratio. Average eddy diameters measured by the 

underwater PIV were on average 26% less than the eddy diameters measured by the 

laboratory PIV. This is due to the smaller interrogation region available to the underwater 

PIV compared to the lab PIV. The smaller area of interrogation for the underwater PIV 

resulted in more partial eddies (i.e. the underwater illuminated a smaller area therefore 

many eddies were only partially captured causing a smaller recorded diameter). The 

average difference for the maximum eddy size is 4% across the three runs indicating 

consistency when only complete eddies are included. 

 

Field Demonstration 

The underwater PIV was field tested in the Huron River, Ann Arbor Michigan on 

January 10, 2007 (Figure 6.3). Average discharge during the data collection was 40.0 

m3/s and varied less than 2% during the data collection period. Flow data just 

downstream from a 1.2 cm diameter limb just upstream (10 meters) from USGS gauging 

station 04174500 was collected. Natural particles suspended in the Huron River were 

sufficient for flow illumination during field collection. Errors due to low particle density 

have been shown to be significantly reduced when illuminated particle concentrations are 

greater than 10 per interrogation window (Willert and Gharib 1991, Keane and Adrian  
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Table 6.1: Comparisons of free stream velocity, vorticity, mean eddy diameter and 
maximum eddy diameter between Laboratory and Underwater PIV for flow 
downstream from a 1.6 cm cylinder. Reynolds numbers are based on discharge. Values 
in parentheses represent ±1 standard deviation about the mean. Note that the standard 
deviations are not reported for the maximum eddy diameters since they represent the 
single largest eddy recorded. 

  Laboratory PIV Mini PIV Percent Difference

Free Stream 
Velocity 

Re 
7.9x105:15.3(2.5) cm/s
1.4x105: 8.2 (1.1) cm/s
3.3x104: 5.2 (1.2) cm/s

Re 
7.9x105:15.1 (3.4) cm/s 
1.4x105:  8.3 (1.6) cm/s 
3.3x104:  5.7 (0.9) cm/s 

Re 
7.9x105:       -1.7 %
1.4x105:      +1.9 %
3.3x104:      +9.4 %

Vorticity 

Re 
7.9x105:10.77 (0.81) s-1

1.4x105:  4.41 (0.60) s-1

3.3x104:  1.72 (0.22) s-1

Re 
7.9x105:10.40 (1.16) s-1 
1.4x105:  4.31 (0.80) s-1 
3.3x104:  1.69 (0.23) s-1 

Re 
7.9x105:     -3.5 % 
1.4x105:     -2.1 % 
3.3x104:     -1.5 % 

Mean Eddy 
Diameter 

Re 
7.9x105:   1.3 (0.8) cm 
1.4x105:   1.7 (0.8) cm 
3.3x104:   1.1 (0.8) cm 

Re 
7.9x105:     1.0 (0.8) cm 
1.4x105:     1.1 (0.9) cm 
3.3x104:     0.9 (0.8) cm 

Re 
7.9x105:     -24.8 %
1.4x105:     -36.6 %
3.3x104:     -17.0%

Max Eddy Diameter 

Re 
7.9x105:      3.1 cm 
1.4x105:      3.5 cm 
3.3x104:      3.2 cm 

Re 
7.9x105:      3.3 cm 
1.4x105:      3.0 cm 
3.3x104:      3.8 cm 

Re 
7.9x105:      +5.9 %
1.4x105:     -14.0 %
3.3x104:    +20.1 %

 

1992, Bertuccioli et al 1999). Water collected during field measurements had a turbidity 

of 37 NTU and had a concentration of 34.8 mg/L resulting in an average of 16 

illuminated particles per interrogation window. The PIV system was set up such that the 

laser system was 1 m downstream and the camera system was 1.2 m transverse to the 

region of interest (Figure 6.3). This configuration ensured that any disturbances to the 

flow were convected downstream rather than into the region of interest. The two systems 

were set perpendicular to each other using right-angle squares though use of a rigid arm 

connector would simplify future field setups. Fifteen image pairs were collected with the 

underwater PIV over a single 3.3 second (100 images) data collection event; pulse 

separation and duration were set to 7 ms and image magnification was 33 pixels/cm. 

Point velocity data were collected with an Acoustic Doppler Velocimeter (ADV) 

in addition to the underwater PIV (Figure 6.4). The ADV was setup 10 cm downstream 

from the submerged limb and data were collected at a frequency of 30 Hz for two PIV  
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Figure 6.3: Image of underwater PIV being used in the Huron River, MI 

 

parameters were calculated using the techniques described above. Average 

velocities were calculated for the 0.36 cm2 area corresponding to the location of the ADV 

sample volume. Average velocities measured by the underwater PIV and ADV were 11.0 

and 10.8 cm/s, respectively. The recorded temporal standard deviation of the velocity 

fluctuations were 5.0 and 4.8 cm/s for the PIV and ADV systems, respectively. The 

average eddy size recorded by the underwater PIV was determined to be 0.79 cm and the 

average vorticity magnitude was 4.0 s-1. 

 

Conclusions 

This newly developed underwater and highly portable PIV system has been 

shown to provide comparable velocity, vorticity fields, and eddy length scales to a 

standard laboratory PIV system under low to moderate velocity conditions. Tests so far 

provide high confidence in the underwater PIV results for instantaneous velocities up to 

15 cm/s which is a practical range for many lake and low gradient river systems, and 

boundary layer regions. Velocity measurements from the underwater PIV were within 

10% of those recorded by a standard laboratory PIV while vorticity measurements were 

within 3.5%. Average eddy sizes recorded by the underwater PIV system were 26% less  
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Figure 6.4: Field data. a) ADV timeseries – streamwise velocity plotted b) instantaneous 
vector field from underwater PIV – reference vector is 10 cm/s c) instantaneous vorticity 
field from underwater PIV. The limb is located at x=0 cm and the ADV control volume is 
indicated with a 1 cm2 red box at x=-10 cm, y=0 cm. Two 2- minute time series data were 
collected at the same location 15 minutes apart.  

a) 

c) 

b) 
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than those recorded by the laboratory PIV due to eddy cropping and magnification 

effects. The system cost $7500 to develop (including laptop but excluding post 

processing software which can be developed by a user or purchased in addition to the 

system) and field data in the Huron River was collected using two people over 3 hours 

making the system comparable to existing ADV systems in price and portability. The 

spatial velocity maps from the underwater PIV can be used to calculate vorticity and eddy 

diameters with greater spatial resolution than previously published ADV investigations. 

The current system can be modified for a larger illumination region by incorporating a 

300 mW laser rather than the 90 mW laser used in this study. A stronger laser coupled 

with shorter chopping times would also increase the range of velocities attainable. The 

underwater PIV was originally designed for investigations of ecologically relevant 

turbulence in natural environments. Other obvious uses include investigation of flow over 

naturally occurring bed forms and groundwater flow into surface water bodies. Another 

anticipated use is to validate theoretical and numerical models for unsteady flow in 

natural aquatic systems. 
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Chapter VII 

 

Conclusion 

 

This dissertation has explored the effects of turbulence on habitat selection and 

swimming kinematics of fish. Previous investigations into the impacts of turbulence on 

fish ecology (Mackenzie et al. 1994, Montgomery et al. 1996, Pavlov et al. 2000, Standen 

et al. 2002, Enders et al. 2003, Smith et al. 2005) have focused on the correlation between 

turbulent velocity fluctuations and ecological metrics of interest (e.g. gamete dispersal, 

predator/prey interactions, metabolic rates). Use of the temporal velocity fluctuations 

(specifically, the turbulence intensity, which is the standard deviation of the velocity 

about the mean divided by the mean) to describe turbulence assumes that turbulence is a 

random process only describable through the statistical variance in the distribution. 

Chapter 2 follows this conventional approach, showing that the turbulence intensity is 

lower in locations selected by brown trout than in otherwise suitable habitat. This finding 

is important in that it expands the findings of Smith et al. 2005, who reported similar 

results for juvenile salmonids in gravel-bed rivers, to include adult salmonids in sand-bed 

rivers. The correlation between reduced turbulence intensity and habitat preference, 

however, lacks explanatory strength since a coherent physical model explaining why 

temporal variations in velocity should affect habitat selection has yet to be proposed and 

vetted. 

 Since the 1970s (Brown and Roshko 1974, Hussain 1983, Williamson 1996) it has 

become increasingly apparent that turbulence is not primarily a random phenomenon. 

Turbulent flow is composed of coherent structures termed eddies. This dissertation has 

proposed and shown that by describing these vortical structures in turbulent flows, we 

can explain the impact of turbulence on fish swimming kinematics. Parts of this overall 

theory have previously been proposed. Specifically, the fact that the spatial scale of 
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turbulence should be important and is likely related to the fish length (Lf) has been 

proposed by Cada and Odeh (2001), Nikora et al. (2003), Biggs et al. (2005), and 

Lupandin 2005. Tritico and Hotchkiss (2005) proposed that the eddy orientation, while 

Liao (2007) proposed that the rate of rotation (vorticity - ωe), would be important.  

Turbulent eddies were described by their diameter (de), vorticity, convective 

velocity (ulocal) and orientation. It was specifically shown in Chapter III that when the 

momentum of these eddies (0.25meωede where me is the eddy mass) approached the 

momentum of the fish (MfVf where Mf is the fish mass and Vf is the fish velocity and is 

equal to ulocal when fish are station holding) the rate of spills increased. Fish spills were 

defined as rapid head rotations followed by downstream translation of the body. These 

spills occurred more frequently as the eddy vorticity and diameter increased. It was 

shown that the flow regime with the largest momentum ratio (Πr) was the zone with the 

greatest spill rate. The momentum ratio of the 95th percentile eddy was slightly greater 

than unity (meaning that the eddy momentum was slightly greater than the fish 

momentum). Similarly, as the momentum ratio increased, the critical swimming speed of 

the fish decreased. Increasing eddy momentum was also correlated to greater percentage 

time and area of paired fin deployment.  

The eddy orientation was also shown to affect the critical swimming speed, the 

duration of spills, the recovery sequence from spills, and the mode of pectoral fin 

deployment. The presence of large horizontal eddies resulted in a further reduction in the 

critical swimming speed compared to the presence of large vertical eddies; this concurred 

with the finding that recovery from pitching spills, resulting from horizontal eddies, 

lasted approximately 20% longer than yawing spills, resulting from vertically oriented 

eddies. Recovery from pitching spills took longer due to the tail orientation with respect 

to the rotational direction. The tail of creek chubs has a high aspect ratio such that there is 

a large control surface for countering yawing moments but a very small control surface 

for countering pitching moments. The lack of this large downstream moment arm for 

controlling pitching moments resulted in more frequent spills; furthermore, when 

pitching spills did occur, fish typically added two additional rolling maneuvers to the 

recovery sequence to allow the tail to be used as a control surface. Pectoral fins were 

observed to be deployed in three distinct patterns that correlated with the expected 
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moment on the body due to eddies (yawing, pitching) and internal static instability 

(rolling). 

In the presence of large Πr the tail beat frequency was less than, and tail beat 

amplitude was larger than, fish swimming in the control. These results were consistent 

with the findings of Liao et al. (2003) for fish swimming downstream from a single 

cylinder producing the highly predictable Kàrmàn vortex street (Recyl = 
υ

cdu
 where Recyl 

is the cylinder based Reynolds number, u  is the cross-sectionally averaged velocity, dc is 

the cylinder diameter, and v is the kinematic viscosity ranged from 5,600 to 20,000). 

From the description of Liao’s vortex street it is apparent that even though their cylinder 

based Reynolds numbers are similar to the Reynolds numbers in Chapters III through V 

(Recyl ranged from 340 to 45,000) the flows in the current were much more complex due 

to the range of eddy diameters and vorticity in the flow. Results differed from Liao’s 

work such that in these more chaotic flows fish did not match the eddy shedding 

frequency of the cylinder with tail beat frequency. Instead, it was shown that for a given 

eddy diameter the tail beat frequency was proportional to the eddy vorticity. In a uni-

modal Karman vortex street the eddy vorticity and shedding frequency are linearly 

proportional to each other. As the simple Karman vortex street breaks down a continuum 

of eddy sizes and vorticity result. This research therefore suggest that Liao’s observations 

of the link between shedding frequency and tail beat frequency may be generalized to 

more complex flow situations through a linear proportionality of tail beat frequency to 

eddy vorticity. This conclusion was arrived at through recognition of a linear relationship 

between the fish based persistence parameter and the fish based Strouhal number with 

dimensional analyses. The fish based persistence parameter (Tf = 
f

fe

V4
L
⋅π
⋅ω

) measures the 

number of rotations that an eddy makes while traveling the length of a fish body and is a 

measure of the stationarity of turbulent eddies with respect to an interface. The fish based 

Strouhal number (Stf = 
f

ff

V
AF ⋅ where Ff is the tail beat frequency and Af is the tail beat 

amplitude) is a measure of the amount of work required for the fish to swim at a given 

speed.  
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In order to transfer the results for the effects of turbulent eddies on fish swimming 

kinematics back to a fluvial environment, turbulent eddy diameter and vorticity needed to 

be quantifiable in the field. A portable, submersible, miniature particle image velocimetry 

device (PIV) was developed to address this need. The device used the same imaging 

techniques as laboratory based PIV devices but submersed a battery powered laser and a 

laptop-driven camera in waterproof housings. The underwater PIV device was tested 

against a laboratory PIV for flow downstream from a circular cylinder. Vorticity and 

velocity results were similar to that of the laboratory PIV (within 4% and 9%, 

respectively). The eddy diameter was calculated to be smaller in the underwater PIV due 

to portions of eddies being chopped off by the restricted imaging zone (due to the 

reduced laser power). The underwater PIV was demonstrated in the Huron River, MI 

USA downstream from a 1.2 cm diameter submerged limb. This demonstration resulted 

in the imaging and processing of the first underwater PIV-analyzed eddies in a fluvial 

environment. As a result of the successful demonstration of this device, it is anticipated 

that future studies into the effects of eddy diameter and vorticity on fish in streams will 

be possible. 

The primary results of this dissertation are therefore: 

• Turbulence intensity is lower in locations selected by brown trout than in 

otherwise suitable habitat. 

• Spills occurred more frequently as the eddy vorticity and diameter increased. 

• When eddy momentum approached the momentum of the fish, critical swimming 

speed decreased, while spill rates along with the time and area of paired fin 

deployment increased. 

• Large horizontal eddies, with respect to the fish, resulted in more frequent spills, 

a longer recovery time, reduced critical swimming speed, and different pectoral 

fin deployment patterns compared to large vertical eddies. 

• A device for measuring underwater eddies in fluvial environments has been 

developed, tested, and demonstrated. 

One of the goals of this dissertation work was to clarify the apparently 

inconsistent effects of turbulence on fishes as described in Chapter I (Table 1.1). The 

primary method for accomplishing this task was to move the discussion of turbulence-
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fish interactions away from a velocity fluctuations model of turbulence to a turbulent 

eddy based model of turbulence. The eddy-based theory of the effects of turbulence on 

swimming fishes may be summarized to state that: 

Turbulent eddies with a diameter equal to the fish length which also have 

a high vorticity (and hence momentum) will have the greatest impact on 

fish locomotion. Furthermore, due to the asymmetry of the fish body and 

fin forms, the eddy orientation will also determine the outcome of fish-

eddy interactions.  

This theory, which has been proposed before by Cada and Odeh (2001) and Liao (2007), 

among others, has largely been validated by the results in this dissertation. While these 

results only represent a single series of experiments, it is anticipated that since the theory 

is based on the physical mechanisms of interaction between fish and turbulent eddies in 

the flow, it is likely to be validated across many other scenarios. 

 

Future Work 

The experiments in Chapters III, IV, and V produced eddies which were less than 

or equal to the fish length. A component of the fish/eddy theory that remains untested is 

the effects of eddies which are larger than the fish on swimming performance. The theory 

predicts that at some large diameter, eddies will cease to produce stability challenges and 

will instead act as large secondary currents. Work by Enders et al. (2003) may provide 

guidance to expected results as they have tested the effects of unsteady primarily 

rectilinear flow (pulsed pump flow) on fish metabolism. The connection between the 

Enders et al. (2003) research and large eddy flow may be relevant near the edges of the 

large eddies. At the edges of large eddies, flow is only mildly curved due to the large 

distance to the core, and the unsteady effects might be similar to unsteady rectilinear flow 

swimming. 

Future work should also focus on expanding these results to other species and 

body/fin forms. The lab experiments have shown the importance of turbulent eddies on 

the swimming kinematics of creek chub as a model North American fusiform fish. Other 

swimming species (both fish and other) with varying propulsive and control surface 

patterns, body forms, and lengths should be investigated to understand the interplay of 
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these parameters with turbulent eddies on swimming performance. Work by Eidietis et al. 

(2002) on the differences in ability to counter rolling torques on three species of fish – 

creek chub (Semotilus atromaculatus), blue gill (Lepomis macrochirus), and large mouth 

bass (Micropterus salmoides) showed that creek chub were able to counter greater rolling 

torques than the other two species. While the researchers expected that creek chub would 

be least adept at countering rolling perturbations, due to small fin area and fusiform body 

shape, body depth did not relate to ability to resist rolling. Furthermore, in spite of the 

smaller fin surface area of the creek chub, the ventral placement of the paired fin system 

was attributed to the greater performance of creek chub compared with the centrarchid 

species which had more laterally placed paired fins. These results indicate that body 

depth (and hence metacentric height) may not be important in countering turbulent 

perturbations but that the fin placement pattern and orientation is likely to be important. 

Similarly, the effect of turbulent eddy momentum ratio and the persistence 

parameter on predator/prey interactions, habitat selection, and reproduction should be 

investigated in the field. Previous research into the effects of turbulence on habitat 

selection (Pavlov et al. 2000, Smith et al. 2005, Cotel et al. 2006), predator/prey 

interactions (Landry et al. 1995, Mackenzie and Kiorboe 2000) and reproduction 

(Crowder and Diplas 2000) have used point velocity measurement devices to characterize 

the temporal variations in velocity. Pavlov et al. (2000), Cada and Odeh (2001) and 

others proposed that the relative size of turbulent eddies to fish would be important. 

Support for this theory has been provided in Chapters III through V in laboratory 

experiments and is also expected to be true in fluvial environments. In order to test the 

impact of turbulent eddy diameter on parameters such as habitat selection and 

reproduction in the field an underwater PIV device has been developed and demonstrated 

(Chapter VI). Future studies should mimic those by Smith et al. (2005) and Cotel et al. 

(2006) using both an Acoustic Doppler Velocimeter (ADV) and the underwater PIV to 

characterize the flow. The side-by-side comparison will allow the strength of correlation 

between habitat selection and the results from the underwater PIV device to be compared 

to the correlation strength between habitat selection and data from the ADV device. 

Additionally, the side-by-side comparison will help to contextualize each approach by 
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providing insight into the connection between point measurement results and turbulent 

eddies in fluvial environments. 

The role of turbulence in habitat selection of adult brown trout adds further 

support for including turbulence as an important index in developing habitat models. 

Results from Chapters II through V suggest that regions of a stream which have been 

designated as suitable habitat based on standard habitat suitability indices for adult brown 

trout may be further restricted based on the eddy momentum ratio. The areas that are 

most likely to be affected by including the eddy momentum ratio as a habitat suitability 

index are areas at the upper range of the suitable average velocity range for brown trout 

which also have high eddy momentum ratios where the eddies are primarily horizontal in 

orientation. The suitability of such areas for habitat could be increased by decreasing the 

eddy momentum ratio through decreasing eddy diameter by, for example, installing small 

diameter flow obstructions upstream from the region of interest. The proportion of 

horizontal eddies in a region could be reduced by introducing vertical flow obstructions. 

This theory could readily be tested in the laboratory or field setting by installing 

horizontal and vertical cylinder arrays to determine if there is a preference at higher flow 

rates. A similar test has been conducted by Webb (1998) which found that river chub 

(Nocomis micropogon) and smallmouth bass (Micropterus dolomieu) did not entrain on 

individual horizontal and vertical cylinders at different rates. While this study indicates 

that there may not be an effect of cylinder orientation on flow preference the study did 

not explicitely allow for choice between cylinder orientations (which would have 

involved placement of both a horizontal and vertical cylinder in the flow simultaneously), 

nor was an array of cylinders placed in the flow which, rather than providing a single 

source of eddy orientations would more broadly influence the flow. 

As the case for the importance of turbulent eddies increases, engineering 

guidelines and best management practices should be developed to provide practitioners 

guidance in the design of more successful fishways and restoration projects. Current 

fisheries engineering designs (e.g. fish ladders, fish screens) are based on mean velocity 

values even though many of these structures are highly turbulent. Turbulence in fish 

ladders, for instance, is often used to reduce mean velocities in these high slope 

conditions. The results from this dissertation provide guidance to fish passage designers 
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because it shows that not all turbulence affects fish equally. Specifically, turbulent eddies 

of large momentum with respect to the fish momentum will have the greatest impact on 

the fish. Additionally, horizontal eddies have been shown to provide a greater stability 

challenge than vertical eddies, therefore specific care should be shown in avoiding 

designs which produce horizontal eddies of the same diameter as the fish length. Similar 

to fish passage design, stream restoration designs that focus on micro-habitat such as rock 

barbs and large woody debris can be adjusted to avoid creating turbulent eddies that will 

make otherwise suitable habitat too unstable for swimming. 
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