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Abstract

In this dissertation, the state estimation problem for systems over finite alphabets is

studied, focusing in particular on a significant special instance of such systems consist-

ing of an LTI system with a finite input set and an output quantizer. The need for new

notions of observability is motivated, and a set of new notions of observability are formu-

lated quantifying the degree to which the output of such systems can be predicted by an

observer. The characterization of observability is investigated, with both necessary and

sufficient conditions derived in terms of the dynamics of the system, the properties of the

quantizer, and the finite alphabet sets. The use of deterministic finite state machine as

observers is also explored, with a view towards understanding their advantages and limi-

tations. Building on the notion of finite memory observability, a control design problem

is formulated. Lastly, an idea inspired by the characterization of observability is applied

to solve some remaining open questions in the theory of bisimulation.
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1 Introduction

1.1 Motivation and Overview

In many modern control applications, the dynamics of the physical system being con-

trolled is continuous, while the digital system that controls the physical system is discrete.

A finite quantizer is an interface between the physical system and the digital controller that

maps real numbers to “words” from a finite alphabet. Research on hybrid systems, which

seeks an overarching theory regarding both continuous and discrete systems, has been very

extensive in the recent years [1–6].

In this dissertation, we study a particular class of hybrid systems, namely systems over

finite alphabets, which were first introduced in [7]. Specifically, a system over finite alpha-

bet is a discrete-time system P described as

P ⊂ UN × YN, with |U| <∞, |Y| <∞. (1)

Here |U| is the cardinality of U . |U| < ∞, |Y| < ∞ indicates that U ,Y are finite sets.

Essentially, P is a set of pairs of signals over some finite alphabets. Although not required

in the definition, we assume P has some underlying continuous dynamics, as we shall see

next.

While the definition of P given in (1) is quite general, in many parts of this dissertation,

we focus on a specific class of systems P whose internal dynamics are described by:

xt+1 = Axt +But (2a)

yt = Cxt +Dut (2b)

ỹt = Q(yt) (2c)

where t ∈ N is the time index, xt ∈ Rn is the state, ut ∈ U is the input, yt ∈ Rp is the
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output of the underlying physical system, and ỹt ∈ Y is the quantized output. We assume

that A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m are given. Finite sets U ⊂ Rm and

Y ⊂ Rp represent the possible values of the finite-valued input and the quantized output

respectively. The quantizer Q : Rp → Y is a piecewise-constant function. Note that in this

case, the physical state xt of the system is continuous, while the input and output of the

system are discrete, and take values from finite alphabets. We think systems modeled as in

(2) could represent significant applications in practice.

An omnipresent problem in control theory is to design the control input of a system

such that the system behavior satisfies certain prescribed objectives. In most cases, knowl-

edge of the system state is crucial for designing a feedback control law that solves this

problem. However, the system state may not always be available: Rather, only the mea-

surement output, which contains partial information of the state, is available. For instance,

considering system (2), this situation corresponds to xt not being available but ỹt being

available. Therefore, in circumstances where the system state is not available for control

design, it is necessary for an estimate of the state to be generated based on the partial in-

formation obtained from the measurement output. This brings us to the problem of state

estimation. Another closely related concept in control theory is observability. Generally,

observability refers to a property of the system whereby the initial state of the system can

be uniquely determined from a single observation of its input and output over some finite

time interval. In this dissertation, we study state estimation and observability of systems in

the forms of (1) and (2).

At this point, we think it is a good idea to first briefly review observability and state

estimation in the “traditional" setting where linear time-invariant (LTI) systems are consid-

ered. An LTI system described by (2a) and (2b) is said to be observable if different initial

states x0 produce different outputs under zero input (pp. 137, [8]). Observability is charac-

terized by the pair (C,A) satisfying certain rank condition (pp. 144, [8]). If an LTI system

is observable (the rank conditions is satisfied), then there is a state estimate generated by a

Luenberger observer (pp. 141, [9]) that converges to the actual system state exponentially
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fast.

As we shall see in Chapter 3, the traditional concept of observability does not generalize

well to systems in the form of (2). Therefore, the question we wish to answer in this

dissertation can be phrased in this most basic form: Under what circumstances and in what

sense can we estimate the states of systems (1) and (2)? Moreover, for system (2), how

does the answer to this question depend on properties of the underlying LTI system and on

properties of the quantizer?

As a final point of interest, we study deterministic finite state machines (DFM) as ob-

servers for systems over finite alphabets. As inferred from its name, an observer for a

system generates an estimate of the system state based on observations of the input and

output of the system. Since the input and output values of system (1) are drawn from fi-

nite alphabets, we are curious about the question: What generality, if any, is lost when we

restrict the class of observers of system (1) to the set of DFM?

1.2 Summary of Thesis Contributions

We summarize the contributions of this dissertation as follows.

• We propose notions of (output) observability for systems over finite alphabets, and

then characterize conditions for the proposed notions for both systems (1) and (2).

This work is presented in Chapter 3.

• We discuss the construction of DFM observers in Chapter 4.

• We formulate and solve a control design based on the proposed notion of finite mem-

ory observability in Chapter 5.

• We study the initialization process of an existing construction of finite state approxi-

mation, with the goal of characterizing instances in which it is possible to reduce its

complexity. This work is presented in Chapter 6.
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• We apply our technical results to address an open problem on the theory of bisimu-

lation in Chapter 7, presenting a new topological approach.

1.3 Notation

We introduce the notation used in this dissertation in this section. We use N to denote

the nonnegative integers, Z+ to denote the positive integers, R to denote the reals, and C to

denote the complex numbers. For α ∈ Rn, we use |α| to denote the Euclidean norm of α.

For v ∈ Cn, use [v]i to denote its i-th component. For w ∈ Cn, we use Re(w) to denote

the real part of w. We use the notation [α, β) to denote the interval {x ∈ R : α ≤ x < β}

for α, β ∈ R. For two positive integers a, b, we use a mod b to denote the remainder of

the division of a by b. For sets A, B in Rn, we use |A| to denote the cardinality of set A

and d(A,B) = inf{|α− β| : α ∈ A, β ∈ B} to denote the distance between sets A and B.

We use AN to denote the collection of infinite sequences over A: AN = {f : N→ A}, and

use the bold font a to denote elements in AN: a ∈ AN. For a ∈ AN, we use at to denote its

tth component. Given a square matrix A, we use ρ(A) to denote its spectral radius. We use

0 to denote the zero matrix of appropriate dimensions. For two functions f and g, we use

f ◦ g to denote the composition of f and g.

Relevant mathematical concepts are reviewed in Section 2.2.2.
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2 Background

Previous works on observability, state estimation, and observer design, especially when

the system input involves switching or the system output is quantized, are related to the

current research. Previous works on systems over finite alphabets are also related to the

proposed research. We review the relevant literature on both topics in this chapter. We

review relevant mathematical concepts and results in this chapter as well.

2.1 Related Research

The thesis work is based on and closely related to the robust control inspired design

framework for systems over finite alphabets developed over the past few years [7] [10]

[11] [12]. Specifically, Tarraf et al. developed a constructive procedure to synthesize fi-

nite memory controllers for systems over finite alphabets. The idea is to first construct a

sequence of deterministic finite state machines (DFM) to approximate the original system

over finite alphabets. Such finite state approximations should satisfy a set of well-defined

properties. Next, these approximate models are used as the basis for certified-by-design

control synthesis [11]: A full state feedback control law is first designed for the approx-

imate model, to achieve a suitably defined auxiliary performance objective. This control

law is then used, together with a copy of the approximate model serving as a finite memory

observer of the plant, to certifiably close the loop around the system. Note that DFM’s are

used in this setting as common models of both dynamics and computing processes. The

proposed research is also closely related to [12]. Specifically, we can construct a finite

state approximation by associating each of its states with a sequence of feasible input and

output signals of the original system. Therefore each state of the DFM approximation cor-

responds to a set-valued estimate of the state of the original system. If for certain systems,

this set-valued estimate is good enough in the sense that the corresponding error system is

gain stable, then this DFM approximation satisfies one of the desired conditions in [10].

The literature on observability of dynamical systems is also closely related to the pro-
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posed research, since the term “observability" refers to the ability to determine the system

state from the input and output signals measured over some time interval [8]. Recall, in

particular, that an LTI system is observable if and only if different initial states produce

different outputs under zero input. Similarly, a nonlinear system is locally observable at xo

if there is some neighborhood of xo such that xo and any other state in the neighborhood of

xo, as initial states of the system, can be distinguished [13].

A more closely related line of research is on observability of switched systems, because

the action of control inputs within a finite set here can be understood as switching between

a finite number of given systems. Observability of switched linear systems has been studied

in recent years [14] [5] [15]. For instance in [5], the authors study switched linear systems

with state jumps and known switching signals. They define such systems to be observable

when identical input and output signals over a time interval imply identical initial states,

and present a necessary and sufficient condition for observability. Under mild additional

assumptions, they design an observer for this class of switched linear systems and show

that the resulting state estimation error decays exponentially.

Observability of quantized-output systems has also been studied [16] [17] [18]. For

instance in [16], the author views the quantizer as providing a limited amount of infor-

mation, and poses the question: How much information about the system state can be

extracted given the past output sequence? Specifically, the author studies observability for

one-dimensional discrete-time LTI systems with quantized outputs, uses differential en-

tropy to measure the uncertainty in the current state estimate given the observation record,

and presents control laws that minimize this uncertainty showing that the differential en-

tropy can tend to negative infinity as the length of past input/output record grows under

certain assumptions on the distribution of the initial state. In [17], the authors design an

impulsive Luenberger observer based on the idea that the continuous time system output is

known exactly at quantizer transition values.

Control design with quantized state feedback has also been studied [1] [2]. For in-

stance, in [1] the author first shows that for any control law depending on quantized state
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feedback, for an unstable linear system, the set of all initial conditions whose closed-loop

trajectories tend to the origin has measure zero. For this reason, the author proposes a new

notion of “stabilization" as controlling the trajectory within an arbitrarily small ball around

the origin for an arbitrarily long time, and proposes a control strategy to achieve such sta-

bilization. The idea of such strategy can be described as follows: Assuming reachability of

the linear system and a rectilinear quantizer, the control input drives the center of the set

of states associated with the quantized measurement to the corner of a quantization block,

and therefore achieves sharper knowledge of the system state as the time index increases.

Control design with discrete state estimators have also been studied. In [19], the authors

use discrete state estimators to estimate the discrete variables in hybrid systems where

the continuous variables are available for measurement. In [20], the authors formalize a

notion of finite-state estimators for controller synthesis given temporal logic specifications.

In [21], the authors propose to use locally-affine observers to estimate the system state for a

class of hybrid systems where control specifications are expressed in linear temporal logic.

At this time, we are not aware of any work on observability of discrete-time systems

that involve both finite input alphabet (or switching control) and output quantization. In

addition, we are not aware of any work addressing the state estimation problem with DFM

as observers. The present thesis work therefore aims to pave the way in understanding the

question of state estimation and observability in these circumstances.

2.2 Mathematics Background

We conclude this chapter by briefly reviewing some relevant concepts and results in

mathematics.

2.2.1 Review of Relevant Concepts

For the sake of completeness, we review here relevant mathematical concepts and no-

tation, beginning with the concept of equivalence relations [22]. Given a set A, a subset ∼

of A × A is called a relation on A. With some slight abuse of notation, we write a ∼ b,
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read a is equivalent to b, to mean that (a, b) is an element of the relation ∼. A relation ∼

on A is an equivalence relation if for any a, b, c ∈ A, we have:

(i) a ∼ a (reflexive),

(ii) If a ∼ b, then b ∼ a (symmetric),

(iii) If a ∼ b and b ∼ c, then a ∼ c (transitive).

An equivalence relation∼ on a setA can be used to partitionA into equivalence classes.

We use [x] to denote the equivalence class of x, defined as [x] = {y ∈ A|y ∼ x}. Note that

this indeed defines a partition as the following properties are satisfied:

(i) [x] 6= ∅, ∀x ∈ A,

(ii) [x] 6= [y]⇒ [x] ∩ [y] = ∅,

(iii)
⋃
x∈A

[x] = A.

Let a f be a function: f : A → B. f is injective if for all a and b in A, f(a) = f(b)

implies a = b. f is surjective if for any c ∈ B, there is d ∈ A such that f(d) = c. f is

bijective if it is both injective and surjective.

A point x ∈ Rn consists of an n−tuple of real numbers x = (x1, x2, . . . , xn). Given a

positive integer p, the p-norm of x is denoted by ‖x‖p and is defined as ‖x‖p = (|x1|p +

· · · + |xn|p)1/p, and the ∞-norm of x is denoted by ‖x‖∞ and is defined as ‖x‖∞ =

max{|x1|, . . . , |xn|}.

Next, we review relevant concepts in analysis. For the purpose of illustration, we use

the 1-norm to review relevant concepts, though arbitrary p-norms are equally viable alter-

natives. The distance between two points x and y is then simply ‖x− y‖1. Given a setA in

Rn, the diameter of A is defined as diam(A) = sup{‖y − x‖1 : x ∈ A, y ∈ A}. The open

ball in Rn centered at x and of radius r is defined by Br(x) = {y ∈ Rn : ‖y − x‖1 < r}.

Given a set A in Rn, a point x is a closure point of A if for every r > 0, the ball Br(x)

contains a point of A. Similarly, a point x is a limit point of A if for every r > 0, the ball
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Br(x) contains a point of A that is distinct from x. The closure of A, cl(A), consists of all

closure points of A. A point x ∈ A is an interior point of A if there exists r > 0 such that

Br(x) ⊂ A. The interior of A, int(A), consists of all interior points of A. A boundary

point of A is a point which is in cl(A) but not in int(A). The boundary of A, ∂A, consists

of all boundary points of A.

Lastly, we review the notion of spectral radius of a square matrix. Given a square

matrix A, the spectral radius of A is the nonnegative real number ρ(A) = max{|λ| :

λ is an eigenvalue of A}. If ρ(A) < 1, we say that matrix A is Schur-stable. Given a

square matrix A, the p-induced norm of A is defined as ‖A‖p = max
‖x‖p=1

‖Ax‖p. Recall that

the induced norms satisfy the submultiplicative property, namely: ‖AB‖p ≤ ‖A‖p‖B‖p.

2.2.2 Review of Relevant Results

We next present a set of mathematical results that will be useful to us in deriving our

main results in chapters that follows.

Proposition 1. Given two sets A and B, and A is countable. If f : A → B is onto, then B

is countable.

Proof. Recall that a countable set is one that is equivalent to some subset of Z+ (pp. 19,

[23]), and two sets are equivalent if there is a one-to-one correspondence between them.

Since A is countable, there is a function g : S → A, where S ⊂ Z+ and g is a bijection.

For any b ∈ B, define a function k as:

k(b) = min{n ∈ S|f(g(n)) = b}

Because f is onto, g is bijective and the well ordered principle of natural numbers, k is well

defined. Let the image of B under k be K, clearly K ⊂ S ⊂ Z+. The only thing left to

show is that k : B 7→ K is one-to-one. Let b1 and b2 be two distinct elements in B. Assume

k(b1) = k(b2) = n0, then b1 = f(g(n0)) = b2, this contradicts with b1 6= b2. So for any

two elements in B, b1 6= b2 implies k(b1) 6= k(b2). Therefore k : B 7→ K is one-to-one.

9



Proposition 2. If A ∈ Rn×n has all eigenvalues within the unit disc, then
∑∞

τ=0 ‖Aτ‖∞

converges.

Proof. Since A has all eigenvalues within the unit disc, lim
n→∞

An = 0 (pp.298, [24]). Then

there exists τ0 ∈ N, such that ‖Aτ0‖∞ < 1. Then

∞∑
τ=0

‖Aτ‖∞

≤ 1 + (‖A‖∞ + · · ·+ ‖Aτ0‖∞)(1 + ‖Aτ0‖∞+

+ ‖A2τ0‖∞ + ‖A3τ0‖∞ + · · · )

≤ 1 + (‖A‖∞ + · · ·+ ‖Aτ0‖∞)(1 + ‖Aτ0‖∞+

+ ‖Aτ0‖2
∞ + ‖Aτ0‖3

∞ + · · · )

= 1 + (‖A‖∞ + ‖A2‖∞ + · · ·+ ‖Aτ0‖∞)
1

1− ‖Aτ0‖∞

where the first and second inequalities follow from the sub multiplicative property of in-

duced norms. We have found an upper bound for the infinite series, and we conclude that∑∞
τ=0 ‖Aτ‖∞ converges.

Proposition 3. For C ∈ R1×n, A ∈ Rn×n. If CAm 6= 0 for all m ∈ Z+, then there is a

v ∈ Rn such that CAmv 6= 0 for infinitely many values of m ∈ Z+.

Proof. Assume contrary, then for any v ∈ Rn, CAmv 6= 0 for finitely many m ∈ Z+.

Equivalently, there is M(v) ∈ Z+ such that CAmv = 0 for all m ≥ M(v). In particular,

this is true for any element in the standard basis of Rn.

Let {ei : 1 ≤ i ≤ n} denote the standard basis for Rn, where ei denotes the vector

with a 1 in the ith coordinate and 0’s elsewhere. Then there exist M(ei) ∈ Z+ such that

CAmei = 0 for all m ≥M(ei), for all i ∈ {1, 2, · · · , n}.

Choose M = max{M(e1),M(e2), · · · ,M(en)}, then CAMei = 0,∀ 1 ≤ i ≤ n. This

implies CAM = 0, which contradicts with the assumption that CAm 6= 0 for all m ∈ Z+,
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leading to a proof by contradiction.
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Intended to be blank.
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3 Output Observability of Systems Over Finite Alphabets

In this chapter, we study the problem of observability of systems over finite alphabets.

We first show that a new notion of observability is needed for the systems of interest, and

we then propose a new set of notions of output observability. Finally, we characterize both

necessary and sufficient conditions for observability, and we illustrate these conditions with

a set of examples.

3.1 Class of Systems of Interest

Before we study the observability of systems over finite alphabets, we first take a closer

look at system (2).

Figure 1: A specific class of systems.

The above figure illustrates the structure of systems (2). Recall that the quantizer Q :

Rp → Y is a piecewise-constant function. To make this notion precise, we describe such

functions as follows.

Definition 1. Given set Y , we say a function Q : Rp → Y is piecewise-constant if for

any y ∈ Rp, if Q is continuous at y, then there is δ > 0 such that Q(z) = Q(y) for all

‖z − y‖ < δ, z ∈ Rp.

The above definition is in accordance with the definition of a function being continuous

at a point (pp. 63, [23]). An example of such a quantizer with p = 1 is:

Q(y) =


i, y ∈ [i− 0.5, i+ 0.5) for i ∈ Z and |i| ≤ R

bRc, y ≥ bRc+ 0.5

−bRc, y < −bRc − 0.5

(3)
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Here R ∈ R+ is a given parameter defining the quantizer.

If we assume the one-dimensional quantizer Q to be right-continuous, a more general

form of Q is described by:

Q([βi, βi+1)) = ỹi, ỹi ∈ Y , (4)

where {βi}Ni=0 contains the discontinuous points of Q, and β0 = −∞, βN = ∞. Recall

that we use the notation [α, β) to denote the interval {x ∈ R : α ≤ x < β} for α, β ∈ R.

The system (2) shown in Figure 1 with input ut and output ỹt is nonlinear, takes on

finite input values, produces finite output values, and is thus an instance of a system over

finite alphabets defined in (1). In the following, we investigate the problem of observability

for systems (1) and (2). The work presented in this section consists of the previous work

reported in [25], as well as some new observations.

3.2 Motivation for a New Notion of Observability

A natural starting point in our study is to attempt to apply the definition of LTI system

observability to system (2). Unsurprisingly, we quickly discover that no system in the

class of systems under consideration is observable under the definition of observability of

discrete-time LTI systems.

Lemma 1. The initial state of system (2) cannot be uniquely determined by knowledge of

(ut, ỹt) over any finite time interval.

Proof. All possible initial states of system (2) are in the set X0 = Rn. Clearly X0 is

uncountable.

Now assume that we can uniquely determine any initial condition from the input ut and

output ỹt over some time interval, say t ∈ {0, . . . , T} for some T ∈ Z+. Let O be the set

of all such possible sequences: O ⊆ UT × YT . Since |U| <∞ and |Y| <∞, UT × YT is

countable and so is O.

By assumption, any initial condition in X0 can be uniquely determined by an element

in O. So there exists a map f : O → X0, and f is onto. This indicates that X0 is countable
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(Proposition 1 in Section 2.2.2), leading to a contradiction.

Remark. Lemma 1 still holds when the initial state of system (2) is bounded. Specifically,

if X0 = {x ∈ Rn : ‖x‖∞ ≤ b} for some b ∈ R+, then X0 is still uncountable and the proof

follows unchanged.

From Lemma 1, we conclude that any effort to uniquely determine the system state xt

from the observation of input and output sequences over any time interval will fail. We

thus need to think of observability differently.

Specifically, we propose to shift our attention from state estimation, to state estimation

for the purpose of output prediction.

Before we proceed, we point out a distinction of our problem. In the traditional LTI

setting, the effects of the initial state of a stable LTI system will die down eventually.

Consequently, the question of observability is only interesting for unstable systems. This

is not the case for our class of systems of interest, as the following example demonstrates:

Example 1. For system (2) with parameters: A = 0.5, B = 1, C = 1, D = 1, U = {0,±1},

Q defined in (3) with R = 1, and (consequently) Y = {0,±1}, consider the following

question: Given ut and ỹt for all 0 ≤ t ≤ T for some T ∈ Z+, and an arbitrary uT+1 ∈ U ,

is it possible to uniquely determine ỹT+1?

We show that the answer to this question is negative. Assume that ỹT+1 can be uniquely

determined for some T ∈ Z+. Let ut = 0 for 0 ≤ t ≤ T−2, uT−1 = 1 and uT = uT+1 = 0.

For two distinct initial states x1
0 = 0.1 and x2

0 = −0.1, we use ỹ1
t and ỹ2

t to denote the

quantized outputs respectively. Then ỹ1
t = ỹ2

t = 0 for 0 ≤ t ≤ T − 2, and ỹ1
t = ỹ2

t = 1 for

T − 1 ≤ t ≤ T . By assumption we can uniquely determine ỹT+1, which contradicts with

ỹ1
T+1 = 1 and ỹ2

T+1 = 0.

As shown in Example 1, the initial state of system (2) impacts the quantized output at

arbitrarily large times, even though the underlying LTI system is stable. Consequently, the

question of observability remains relevant even when the internal dynamics are stable.
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3.3 Definitions of Observability

Figure 2: Interconnection of plant and observer.

In the above figure, an observer Ŝ for P (1) is described by:

qt+1 = f(qt, ut, yt), (5a)

ŷt = g(qt, ut), (5b)

where t ∈ N, qt ∈ Q for some setQ, ut ∈ U , yt ∈ Y , ŷt ∈ Y and functions f : Q×U×Y →

Q and g : Q × U → Y . Here ut and yt are the input and output of P respectively. In this

work, we assume that the observer Ŝ (5) initialize at a fixed state: q0 = qo, for some qo ∈ Q.

Definition 2. Consider a system over finite alphabets P , and the setup in Figure 2. γ ∈ R≥0

is an observation gain of P if there exists an observer Ŝ (5) such that for any (u,y) ∈ P ,

sup
T≥0

T∑
t=0

‖yt − ŷt‖ − γ‖ut‖ <∞. (6)

Here ‖ · ‖ is assumed to be some well defined norm on U and Y (pp. 39, [23]). When

system (2) is concerned, ‖ · ‖ is assumed to be the Euclidean norm corresponding with the

appropriate dimensions.

Given a system P , define the O-gain γ∗ of P as:

γ∗ = inf{γ ∈ R≥0 : γ is an observation gain of P}. (7)
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Next, propose a set of new notions of output observability for P .

Definition 3. Consider a system over finite alphabets P (1), and the setup in Figure 2.

Define the following:

• P is finite memory observable (C1) if there exists an observer Ŝ (5) and T ∈ Z+ such

that for any (u,y) ∈ P , ŷt = yt for all t ≥ T .

• P is weakly observable (C2) if γ = 0 is an observation gain of P .

• P is asymptotically observable (C3) if the O-gain γ∗ of P is 0.

3.4 Conditions for Finite Memory Observable

In this section, we characterize finite memory observability (C1) by proposing a set of

conditions for (C1). First, we propose a sufficient condition for (C1). Given system (2),

define sets A and B as

A = {α ∈ Rp : α =
t−1∑
τ=0

CAt−1−τBuτ +Dut, u(·) ∈ U , t ∈ N}, (8)

B = {β ∈ Rp : Q(y) is discontinuous at y = β}. (9)

Now we are ready to propose a sufficient condition for (C1).

Theorem 1. Consider system (2), assume thatA has all eigenvalues within the unit disc, and

the initial state x0 is bounded. If d(A,B) 6= 0, then system (2) is finite memory observable

(C1).

Remark. Theorem 1 is an extension of Theorem 1 in [25], in the sense that Theorem 1

addresses multi-input multi-output systems.

Proof. First note that ifC is the zero matrix, then ỹt = Q(Dut). Since ỹt can be determined

by the knowledge of ut, system (2) is (C1). Therefore in the following derivation, we only

consider the case C 6= 0.
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Since the initial state x0 is bounded, we have ‖x0‖∞ ≤ b for some b ∈ R. Next we find

a uniform bound on the state xt. Given system (2), the solution of xt is given by:

xt = Atx0 +
t−1∑
τ=0

At−1−τBuτ .

Then for any t ∈ N,

‖xt‖∞ = ‖Atx0 +
t−1∑
τ=0

At−1−τBuτ‖∞

≤ max{‖x0‖∞, ‖But‖∞}
t∑

τ=0

‖Aτ‖∞.

Since
∑∞

τ=0 ‖Aτ‖∞ converges (Proposition 2 in the Section 2.2.2), we can find an upper

bound b1 ∈ R+ such that
∑∞

τ=0 ‖Aτ‖∞ ≤ b1. Since ut ∈ U and U is finite, ‖But‖∞ is also

bounded. Let b2 = max{b,max{‖Bu‖∞ : u ∈ U}}, we have ‖xt‖∞ ≤ b1b2 for all t ∈ N.

Next, choose T ∈ Z+ such that ‖CATxt‖ < d(A,B)/2. Since

‖CATxt‖∞ ≤ ‖C‖∞‖AT‖∞‖xt‖∞,

and limτ→∞A
τ = 0 (pp. 298, [24]), recall the assumption that C 6= 0, we can choose

T ∈ Z+ such that

‖AT‖∞ <
d(A,B)

2b1b2‖C‖∞
. (10)

Then for all t ≥ T :

yt = CATxt−T +
t−1∑

τ=t−T

CAt−1−τBuτ +Dut

∈ B d(A,B)
2

(α),

(11)

where α =
∑t−1

τ=t−T CA
t−1−τBuτ +Dut, and α ∈ A.

Next, we observe that the quantized output ỹt can be determined by the knowledge of
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α. Particularly, for any α ∈ A,

y ∈ cl(B d(A,B)
2

(α)) ⇒ Q(y) = Q(α). (12)

To show this, Q is continuous at any point y ∈ cl(B d(A,B)
2

(α)), otherwise d(A,B) ≤

d(A,B)/2, which contradicts with d(A,B) > 0. Next, assume there is a y ∈ cl(B d(A,B)
2

(α))

such that Q(y) 6= Q(α). Define two sequences {wn}∞n=1, {vn}∞n=1 as follows: Let w1 = α,

v1 = y. For any n ≥ 2, let z = (wn−1 +vn−1)/2, if Q(z) 6= Q(wn−1), let wn = wn−1, vn =

z; otherwise, letwn = z, vn = vn−1. By this definition, we see thatQ(wn) 6= Q(vn) implies

Q(wn+1) 6= Q(vn+1). Since Q(w1) 6= Q(v1), by induction, we have: Q(wn) 6= Q(vn) for

all n ∈ Z+. At the same time, it is clear that ‖wn − vn‖ = (1/2)n‖w1 − v1‖.

Note that {wn}∞n=1 ⊂ cl(B d(A,B)
2

(α)), and cl(B d(A,B)
2

(α)) is a compact set in Rp, there-

fore there is a {wnp}∞p=1 such that limp→∞wnp = w for some w ∈ cl(B d(A,B)
2

(α)). Simi-

larly, since {vn}∞n=1 ⊂ cl(B d(A,B)
2

(α)), and consequently {vnp}∞p=1 ⊂ cl(B d(A,B)
2

(α)), there

is a subsequence {vnpq}∞q=1 such that limp→∞ vnpq = v for some v ∈ cl(B d(A,B)
2

(α)).

Rename {wnpq} and {vnpq} as {w′n} and {v′n} respectively, we have: Q(w′n) 6= Q(v′n),

‖w′n − v′n‖ ≤ (1/2)n‖w1 − v1‖, for all n ∈ Z+, and limn→∞w
′
n = w, limn→∞ v

′
n = v for

some w, v in cl(B d(A,B)
2

(α)). Since ‖w − v‖ ≤ ‖w − w′n‖ + ‖w′n − v′n‖ + ‖v′n − v‖, we

see that for any ε > 0, ‖w − v‖ < ε, and consequently w = v. Since w ∈ cl(B d(A,B)
2

(α)),

Q is continuous at w. Recall Definition 1, there is δ > 0 such that Q(z) = Q(w) for all

‖z − w‖ < δ, z ∈ Rp. Since limn→∞w
′
n = w, there is N1 such that Q(w′n) = Q(w), for

all n ≥ N1. Similarly, there is N2 such that Q(v′n) = Q(v) = Q(w) for all n ≥ N2. Let

n = max{N1, N2}, thenQ(w′n) = Q(w) = Q(v′n), which contradicts withQ(w′n) 6= Q(v′n)

for all n ∈ Z+. Therefore, assumption is false, and we conclude that for any α ∈ A, and

any y ∈ cl(B d(A,B)
2

(α)),

Q(y) = Q(α). (13)

Based on the observations made in (11), (13), design an observer for systems (2). Sim-

ilar to the construction in the derivation of Lemma 2, consider an observer Ŝ described
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by:

qt+1 = φ(qt, ut),

ŷt = θ(qt, ut),
(14)

where qt ∈ qo∪ (
⋃T
i=1 U i) is the state of Ŝ, ut ∈ U is the input of (2). Here T is determined

by (10). Function φ : (qo ∪ (
⋃T
i=1 U i)) × U →

⋃T
i=1 U i is described by: For any q ∈

qo ∪ (
⋃T
i=1 U i), any u ∈ U ,

B If q = qo, then

φ(q, u) = u.

B If q ∈
⋃T−1
i=1 U i, write q = (u1, u2 . . . ui) for some i ∈ {1, . . . , T − 1}, then

φ(q, u) = (u, u1, u2 . . . ui).

B If q ∈ UT , write q = (u1, u2 . . . uT ), then

φ(q, u) = (u, u1, u2 . . . uT−1).

Let q0 = qo, then by the same argument in the derivation of Lemma 2, we have

qt = (ut−1, ut−2, . . . , ut−T ), ∀ t ≥ T. (15)

where {ut} is the input of system (2).

Next, define function θ : (qo ∪ (
⋃T
i=1 U i)) × U → Y as: For any q ∈ qo ∪ (

⋃T
i=1 U i),

any u ∈ U , if q ∈ UT , write q = (ū1, ū2, . . . , ūT ), then

θ(q, u) = Q(
T∑
τ=1

CAτ−1Būτ +Du). (16)

If q /∈ UT , then let θ(q, u) = y∅ for some y∅ ∈ Y .
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For any t ≥ T , recall (14), (15), (16), we have

ŷt = θ(qt, ut)

= Q(
T∑
τ=1

CAτ−1But−τ +Dut)

= Q(
t−1∑

τ=t−T

CAt−τ−1Buτ +Dut)

= Q(α),

where α =
∑t−1

τ=t−T CA
t−1−τBuτ + Dut. Recall (11), we have yt ∈ B d(A,B)

2

(α) ⊂

cl(B d(A,B)
2

(α)). By (13), we have Q(yt) = Q(α). We conclude that ŷt = Q(α) = Q(yt) =

ỹt for all t ≥ T , and consequently system (2) is finite memory observable.

Next, we propose another sufficient condition for (C1).

Theorem 2. Consider system (2), if CAl = 0 for some l ∈ Z+, then system (2) is finite

memory observable (C1).

Remark. Again, Theorem 2 is an extension of Theorem 2 in [25], in the sense that Theorem

2 addresses multi-input multi-output systems.

Proof. Given system (2), the solution of yt is given by:

yt = CAtx0 +
t−1∑
τ=0

CAt−1−τBuτ +Dut.

Since CAl = 0, then for all t ≥ l:

yt =
t−1∑
τ=t−l

CAt−1−τBuτ +Dut, ∀ t ≥ l

Use the same observer described in the derivation of Theorem 1, particularly from (14)
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to (16), except changing “T” to “l”. Then

ŷt = Q(
t−1∑
τ=t−l

CAt−1−τBuτ +Dut) = Q(yt) = ỹt, ∀ t ≥ l.

We conclude that system (2) is (C1).

Remark. The condition stated in Theorem 2 is related to the “traditional" observability of

linear time-invariant systems. In particular, we make the following observation:

Observation 1. Given system (2) with “A” not being nilpotent, if CAl = 0 for some

l ∈ Z+, then the pair (C,A) is not observable.

To see this, let λ be a nonzero eigenvalue of A. Since A is not nilpotent, such a λ

always exists. Let v be an eigenvector associated with λ, then CAlv = λlCv = 0. Since

λ 6= 0, we have λl 6= 0, and consequently Cv = 0. Since v is in the kernel of C, and v is

an eigenvector of A, the pair (C,A) is not observable (pp. 145, [8]).

We point out that the requirement of A not being nilpotent in Observation 1 can not be

dropped. In particular, consider a system with C = [1 0], A =

 0 1

0 0

, then CA2 = 0.

But the corresponding observability matrix is the identity matrix, and therefore (C,A) is

observable.

Next, we present a necessary condition for (C1).

Theorem 3. Consider system (2), assume that A has all eigenvalues within the unit disc,

0 ∈ U , and 0 /∈ B. If rank(CAl) = p for all l ∈ Z+, and A ∩ B 6= ∅, then system (2) is

not finite memory observable (C1).

Remark. Compared to sufficient conditions in Theorems 1 and 2, both the assumptions

“A ∩ B 6= ∅" and “rank(CAl) = p for all l ∈ Z+" here are stronger than “d(A,B) = 0",

and “CAl 6= 0 for all l ∈ Z+" respectively. However, when p = 1, rank(CAl) = p and

CAl 6= 0 are equivalent, and a corresponding version of Theorem 3 is reported in [25].

Remark. Again, Theorem 3 is an extension of Theorem 2 in [25], in the sense that Theorem

3 addresses multi-input multi-output systems. However, the proof of Theorem 2 in [25]
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contains additional analysis regarding the construction of DFM observers, which is not

necessary for the derivation of Theorem 3 here. That particular part of analysis is presented

in Section 4 instead.

Proof. We show Theorem 3 by contradiction. For simplicity of notation, for any input

sequence u, write F (u, t) =
∑t−1

τ=0CA
t−1−τBuτ + Dut. Essentially F (u, t) is the forced

response of the underlying LTI system at time t under the input u.

Since A ∩ B 6= ∅, there exist t1 ∈ N and u1 such that t1 = min{t : F (u, t) ∈ A ∩ B}

and F (u1, t1) ∈ B. The existence of the minimum is guaranteed by the well-ordering

principle of nonnegative integers (pp. 28, [22]). t1 being a minimum indicates that F (u1, t)

is not in B for any t < t1. So we can define the following distance:

d1 =

 d({0},B), if t1 = 0

d({0} ∪ {F (u1, t) : 0 ≤ t ≤ t1 − 1},B), if t1 ≥ 1
(17)

The definition of t1 and 0 /∈ B imply d1 > 0.

Assume that system (2) is finite memory observable, than there exists an observer Ŝ (5)

and T such that for any x0 ∈ Rn, any u ∈ UN, ŷt = ỹt for all t ≥ T . Without loss of

generality, we assume that T ≥ t1 (if T < t1, just let T = t1, then ŷt = ỹt for all t ≥ T

still holds).

Next, construct an input sequence u of system (2). Given u1, use the truncated sequence

of u1: {u1
t : 0 ≤ t ≤ t1}, the input sequence u is described as follows:

ut =


0, 0 ≤ t ≤ T − t1 − 1

u1
t−(T−t1), T − t1 ≤ t ≤ T

0, t > T

(18)

Basically we insert the truncated sequence of {u1
t : 0 ≤ t ≤ t1} into a zero input.
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Next, if distinct initial states x1
0 and x2

0 satisfy:

‖CAtxi0‖ < d1/2, i = 1, 2 (19)

for t = 0, 1 · · ·T − 1, then under input u (18), the corresponding outputs of the underlying

LTI system, y1
t and y2

t , satisfy:

yit ∈ Bd1/2(α), i = 1, 2

for some α ∈ {0} ∪ {F (u1, t) : 0 ≤ t ≤ t1 − 1}, for t = 0, 1 · · ·T − 1. Recall the

definition of d1, and the property (12) of the quantizerQ, we haveQ(y1
t ) = Q(α) = Q(y2

t ).

Consequently, we have

ỹ1
t = ỹ2

t , t = 0, 1 · · ·T − 1,

where ỹit is the output of system (2) when the initial state is xi0 and the input is u (18).

In addition, since Q is not continuous at F (u, T ) = F (u1, t1), for any δ > 0, there is

z ∈ Rp such that Q(z + F (u, T )) 6= Q(F (u, T )), and ‖z‖ < δ. Since rank(CAT ) =

p by assumption, write CAT = [v1 v2 · · · vn], where v1, . . . , vn ∈ Rp, then there is

{i1, i2, . . . , ip} ⊂ {1, 2, . . . , n} such that [vi1 vi2 · · · vip ] is invertible.

Let V = [vi1 vi2 · · · vip ], and let KA = sup{‖At‖ : t = 0, 1, 2, · · · }, choose δ > 0 as

follows:

δ =
d1

2‖V −1‖‖C‖KA

.

Then there is z ∈ Rp such thatQ(z+F (u, T )) 6= Q(F (u, T )), and ‖z‖ < δ. Letw = V −1z,

and write w = [w1 w2 · · · wp]T ∈ Rp, define a vector x∗ = [x∗1 x
∗
2 · · · x∗n]T ∈ Rn as: For

all 1 ≤ j ≤ p, x∗ij = wj; for all 1 ≤ l ≤ n and l /∈ {i1, i2, . . . , ip}, x∗l = 0. Then we have

CATx∗ = V w, and ‖x∗‖ = ‖w‖, where ‖ · ‖ is any vector p-norm.

Consider two distinct initial conditions: x1
0 = 0, x2

0 = x∗. Then for all t = 0, 1 · · ·T −

1, ‖CAtx2
0‖ ≤ ‖C‖‖At‖‖x∗‖ ≤ ‖C‖KA‖w‖ ≤ ‖C‖KA‖V −1‖‖z‖ < ‖C‖KA‖V −1‖ ·

d1
2‖V −1‖‖C‖KA

= d1/2. Therefore (19) holds, and consequently ỹ1
t = ỹ2

t , t = 0, 1 · · ·T − 1.
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At t = T , ỹ1
T = Q(F (u, T )), and ỹ2

T = Q(CATx∗ + F (u, T )) = Q(z + F (u, T )) 6=

Q(F (u, T )), therefore ỹ1
T 6= ỹ2

T .

Since system (2) is assumed to be (C1), let ŷ1
t and ŷ2

t be the output of the corresponding

Ŝ when the input is u (18), and initial conditions are x1
0, x

2
0 respectively. Then at t = T ,

recall (5), we have ŷ1
T = g(f(. . . f(f(qo, u0, ỹ

1
0), u1, ỹ

1
1) . . . , uT−1, ỹ

1
T−1), uT ), and ŷ2

T =

g(f(. . . f(f(qo, u0, ỹ
2
0), u1, ỹ

2
1) . . . , uT−1, ỹ

2
T−1), uT ). Recall that ỹ1

t = ỹ2
t , t = 0, 1 · · ·T −

1, we have ŷ1
T = ŷ2

T . Since ỹ1
T 6= ỹ2

T , there is i ∈ {1, 2} such that ŷiT 6= ỹiT . This is a

contradiction with system (2) being (C1), therefore the assumption is false, and system (2)

is not finite memory observable (C1).

In light of Theorems 1 and 3, we continue to study conditions for finite memory ob-

servability particularly when the matrixA is not Schur-stable. In the following, we propose

another sufficient condition for (C1).

Theorem 4. Consider system (2), assume that ρ(A) ≥ 1, and the initial state x0 is bounded.

Given the Jordan canonical form of matrix A, define a set EU as the collection of general-

ized eigenvectors of A corresponding with eigenvalues whose magnitudes are greater than

or equal to 1. If d(A,B) 6= 0, and EU is in the kernel of C, then system (2) is finite memory

observable.

Remark. We remind ourselves that v is a generalized eigenvector corresponding to the

matrix A and the eigenvalue λ if (A − λI)lv = 0, but (A − λI)l−1v 6= 0 for some l ∈ Z+

(pp. 189, [26]). The condition “EU is in the kernel of C" is similar to the eigenvector test

for observability of LTI systems (pp. 145, [8]).

Proof. Consider the Jordan canonical form of the matrix A,

A = MJM−1,

where matrix J is in partitioned diagonal form, and matrixM is a generalized modal matrix

for A (pp. 205, [26]). Write M = [v1 v2 · · · vn], where vi ∈ Cn for 1 ≤ i ≤ n, then each
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vi is a generalized eigenvector of A, and {vi}ni=1 form a basis of Rn. For each vi, use λi to

denote the eigenvalue of A corresponding to vi.

Next, we decompose the state vector xt using {vi}ni=1. Recall the notation: For any

v ∈ Cn, use [v]i to denote its i-th element. For all t ∈ N, write xt as a linear combination

of {vi}ni=1,

xt =
n∑
i=1

[αt]ivi, (20)

where αt ∈ Cn is the coordinates of xt corresponding to the basis {vi}ni=1.

We claim that
∑

i:vi /∈EU |[αt]i| is uniformly bounded for all t. Here [αt]i is the coordi-

nates of xt with respect to the basis {vi}ni=1, and [αt]i with vi /∈ EU are the coordinates

corresponding with the stable generalized eigenvectors.

In order to show the preceding claim, recall thatM = [v1 v2 · · · vn], we haveM−1xt =

αt. Define αUt ∈ Cn as

[αUt ]i =

 [αt]i, if vi ∈ EU ,

0, otherwise.

Similarly, define αSt ∈ Cn as

[αSt ]i =

 [αt]i, if vi /∈ EU ,

0, otherwise.

We have αt = αUt +αSt . Essentially, αUt are the coordinates corresponding with the unstable

or marginally stable generalized eigenvectors, while αSt are the coordinates corresponding

with the stable generalized eigenvectors.

Similarly, we decompose the “But” term of system (2). For all t ∈ N, write But as a

linear combination of {vi}ni=1,

But =
n∑
i=1

[βt]ivi,

where βt ∈ Cn is the coordinates of But corresponding to the basis {vi}ni=1.
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Then M−1But = βt. Define βUt ∈ Cn as

[βUt ]i =

 [βt]i, if vi ∈ EU ,

0, otherwise,

and define βSt ∈ Cn as

[βSt ]i =

 [βt]i, if vi /∈ EU ,

0, otherwise.

We have βt = βUt + βSt .

Since for all t ∈ N,

xt+1 = Axt +But,

recall A = MJM−1, we have

MM−1xt+1 = MJM−1xt +MM−1But.

Left multiply by M−1, we have

M−1xt+1 = JM−1xt +M−1But.

Recall M−1xt = αt, and M−1But = βt, we have

αt+1 = Jαt + βt.

Recall αt = αUt + αSt and βt = βUt + βSt , we have

αUt+1 + αSt+1 = J(αUt + αSt ) + (βUt + βSt )

= (JαUt + βUt ) + (JαSt + βSt ).
(21)
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Consider the term JαUt . Write J = [w1 · · ·wn], where w1, . . . , wn ∈ Cn. Then

JαUt =
n∑
i=1

[αUt ]iwi.

Since [αUt ]i = 0 for all i such that vi /∈ EU , we have

JαUt =
∑

i:vi∈EU
[αUt ]iwi. (22)

Recall the definition of λi for i = 1, . . . , n, and the form of J , we see that if λj 6= λi,

then [wi]j = 0, for all 1 ≤ i, j ≤ n. For any i such that vi ∈ EU , and any j such that

vj /∈ EU , we have |λj| < 1 and |λi| ≥ 1, therefore λj 6= λi, and consequently [wi]j = 0.

Recall the preceding equation, we have: For all j such that vj /∈ EU ,

[JαUt ]j = 0. (23)

Similarly, we can show that: For all j such that vj ∈ EU ,

[JαSt ]j = 0. (24)

Recall (21), we see that

αSt+1 = (JαSt + βSt ), (25)

otherwise assume [αSt+1−(JαSt +βSt )]j 6= 0 for some j ∈ {1, . . . , n}, then by the definitions

of αSt+1, βSt , and (24), we see that j satisfies vj /∈ EU . By (21), we have αSt+1−(JαSt +βSt ) =

(JαUt + βUt )− αUt+1, and note that [(JαUt + βUt )− αUt+1]j = 0 for any j such that vj /∈ EU .

Therefore 0 6= [αSt+1−(JαSt +βSt )]j = [(JαUt +βUt )−αUt+1]j = 0, which is a contradiction.

Consider the term JαSt , we have

JαSt =
∑

i:vi /∈EU
[αSt ]iwi. (26)
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Define a square matrix JS to be JS = [wS1 w
S
2 · · · wSn ], where

wSi =

 wi, if vi /∈ EU ,

0, otherwise.
(27)

Note that JS is Schur-stable. Then we have

JαSt =
∑

i:vi /∈EU
[αSt ]iwi =

n∑
i=1

[αSt ]iw
S
i = JSαSt . (28)

And consequently, we have

αSt+1 = JSαSt + βSt , (29)

where JS is Schur-stable.

Consider system (29), since ‖αS0 ‖1 ≤ ‖α0‖1 = ‖M−1x0‖1 ≤ ‖M−1‖1‖x0‖1, and x0

is bounded, we see that ‖αS0 ‖1 is bounded. Similarly, for all t ∈ N, ‖βSt ‖1 ≤ ‖βt‖1 =

‖M−1But‖1 ≤ ‖M−1B‖1‖ut‖1 ≤ ‖M−1B‖1 max{‖u‖1 : u ∈ U}. Since U is a finite set

in Rm, max{‖u‖1 : u ∈ U} is finite, and consequently ‖βSt ‖1 is uniformly bounded. Given

system (29), since JS is Schur-stable, ‖αS0 ‖1 is bounded, and ‖βSt ‖1 is uniformly bounded,

we can show that ‖αSt ‖1 < b1 for some b1 ∈ R+ for all t ∈ N (an explicit derivation is

presented in the proof of Theorem 1). Note that
∑

i:vi /∈EU |[αt]i| = ‖α
S
t ‖1, we have

∑
i:vi /∈EU

|[αt]i| < b1, b1 ∈ R+, (30)

for all t ∈ N.

Now we are ready to show Theorem 4. Use {ei}ni=1 to denote the standard basis of Rn,
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and recall the computation of powers of a Jordan block (pp. 57, [8]), then for all t ≥ n,

Atvi = MJ tM−1vi

= MJ tei

=
∑

j:λj=λi

λti p(j,i)(t) vj,

where p(j,i)(t) is some polynomial in t, which depends on the pair (j, i). Recall the par-

ticular form of J ti , the upper triangular elements of J ti has the form

 t

k

λt−ki , where

0 ≤ k ≤ ni − 1, and ni corresponds to the size of Ji. Note that

 t

k

 ≤ tn, and that

|λi|t−k ≤ κ|λi|t for some κ ∈ R+: If |λi| ≥ 1 or |λi| = 0, let κ1 = 1; if 1 > |λi| > 0, let

κ2 = (max{1/|λj| : 0 < |λj| < 1, 1 ≤ j ≤ n})n; take κ = max{κ1, κ2}. Combine these

observations, we conclude that for any i ∈ {1, . . . , n}, and any t ≥ n,

Atvi =
∑

j:λj=λi

λti p(j,i)(t) vj, (31)

where

|λti p(j,i)(t)| ≤ κ · tn|λi|t, (32)

for some κ ∈ R+.
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For any T ≥ n, and any t ∈ N, recall (20), (31), we have

CATxt = CAT (
n∑
i=1

[αt]ivi)

=
n∑
i=1

[αt]iCA
Tvi

=
n∑
i=1

[αt]iC
∑

j:λj=λi

λTi p(j,i)(T )vj

=
n∑
i=1

[αt]i
∑

j:λj=λi

λTi p(j,i)(T )Cvj

=
∑

i:vi∈EU
[αt]i

∑
j:λj=λi

λTi p(j,i)(T )Cvj +
∑

i:vi /∈EU
[αt]i

∑
j:λj=λi

λTi p(j,i)(T )Cvj

(33)

If vi ∈ EU , and λj = λi, then λi ≥ 1, and therefore λj ≥ 1, and vj ∈ EU . Since EU is in

the kernel of C, for any i such that vi ∈ EU , Cvj = 0 for all j such that λj = λi. Therefore

∑
i:vi∈EU

[αt]i
∑

j:λj=λi

λTi p(j,i)(T )Cvj = 0.

Continued from (33), we have

CATxt =
∑

i:vi /∈EU
[αt]i

∑
j:λj=λi

λTi p(j,i)(T )Cvj.

Recall (32), we have

‖CATxt‖ ≤
∑

i:vi /∈EU
|[αt]i|‖

∑
j:λj=λi

λTi p(j,i)(T )Cvj‖

≤
∑

i:vi /∈EU
|[αt]i|

∑
j:λj=λi

|λTi p(j,i)(T )|‖Cvj‖

≤
∑

i:vi /∈EU
|[αt]i|

∑
j:λj=λi

κ · T n|λi|T‖Cvj‖

=
∑

i:vi /∈EU
κnη · |[αt]i| T n |λi|T ,

(34)
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where η = max{‖Cvj‖ : 1 ≤ j ≤ n}. For any i such that vi /∈ EU , |λi| < 1. Let

ρ = max{|λi| : vi /∈ EU}, then 0 ≤ ρ < 1. Consequently,

‖CATxt‖ ≤
∑

i:vi /∈EU
κnη · |[αt]i|T nρT

≤ κnη · T nρT
∑

i:vi /∈EU
|[αt]i|.

Recall (30), we have

‖CATxt‖ ≤ b1κnη · T nρT , (35)

for any T ≥ n, and any t ∈ N.

Note that 0 ≤ ρ < 1, therefore limT→∞ T
nρT = 0. Choose T ∈ Z+ such that

T nρT <
d(A,B)

2b1κnη
.

Then we have

‖CATxt‖ < d(A,B)/2,

for all t ∈ N. Then for all t ≥ T :

yt = CATxt−T +
t−1∑

τ=t−T

CAt−1−τBuτ +Dut ∈ B d(A,B)
2

(α), (36)

where α =
∑t−1

τ=t−T CA
t−1−τBuτ +Dut, and α ∈ A.

The rest of this derivation follows the exact same lines of the proof of Theorem 1

starting from equation (11).

Next, we propose a necessary condition for (C1) when the A matrix is Schur-unstable.

First, we introduce some notations. For any ỹ ∈ Q, we use Q−1(ỹ) to denote the set

{x ∈ Rp|Q(x) = ỹ}.

Theorem 5. Consider system (2), assume that ρ(A) ≥ 1, 0 ∈ U , and 0 /∈ B. Define

VU = {v ∈ Cn \ 0 : Av = λv, for some |λ| > 1}. If VU is not in the kernel of C, and
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Q−1(Q(0)) is bounded, then system (2) is not finite memory observable.

Remark. Compared with Theorem 2, the hypotheses in Theorem 5 impliesCAl 6= 0 for all

l ∈ Z+. Otherwise, assume CAl = 0 for some l. Since VU is not in the kernel of C, there is

λ ∈ C, v ∈ Cn such that Av = λv, |λ| > 1, and Cv 6= 0. Then ‖CAlv‖ = |λ|l‖Cv‖ 6= 0,

which draws a contradiction.

Proof. Since VU is not in the kernel of C, there is v ∈ VU such that Cv 6= 0. Without loss

of generality, let ‖Cv‖1 = 1. Since v ∈ VU , we have Av = λv for some |λ| > 1, λ ∈ C.

Next, we define a set O as

O = {α ∈ R+|Re(γCv) ∈ Q−1(Q(0)), for all |γ| ≤ α, γ ∈ C}. (37)

Next, we show that O is non-empty and bounded. Write Cv = [v1 v2 . . . vn]T , where

v1, . . . , vp ∈ C and |v1| + · · · + |vp| = 1. For any γ ∈ C, we have |Re(γvi)| ≤ |γ‖vi|,

therefore

‖Re(γCv)‖1 =

p∑
i=1

|Re(γvi)| ≤ |γ|
p∑
i=1

|vi| = |γ|.

Since Q is a piecewise-constant function, and 0 /∈ B, there is r > 0 such that Br(0) ⊂

Q−1(Q(0)), where Br(0) = {x ∈ Rp : ‖x‖1 < r}. Therefore, for all γ with |γ| ≤ r/2,

Re(γCv) ∈ Br(0). Consequently r/2 ∈ O, and O is nonempty.

Next, we show that O is bounded. Since Q−1(Q(0)) is bounded by assumption, let

Q−1(Q(0)) ⊂ Bσ(0) for some σ > 0. Since Cv = [v1 v2 . . . vn]T 6= 0, let |vk| > 0 for

some 1 ≤ k ≤ n. Write vk as vk = |vk|eiφ for some φ ∈ [0, 2π). Assume O is unbounded,

then there exist α ∈ O with α > 2σ/|vk|. Let γ = (2σ/|vk|)ei(−φ), then |γ| < α. By the

definition of O (235), we have Re(γCv) ∈ Q−1(Q(0)). Observe that

‖Re(γCv)‖1 ≥ |Re(γvk)| = |Re(
2σ

|vk|
ei(−φ)|vk|eiφ)| = |Re(2σ)| = 2σ.

Therefore Re(γCv) /∈ Bσ(0), and consequently Re(γCv) /∈ Q−1(Q(0)), which draws a

contradiction. Therefore O is bounded.
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Next, we define β = supO. Since O is non-empty and bounded, we have 0 < β <∞.

Then for any ε > 0, there is κ ∈ C such that

Re(κCv) /∈ Q−1(Q(0)), and β ≤ |κ| < β + ε. (38)

and we will apply this observation to prove Theorem 5 by contradiction.

Assume system (2) is finite memory observable, than there exists an observer Ŝ (5) and

T ∈ Z+ such that ỹt = ŷt for all t ≥ T . Consider the input ut ≡ 0, for two initial states x1
0,

x2
0 ∈ Rn, we use ỹ1

t , ỹ2
t to denote the outputs of system (2) respectively. Choose x1

0 = 0,

then ỹ1
t = Q(0) for all t ∈ N. In (38), let ε = β(|λ| − 1), and choose

x2
0 = Re(

κ

λT
v).

Then for all 0 ≤ t ≤ T − 1,

CAtx2
0 = Re(

κ

λT
CAtv) = Re(

κλt

λT
Cv).

Since |κλt/λT | < β, by (235), we see that CAtx2
0 ∈ Q−1(Q(0)), and consequently ỹ2

t =

Q(0) for all 0 ≤ t ≤ T − 1. At t = T , CATx2
0 = Re(κCv) /∈ Q−1(Q(0)), therefore

ỹ2
T 6= Q(0). Now we see that ỹ1

t = ỹ2
t for 0 ≤ t ≤ T − 1, and ỹ1

T 6= ỹ2
T . Similar to the

proof of Theorem 3, we can show that ŷ1
T = ŷ2

T , and therefore either ŷ1
T 6= ỹ1

T or ŷ2
T 6= ỹ2

T

or both, and we conclude that system (2) is not finite memory observable.

3.5 Conditions for Weakly Observable and Asymptoticly Observable

In this section, we characterize conditions for (C2) and (C3). Since (C1) implies (C2),

and (C2) implies (C3), the sufficient conditions for (C1) stated in the previous section are

automatically sufficient conditions for (C2), (C3) as well. Therefore, we will focus on

necessary conditions here. In particular, we propose a necessary condition for (C2) for

the general class of systems (1), and then apply this result to characterize the necessary
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conditions for (C2) and (C3) for the specific class of systems (2).

Before presenting the technical results, we first introduce some notations: For any

(u,y) ∈ UN × YN, and any T ∈ Z+, we use ({ut}Tt=0, {yt}Tt=0) to denote the segment

of (u,y) from time 0 to time T . For any finite set S = {s1, s2, . . . , sl}, where l ∈ Z+, we

use {sj}lj=1 as an abbreviation of {s1, s2, . . . , sl}. Now we are ready to propose a necessary

condition for (C2) for the general class of systems (1).

Theorem 6. Given a system P (1) with |U| < ∞, 1 < |Y| < ∞, consider a family Ψ of

input and output segments of P , where Ψ is described as

Ψ = {{({u(k,j)
t }T(k,j)t=0 , {y(k,j)

t }T(k,j)t=0 )}2k

j=1}∞k=1, (39)

and the following items:

i. For any k ∈ Z+, and any j ∈ {1, . . . , 2k}, T(k,j) ∈ Z+, and there is (u,y) ∈ P such

that ({ut}
T(k,j)
t=0 , {yt}

T(k,j)
t=0 ) = ({u(k,j)

t }T(k,j)t=0 , {y(k,j)
t }T(k,j)t=0 ).

ii. For any k ≥ 1, and any j ∈ {1, 2, . . . , 2k−1},

T(k,2j−1) = T(k,2j), (40a)

u
(k,2j−1)
t = u

(k,2j)
t , y

(k,2j−1)
t = y

(k,2j)
t , t = 0, 1, . . . , T(k,2j−1) − 1, (40b)

u
(k,2j−1)
t = u

(k,2j)
t , y

(k,2j−1)
t 6= y

(k,2j)
t , t = T(k,2j−1). (40c)

iii. For any k ≥ 2, and any j ∈ {1, 2, . . . , 2k−1},

T(k,2j) > T(k−1,j), (41a)

u
(k,2j)
t = u

(k−1,j)
t , y

(k,2j)
t = y

(k−1,j)
t , t = 0, 1, . . . , T(k−1,j). (41b)

iv. For any sequence {j(k)}∞k=1 that satisfies j(k) ∈ {1, . . . , 2k} and j(k+1) ∈ {2j(k)−
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1, 2j(k)}, define (u,y) ∈ UN × YN as

ut = u
(1,j(1))
t , yt = y

(1,j(1))
t , 0 ≤ t ≤ T(1,j(1)),

ut = u
(k,j(k))
t , yt = y

(k,j(k))
t , T(k−1,j(k−1)) < t ≤ T(k,j(k)), ∀ k ≥ 2,

(42)

then (u,y) satisfies

(u,y) ∈ P. (43)

If there is a family Ψ (39) that satisfies items i) through iv), then system P is not weakly

observable.

Proof. First, we make an observation regarding a system P (1) not being (C2). By Def-

inition 3, P is not (C2) if and only if γ = 0 is not an observation gain of P . Then, by

Definition 6, for any observer Ŝ (5), there is (u,y) ∈ P such that

sup
T≥0

T∑
t=0

‖yt − ŷt‖ =∞.

Recall that et = yt − ŷt, we see that P is not (C2) if and only if for any observer Ŝ (5),

there is (u,y) ∈ P such that

sup
T≥0

T∑
t=0

‖et‖ =∞. (44)

Assume the hypotheses in Theorem 6 is satisfied, then system P (1) and Ψ (39) are

given. For any observer Ŝ (5), we define a family of its output segments Θ̂ as:

Θ̂ = {{{ŷ(k,j)
t }T(k,j)t=0 }2k

j=1}∞k=1, (45)

where for all k ∈ Z+, 1 ≤ j ≤ 2k, {ŷ(k,j)
t }T(k,j)t=0 is the output of Ŝ when ut and yt in

equation (5) satisfy

ut = u
(k,j)
t , for t = 0, 1, . . . , T(k,j),

yt = y
(k,j)
t , for t = 0, 1, . . . , T(k,j) − 1.

(46)
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Here u(k,j)
t , y

(k,j)
t are given by Ψ. Essentially, ŷ(k,j)

t is the output of Ŝ when (u
(k,j)
t , y

(k,j)
t )

are applied to its input.

Given Ŝ, and Θ̂ defined as in (45) (46), we claim that there is a sequence {j(k)}∞k=1

such that for all k ∈ Z+, the following are satisfied:

j(k) ∈ {1, . . . , 2k}, (47a)

ŷ
(k,j(k))
t 6= y

(k,j(k))
t , for all t ∈ {T(i,j(i))}ki=1, (47b)

u
(k,j(k))
t = u

(k−1,j(k−1))
t , 0 ≤ t ≤ T(k−1,j(k−1)), (47c)

j(k) ∈ {2j(k − 1)− 1, 2j(k − 1)}. (47d)

where (47c), (47d) are only required for k ≥ 2.

We use induction to show this claim. For k = 1, first make an observation of the output

ŷt of the observer. By the dynamics of Ŝ (5), for any t ∈ Z+,

ŷt = g(f(. . . f(f(qo, u0, y0), u1, y1) . . . , ut−1, yt−1), ut). (48)

Recall (40), we have u(1,1)
t = u

(1,2)
t , for t = 0, 1, . . . , T(1,1), and y(1,1)

t = y
(1,2)
t , for t =

0, 1, . . . , T(1,1) − 1. Let t = T(1,1) in (48), and recall (46), we have ŷ(1,1)
T(1,1)

= ŷ
(1,2)
T(1,1)

. Recall

(40c), y(1,1)
T(1,1)

6= y
(1,2)
T(1,1)

. Consequently, there is j∗ ∈ {1, 2} such that ŷ(1,j∗)
T(1,1)

6= y
(1,j∗)
T(1,1)

. Let

j(1) = j∗, then ŷ(1,j(1))
t 6= y

(1,j(1))
t , for t = T(1,j(1)), therefore (47) holds at k = 1.

For k = 2, recall (41a), T(2,2) > T(1,1), and T(2,4) > T(1,2). Recall (40a), T(2,j) > T(1,1)

for all j ∈ {1, 2, 3, 4}. Recall (41b), u(2,2)
t = u

(1,1)
t , u

(2,4)
t = u

(1,2)
t , t = 0, 1, . . . , T(1,1).

Recall (40b), (40c), u(2,1)
t = u

(2,2)
t = u

(1,1)
t , u

(2,3)
t = u

(2,4)
t = u

(1,2)
t , t = 0, 1, . . . , T(1,1).

Similarly, by (41b), (40b), (40c), y(2,1)
t = y

(2,2)
t = y

(1,1)
t , y

(2,3)
t = y

(2,4)
t = y

(1,2)
t , t =

0, 1, . . . , T(1,1). Recall (48),

ŷ
(2,1)
t = ŷ

(2,2)
t = ŷ

(1,1)
t , ŷ

(2,3)
t = ŷ

(2,4)
t = ŷ

(1,2)
t , t = T(1,1). (49)

Since (47) holds at k = 1, ŷ(1,j(1))
t 6= y

(1,j(1))
t , for t = T(1,j(1)) = T(1,1). Recall j(1) ∈ {1, 2},
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by (49), ŷ(2,2j(1)−1)
t = ŷ

(2,2j(1))
t = ŷ

(1,j(1))
t , t = T(1,1). Recall (41b), y(2,2j(1)−1)

t = y
(2,2j(1))
t =

y
(1,j(1))
t , t = T(1,1). Therefore,

ŷ
(2,2j(1)−1)
t 6= y

(2,2j(1)−1)
t , ŷ

(2,2j(1))
t 6= y

(2,2j(1))
t , t = T(1,1). (50)

Next, recall (40), (48), we have ŷ(2,2j(1)−1)
t = ŷ

(2,2j(1))
t , t = T(2,2j(1)). Recall (40c),

y
(2,2j(1)−1)
t 6= y

(2,2j(1))
t , t = T(2,2j(1)−1) = T(2,2j(1)).

Consequently, there is j∗ ∈ {2j(1) − 1, 2j(1)} ⊂ {1, 2, 3, 4} such that ŷ(2,j∗)
t 6= y

(2,j∗)
t ,

t = T(2,j∗). Let j(2) = j∗, then (47a), (47d) hold. By (50), and ŷ(2,j∗)
t 6= y

(2,j∗)
t , t = T(2,j∗),

(47b) holds. By (40), (41b), we see (47c) holds. Therefore (47) holds at k = 2.

Assume that (47) holds for some k ≥ 2. Recall (40b), (40c), (41b), u(k+1,2j(k)−1)
t =

u
(k+1,2j(k))
t = u

(k,j(k))
t , and y(k+1,2j(k)−1)

t = y
(k+1,2j(k))
t = y

(k,j(k))
t , t = 0, 1, . . . , T(k,j(k)).

Recall (46), (48), we see that

ŷ
(k+1,2j(k)−1)
t = ŷ

(k+1,2j(k))
t = ŷ

(k,j(k))
t , t = 0, 1, . . . , T(k,j(k)).

Since (47b) holds for k, we see that

ŷ
(k+1,2j(k)−1)
t 6= y

(k+1,2j(k)−1)
t , ŷ

(k+1,2j(k))
t 6= y

(k+1,2j(k))
t , for all t ∈ {T(i,j(i))}ki=1. (51)

At t = T(k+1,2j(k)), by (40), (48),

ŷ
(k+1,2j(k)−1)
t = ŷ

(k+1,2j(k))
t , t = T(k+1,2j(k)).

By (40a), (40c), y(k+1,2j(k)−1)
t 6= y

(k+1,2j(k))
t , t = T(k+1,2j(k)). Therefore there is j∗ ∈

{2j(k) − 1, 2j(k)} such that ŷ(k+1,j∗)
t 6= y

(k+1,j∗)
t at t = T(k+1,2j(k)) = T(k+1,j∗). Let

j(k + 1) = j∗, and recall (51), we see that (47b) holds for k + 1. Since j(k + 1) = j∗ ∈

{2j(k)−1, 2j(k)}, and (47a) holds for k, we see that (47a), (47d) holds for k+ 1. By (40),
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(41b), we see (47c) holds for k + 1. We see that (47) holds for k + 1. This completes the

derivation of the existence of {j(k)}∞k=1 such that (47) holds for all k ∈ Z+.

Given Ŝ, let {j(k)}∞k=1 be such that (47) holds, define an input and output pair (u,y) ∈

UN × YN as

ut = u
(1,j(1))
t , yt = y

(1,j(1))
t , 0 ≤ t ≤ T(1,j(1)),

ut = u
(k,j(k))
t , yt = y

(k,j(k))
t , T(k−1,j(k−1)) < t ≤ T(k,j(k)), ∀ k ≥ 2.

(52)

First we show that (u,y) (52) is well-defined.

Let L(k) = {T(k−1,j(k−1)) + 1, . . . , T(k,j(k))} ⊂ Z+ for all k ≥ 2. We observe that

{0, 1, . . . , T(1,j(1))} ∪ (
∞⋃
k=2

L(k)) = N, (53a)

L(k1) ∩ L(k2) = ∅, if k1 6= k2. (53b)

To see this, by (47d), (40a), (41a),

T(k,j(k)) > T(k−1,j(k−1)), (54)

or equivalently T(k,j(k)) ≥ T(k−1,j(k−1)) + 1, for all k ≥ 2. Consequently, T(k,j(k)) ≥

T(1,j(1)) + (k − 1), for all k ≥ 2, and

sup
k∈Z+

T(k,j(k)) =∞. (55)

For any t ∈ N, if t > T(1,1), let k(t) = min{k ∈ Z+ : T(k,j(k)) ≥ t}. Since {k ∈

Z+ : T(k,j(k)) ≥ t} is none-empty, k(t) is well-defined (pp. 28, [22]), and t ∈ L(k(t)).

Therefore (53a) holds. For any k1, k2 ≥ 2, and k1 6= k2, without loss of generality, let

k1 < k2. Assume t∗ ∈ L(k1) ∩ L(k2), then t∗ > T(k2−1,j(k2−1)), and t∗ ≤ T(k1,j(k1)). Since

k2−1 ≥ k1, by (54), T(k2−1,j(k2−1)) ≥ T(k1,j(k1)), but T(k2−1,j(k2−1)) < t∗ ≤ T(k1,j(k1)), which

draws a contradiction. Therefore (53b) holds. Consequently, (u,y) (52) is well-defined.
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By (47a), (47d), and item iv) of Ψ (see (43)), (u,y) (52) satisfies (u,y) ∈ P .

Next, we apply the observation made in (44) to show P is not (C2). For Ŝ, consider

(u,y) ∈ P in (52). As in the setup in Figure 2, let {ŷt}∞t=0 be the output of Ŝ corresponding

with (u,y) (52). Recall (52), we see that ut = u
(1,j(1))
t , 0 ≤ t ≤ T(1,j(1)). Recall (41b),

(40c), (47d), we see that u(1,j(1))
t = u

(2,2j(1))
t = u

(2,2j(1)−1)
t = u

(2,j(2))
t , 0 ≤ t ≤ T(1,j(1)).

Repeat this argument, for any k ∈ Z+, we have ut = u
(k,j(k))
t , 0 ≤ t ≤ T(1,j(1)). Similarly,

we can show that for any k ≥ 2, ut = u
(k,j(k))
t , T(1,j(1)) + 1 ≤ t ≤ T(2,j(2)). Repeat this

argument, then for any k ∈ Z+, we have ut = u
(k,j(k))
t , 0 ≤ t ≤ T(k,j(k)). Similarly, we can

show that for any k ∈ Z+, yt = y
(k,j(k))
t , 0 ≤ t ≤ T(k,j(k)) − 1.

Recall the definition of Θ̂ (see (46)), and (48), we have

ŷt = ŷ
(k,j(k))
t , t = T(k,j(k)), for all k ∈ Z+.

Recall (52), yt = y
(k,j(k))
t , t = T(k,j(k)), for all k ∈ Z+.

Recall (47b), ŷ(k,j(k))
t 6= y

(k,j(k))
t , t = T(k,j(k)), for all k ∈ Z+. Therefore, for all k ∈

Z+,

ŷt 6= yt, t = T(k,j(k)). (56)

Let δ = min{‖y1−y2‖ : y1 6= y2, y1, y2 ∈ Y}, since |Y| <∞, the minimum is well-defined

and δ > 0. By (56), ‖et‖ ≥ δ for t = T(k,j(k)), k ∈ Z+. Consequently,
∑T(k,j(k))

t=0 ‖et‖ ≥ kδ.

Recall (55), we see that supT≥0

∑T
t=0 ‖et‖ =∞. By (44), P is not (C2).

Next, we study the necessary conditions for (C2) for systems (2). As shown in the

preceding, the hypotheses in Theorem 6 might seem a bit abstract, and one might ask

whether systems satisfying such hypotheses exist in practice. Therefore, in the following,

we will present a concrete example of Theorem 6 when it is applied to systems (2).

For the purpose of exposition, we consider systems (2) with the underlying LTI system

being a scalar system.

Theorem 7. Consider system (2) with n = m = p = 1, A > 1, 0 ∈ U , and Q is of the form

(4). Assume B ∩R+ 6= ∅, and let β = argmin{|b| : b ∈ B, b > 0}. If there is u∗ ∈ U such
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that CBu∗ + A2β = 0, then the following hold:

i. System (2) is not (C2).

ii. Moreover, system (2) is not (C3).

Remark. By Theorem 5, systems that satisfy the hypotheses in Theorem 7 are not (C1).

And compared to the necessary condition of (C1), the requirement “CBu∗ + A2β = 0" is

new.

Proof. The proof idea is to show there is Ψ (39) such that the hypotheses in Theorem 6 is

satisfied. With out loss of generality, we consider the case where C is positive. The other

case could be shown in a similar fashion. Note that CBu∗ + A2β = 0 implies C 6= 0.

Within the scope of this derivation, we use “s” to denote the initial state x0 of system

(2). Given system (2), define a quantity so as

so =
β

CAT
, (57)

where T ∈ Z+, and T ≥ 2 is to be determined. Define a family S of initial states of system

(2) as

S = {{s(k,j)}2k

j=1}∞k=1, (58)

where

s(1,1) = 0, s(1,2) = so, (59)

and for all k ≥ 2, all j = 1, 2, . . . , 2k−1,

s(k,2j−1) = s(k−1,j), s(k,2j) = s(k−1,j) + (A−T )k−1so. (60)

Then s(k,j) is defined for all k ∈ Z+ and j ∈ {1, . . . , 2k}.

Next, define a family I of input segments of system (2) as

I = {{{u(k,j)
t }T(k,j)t=0 }2k

j=1}∞k=1, (61)
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where for all k ∈ Z+, all j = 1, 2, . . . , 2k,

T(k,j) = k · T, (62)

and

u
(1,1)
t = u

(1,2)
t = 0, t = 0, 1, . . . , T, (63)

and for all k ≥ 2, all j = 1, 2, . . . , 2k−2,

u
(k,4j)
t = u

(k,4j−1)
t = u

(k−1,2j)
t , u

(k,4j−2)
t = u

(k,4j−3)
t = u

(k−1,2j−1)
t , 0 ≤ t ≤ (k − 1)T,

u
(k,4j)
t = u

(k,4j−1)
t = u∗, u

(k,4j−2)
t = u

(k,4j−3)
t = 0, t = (k − 1)T + 1,

u
(k,4j)
t = u

(k,4j−1)
t = u

(k,4j−2)
t = u

(k,4j−3)
t = 0, (k − 1)T + 2 ≤ t ≤ kT,

(64)

Then u(k,j)
t is defined for all k ∈ Z+, j ∈ {1, . . . , 2k}, and t ∈ {0, . . . , kT}.

Given S and I defined in the preceding, define a family Θ̃ of output segments of system

(2) as:

Θ̃ = {{{ỹ(k,j)
t }T(k,j)t=0 }2k

j=1}∞k=1, (65)

where for all k ∈ Z+, 1 ≤ j ≤ 2k, {ỹ(k,j)
t }T(k,j)t=0 is the quantized output ỹt (2c) of system

(2), when ut and xt in equation (2) satisfy

ut = u
(k,j)
t , for t = 0, 1, . . . , T(k,j),

xt = s(k,j), for t = 0.
(66)

Essentially, ỹ(k,j)
t is the quantized output of system (2) when u(k,j)

t is applied to its input,

and its initial state is s(k,j). In the following, we also use x(k,j)
t to denote the state xt of

system (2) corresponding with (66).

Given I (61), and Θ̃ (65), define Ψ as

Ψ = {{({u(k,j)
t }T(k,j)t=0 , {ỹ(k,j)

t }T(k,j)t=0 )}2k

j=1}∞k=1, (67)
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where u(k,j)
t , ỹ(k,j)

t are given by I and Θ̃ respectively. In the following, we will show that

Ψ (67) satisfies items i) to iv) in Theorem 6, and therefore the system is not (C2).

Regarding item i), for any k ∈ Z+, 1 ≤ j ≤ 2k, let u and x0 of system (2) be such that

(66) is satisfied, and ut = 0, for t > T(k,j), and let ỹ be the corresponding output of system

(2). By the definition of Θ̃, we see that item i) is satisfied.

Next, we use induction to show Ψ (67) satisfies items ii) and iii). For k = 1, recall (62),

T(1,1) = T(1,2) = T . Recall (63), u(1,1)
t = u

(1,2)
t = 0, t = 0, 1, . . . , T . By the definition

of Θ̃ (66), and s(1,1) = 0, ỹ(1,1)
t = Q(0) for t = 0, 1, . . . , T . Recall s(1,2) = so, A > 1,

C > 0, and (2), then for all t = 0, 1, . . . , T − 1, y(1,2)
t = CAtso < CAT β

CAT
= β. Recall

(4), and β = argmin{|b| : b ∈ B, b > 0}, ỹ(1,2)
t = Q(0) for t = 0, 1, . . . , T − 1. At t = T ,

ỹ
(1,2)
t = Q(CAT β

CAT
) = Q(β) 6= Q(0). Therefore, ỹ(1,1)

t = ỹ
(1,2)
t , t = 0, 1, . . . , T − 1, and

ỹ
(1,1)
t 6= ỹ

(1,2)
t , t = T , and item ii) is satisfied for k = 1.

For k = 2, recall (62), for any 1 ≤ j ≤ 4, T(2,j) = 2T . Recall (59), (60), s(2,1) =

0, s(2,2) = A−T so, s(2,3) = so, s(2,4) = so + A−T so. By (63), (64), u(2,1)
t = u

(2,2)
t = 0 for

0 ≤ t ≤ 2T , and u(2,3)
t = u

(2,4)
t = 0 for 0 ≤ t ≤ 2T and t 6= T + 1, u(2,3)

t = u
(2,4)
t = u∗

for t = T + 1. Therefore ỹ(2,1)
t = Q(0) for t = 0, 1, . . . , 2T . For all t = 0, 1, . . . , 2T − 1,

CAt(A−T so) < CA2T (A−T β
CAT

) = β, and therefore ỹ(2,2)
t = Q(CAt(A−T so)) = Q(0)

for t = 0, 1, . . . , 2T − 1. At t = 2T , ỹ(2,2)
t = Q(CA2TA−T β

CAT
) = Q(β) 6= Q(0).

Consequently, items ii) and iii) are satisfied when k = 2, j = 1.

For k = 2 and j = 2, by the derivation when k = 1, and note that s(2,3) = s(1,2), u
(2,3)
t =

u
(1,2)
t for 0 ≤ t ≤ T , we see that ỹ(2,3)

t = Q(0) for t = 0, 1, . . . , T − 1, and ỹ(2,3)
t = Q(β)

for t = T . At t = T + 1, ỹ(2,3)
t = Q(CAT+1 β

CAT
+Du∗) = Q(Aβ +Du∗). At t = T + 2,

ỹ
(2,3)
t = Q(CAT+2so + CBu∗) = Q(CAT+2 β

CAT
+ CBu∗) = Q(A2β + CBu∗) = Q(0)

by assumption. Also note that for the system state, x(2,3)
t = AT+2 β

CAT
+ Bu∗ = 0 for

t = T + 2. Therefore, x(2,3)
t = 0, and ỹ(2,3)

t = Q(0) for t = T + 2, . . . , 2T . We summarize
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the preceding as

ỹ
(2,3)
t =



Q(0), t = 0, 1, . . . , T − 1,

Q(β), t = T,

Q(Aβ +Du∗), t = T + 1,

Q(0), t = T + 2, . . . , 2T.

(68)

For ỹ(2,4)
t , at t = T − 1, ỹ(2,4)

t = Q(CAT−1(so + A−T so)) = Q(A−1(1 + A−T )β).

Choose T ∈ Z+ such that

AT >
A

A− 1
. (69)

Since A > 1, such a choice of T always exist, for example let T > logA( A
A−1

). Then

A−T < 1− 1
A

, and 1
A
< 1−A−T , or equivalently A−1 1

1−A−T < 1. Since A−1(1+A−T )β <

A−1(1 +A−T +A−2T + · · · )β = A−1 1
1−A−T β < β, and recall ỹ(2,4)

t = Q(A−1(1 +A−T )β)

for t = T − 1, we have ỹ(2,4)
t = Q(0) for t = T − 1. Since A > 1, C > 0, we see

that ỹ(2,4)
t = Q(0) for all 0 ≤ t ≤ T − 1. At t = T , ỹ(2,4)

t = Q(CAT (so + A−T so)) =

Q((1 +A−T )β). Recall Q (4) is right-continuous and piecewise-constant, for β ∈ R, there

is δ1 > 0 such that

Q(y) = Q(β), ∀ y ∈ [β, β + δ1).

Choose T ∈ Z+ such that
1

1− A−T
β < β + δ1. (70)

Again, since A > 1, (70) is satisfied for all T sufficiently large. Then β < (1 + A−T )β <

1
1−A−T β < β + δ1, and therefore ỹ(2,4)

t = Q(β) for t = T . At t = T + 1, ỹ(2,4)
t =

Q(CAT+1(so + A−T so) + Du∗) = Q((1 + A−T )Aβ + Du∗). Again, by the assumptions

of Q, for Aβ +Du∗ ∈ R, there is δ2 > 0 such that

Q(y) = Q(Aβ +Du∗), ∀ y ∈ [Aβ +Du∗, Aβ +Du∗ + δ2).
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Choose T ∈ Z+ such that
1

1− A−T
Aβ < Aβ + δ2. (71)

Then (1 + A−T )Aβ + Du∗ < Aβ + Du∗ + δ2, and therefore ỹ(2,4)
t = Q(Aβ + Du∗),

t = T + 1. At t = T + 2, the system state x(2,4)
t = AT+2(so + A−T so) + Bu∗ = A2so +

AT+2 β
CAT

+Bu∗ = A2so. Recall u(2,4)
t = 0 for T + 2 ≤ t ≤ 2T , therefore x(2,4)

t = At−T so

for all T + 2 ≤ t ≤ 2T . For all T + 2 ≤ t ≤ 2T − 1, Cx(2,4)
t = CAt−T so < CAT ( β

CAT
)

= β, and therefore ỹ(2,4)
t = Q(Cx

(2,4)
t ) = Q(0) for T + 2 ≤ t ≤ 2T − 1. At t = 2T ,

ỹ
(2,4)
t = Q(CA2T−T so) = Q(CAT β

CAT
) = Q(β). Again, we summarize the preceding as

ỹ
(2,4)
t =



Q(0), t = 0, 1, . . . , T − 1,

Q(β), t = T,

Q(Aβ +Du∗), t = T + 1,

Q(0), t = T + 2, . . . , 2T − 1,

Q(β), t = 2T.

Recall (68), and the explicit form of ỹ(1,2)
t , we see that items ii) and iii) are satisfied when

k = 2, j = 2.

We conclude that Ψ (67) satisfies items ii) and iii) in Theorem 6 when k = 2.

Before invoking induction to show items ii) and iii) are satisfied for all k, we first make

some observations about S and I. Recall the family of initial states S defined in (58), (59),

(60), we observe that for any k ∈ Z+ and j ∈ {1, . . . , 2k},

s(k,j) = (α
(k,j)
1 + α

(k,j)
2 · q + · · ·+ α

(k,j)
k · qk−1) · so, (72)

where q = A−T , and α(k,j)
l , l ∈ {1, . . . , k}, is defined to be

α
(k,j)
l =

 0, if 0 ≤ (j − 1) mod (2k−l+1) < 2k−l+1

2
,

1, if 2k−l+1

2
≤ (j − 1) mod (2k−l+1) < 2k−l+1.

(73)
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Essentially, the above is the explicit form of s(k,j).

We use induction to show the preceding is valid. For k = 1, by (73), α(1,1)
1 = 0,

α
(1,2)
1 = 1. Recall (59), we see that (72) hold for k = 1.

Next, assume (72) hold for some k ≥ 1, about α(k,j)
l (73), observe that for any l ∈

{1, . . . , k}

α
(k,j)
l = α

(k+1,2j−1)
l = α

(k+1,2j)
l . (74)

To see this, let (j − 1) mod 2k−l+1 = b, for some 0 ≤ b < 2k−l+1. Then j − 1 = 2k−l+1 ·

a + b, for some unique a ∈ N (pp. 32, [22]). Therefore 2j − 2 = 2(k+1)−l+1 · a + 2b, and

2j−2 = 2(k+1)−l+1 ·a+2b+1. Therefore ((2j−1)−1) mod 2(k+1)−l+1 = 2b, and (2j−1)

mod 2(k+1)−l+1 = 2b+1. If α(k,j)
l = 0, then 0 ≤ b < 2k−l+1/2. Then 0 ≤ b ≤ 2k−l+1/2−1,

and 0 ≤ 2b ≤ 2(k+1)−l+1/2 − 2. Therefore, 0 ≤ 2b < 2b + 1 < 2(k+1)−l+1/2, by (73),

α
(k+1,2j−1)
l = α

(k+1,2j)
l = 0. Similarly, we can show that if α(k,j)

l = 1, then α(k+1,2j−1)
l =

α
(k+1,2j)
l = 1. Therefore (74) holds. Also observe that for all j = 1, 2, . . . , 2k, by (73),

α
(k+1,2j−1)
k+1 = 0, and α(k+1,2j)

k+1 = 1. Recall (60), for any 1 ≤ j ≤ 2k

s(k+1,2j−1) = s(k,j)

= (α
(k,j)
1 + α

(k,j)
2 · q + · · ·+ α

(k,j)
k · qk−1) · so

= (α
(k,j)
1 + α

(k,j)
2 · q + · · ·+ α

(k,j)
k · qk−1) · so + α

(k+1,2j−1)
k+1 qkso

= (α
(k,j)
1 + α

(k,j)
2 · q + · · ·+ α

(k,j)
k · qk−1 + α

(k+1,2j−1)
k+1 qk) · so.

Similarly,

s(k+1,2j) = s(k,j) + qk · so

= (α
(k,j)
1 + α

(k,j)
2 · q + · · ·+ α

(k,j)
k · qk−1) · so + 1 · qk · so

= (α
(k,j)
1 + α

(k,j)
2 · q + · · ·+ α

(k,j)
k · qk−1) · so + α

(k+1,2j)
k+1 qkso

= (α
(k,j)
1 + α

(k,j)
2 · q + · · ·+ α

(k,j)
k · qk−1 + α

(k+1,2j−1)
k+1 · qk) · so.

Therefore (72) hold for k + 1. By induction, (72) hold for all k ∈ Z+.
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Next, we also make some observations on I (61). For any k ∈ Z+, and any j ∈ Z+,

define a function h(k, j) as

h(k, j) = ((j − 1) mod (2k−1)) + 1. (75)

Then for all k ≥ 2, j ∈ {1, 2, . . . , 2k}, I (61) satisfies:

u
(k,j)
t = 0, t = 0, 1, . . . , T, (76a)

u
(k,j)
t = α

(k,j)
1 u∗, t = T + 1, (76b)

u
(k,j)
t = u

(k−1,h(k,j))
t−T , t = T + 2, T + 3, . . . , kT. (76c)

We use induction to show (76) holds. For k = 2, recall u(2,1)
t = u

(2,2)
t = 0 for 0 ≤ t ≤

2T , u(2,3)
t = u

(2,4)
t = 0 for 0 ≤ t ≤ 2T and t 6= T + 1, u(2,3)

t = u
(2,4)
t = u∗ for t = T + 1,

and u(1,1)
t = u

(1,2)
t = 0, for 0 ≤ t ≤ T . By (73), α(2,1)

1 = α
(2,2)
1 = 0, α(2,3)

1 = α
(2,4)
1 = 1. By

(75), h(2, 1) = 1, h(2, 2) = 2, h(2, 3) = 1, h(2, 4) = 2. We see that (76) holds for k = 2.

Assume (76) holds for some k ≥ 2. Recall (64),

u
(k+1,2j−1)
t = u

(k+1,2j)
t = u

(k,j)
t , t = 0, 1, . . . , kT, (77)

for all j ∈ {1, . . . , 2k}. By assumption, u(k,j)
t = 0, t = 0, 1, . . . , T , j ∈ {1, 2, . . . , 2k},

therefore u(k+1,2j−1)
t = u

(k+1,2j)
t = 0, t = 0, 1, . . . , T , j ∈ {1, 2, . . . , 2k}, and (76a) holds

for k + 1. At t = T + 1, by (77) and (76b), u(k+1,2j−1)
t = u

(k+1,2j)
t = u

(k,j)
t = α

(k,j)
1 u∗.

Recall (74), α(k,j)
1 = α

(k+1,2j−1)
1 = α

(k+1,2j)
1 . Therefore u(k+1,2j−1)

t = α
(k+1,2j−1)
1 u∗, and

u
(k+1,2j)
t = α

(k+1,2j)
1 u∗ for t = T + 1. Consequently, (76b) holds for k + 1.

Next, we show (76c) holds for k + 1. Recall (75), we observe that for all k ≥ 2, and

j ∈ {1, 2, . . . , 2k−1},

h(k, 2j − 1) = 2h(k − 1, j)− 1, h(k, 2j) = 2h(k − 1, j). (78)
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To see this, let h(k, 2j − 1) = a, then 2j − 2 = 2k−1z + a − 1, for some z ∈ N, and

(a− 1) ∈ {0, 1, . . . , 2k−1− 1}. Note that a− 1 is even, divide the preceding equation by 2,

we have j − 1 = 2k−2z + a−1
2

. Therefore (j − 1) mod (2k−2) = a−1
2

, and h(k − 1, j) =

a−1
2

+ 1 = a+1
2

. Therefore h(k, 2j − 1) = 2h(k − 1, j) − 1. Similarly, h(k, 2j) = b, then

2j − 1 = 2k−1z + b − 1, for some z ∈ N, and (b − 1) ∈ {0, 1, . . . , 2k−1 − 1}. Note that

b− 1 is odd, and j − 1 = 2k−2z + b−2
2

, we have (j − 1) mod (2k−2) = b
2
− 1. Therefore

h(k − 1, j) = b
2
, and h(k, 2j) = 2h(k − 1, j). We conclude that (78) holds.

Recall (77), for all j ∈ {1, . . . , 2k}, u(k+1,2j−1)
t = u

(k+1,2j)
t = u

(k,j)
t , T + 2 ≤ t ≤ kT .

Since (76c) holds for k by assumption, we have u(k,j)
t = u

(k−1,h(k,j))
t−T , T + 2 ≤ t ≤ kT.

Recall (77), u(k−1,h(k,j))
t = u

(k,2h(k,j)−1)
t = u

(k,2h(k,j))
t , t = 0, 1, . . . , (k − 1)T . Therefore

u
(k−1,h(k,j))
t−T = u

(k,2h(k,j))
t−T , t = T, T + 1, . . . , kT . Combine the preceding, we have

u
(k+1,2j−1)
t = u

(k,2h(k,j)−1)
t−T , u

(k+1,2j)
t = u

(k,2h(k,j))
t−T , T + 2 ≤ t ≤ kT.

Recall (78), 2h(k, j)− 1 = h(k + 1, 2j − 1), 2h(k, j) = h(k + 1, 2j), and we have

u
(k+1,2j−1)
t = u

(k,h(k+1,2j−1))
t−T , u

(k+1,2j)
t = u

(k,h(k+1,2j))
t−T , T + 2 ≤ t ≤ kT.

Consequently, for all j ∈ {1, . . . , 2k+1},

u
(k+1,j)
t = u

(k,h(k+1,j))
t−T , T + 2 ≤ t ≤ kT. (79)

Recall (64), we see that for any k ≥ 2, any j = 1, 2, . . . , 2k, u(k,j)
t = 0, (k− 1)T + 2 ≤ t ≤

kT. Therefore for all j ∈ {1, . . . , 2k+1},

u
(k+1,j)
t = 0 = u

(k,h(k+1,j))
t−T , kT + 2 ≤ t ≤ (k + 1)T. (80)

Recall (64), for all k ≥ 2, all j = 1, 2, . . . , 2k, if j mod 4 ∈ {1, 2}, then u(k,j)
t = 0,

t = (k − 1)T + 1; if j mod 4 ∈ {3, 0}, then u(k,j)
t = u∗, t = (k − 1)T + 1. Observe that
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for any k ≥ 2, 1 ≤ j ≤ 2k+1, let h(k + 1, j) = a, then ((j − 1) mod 2k) + 1 = a, or

j = a+(2k−2b) ·4, for some b ∈ N. Therefore j mod 4 = h(k+1, j) mod 4. Therefore,

u
(k+1,j)
kT+1 = u

(k,h(k+1,j))
(k−1)T+1 . Consequently,

u
(k+1,j)
t = u

(k,h(k+1,j))
t−T , t = kT + 1. (81)

By (79), (80), (81), we see that (76c) holds for k + 1. We conclude that (76) holds for all

k ≥ 2.

Now we are ready to show items ii) and iii) are satisfied for k + 1, assuming that they

are satisfied for some k ≥ 2. Recall (64), we see that

u
(k+1,2j−1)
t = u

(k+1,2j)
t , 0 ≤ t ≤ (k + 1)T, (82)

for all 1 ≤ j ≤ 2k. Recall (72), s(k+1,2j−1) ≤ (1 + q + · · · + qk)so <
1

1−qso. Sim-

ilarly, s(k+1,2j) < 1
1−qso. Recall (76a), A > 1, C > 0, for all 0 ≤ t ≤ T − 1,

Cx
(k+1,2j−1)
t = CAts(k+1,2j−1) < CAT−1 1

1−qso = A−1 1
1−A−T β. Recall (69), A−1 1

1−A−T <

1, and ỹ(k+1,2j−1)
t = Q(Cx

(k+1,2j−1)
t ) = Q(0) for all 0 ≤ t ≤ T − 1. Similarly, ỹ(k+1,2j)

t =

Q(0) for all 0 ≤ t ≤ T − 1. Therefore,

ỹ
(k+1,2j−1)
t = ỹ

(k+1,2j)
t , t = 0, 1, . . . , T − 1. (83)

At t = T , ỹ(k+1,2j−1)
T = Q(CAT s(k+1,2j−1)), and ỹ(k+1,2j)

T = Q(CAT s(k+1,2j)). Re-

call (74), α(k+1,2j−1)
1 = α

(k+1,2j)
1 . Recall (72), if α(k+1,2j−1)

1 = α
(k+1,2j)
1 = 0, then

CAT s(k+1,2j−1) < CAT (q + q2 + · · · )so = CAT q
1−q

β
CAT

= 1
AT−1

β. Choose T ∈ Z+

such that

AT − 1 > 1. (84)

Then CAT s(k+1,2j−1) < β, and therefore ỹ(k+1,2j−1)
T = Q(0). Similarly, we can show

that ỹ(k+1,2j)
T = Q(0) in this case. If α(k+1,2j−1)

1 = α
(k+1,2j)
1 = 1, then CAT so ≤

CAT s(k+1,2j−1) < CAT (1 + q + q2 + · · · )so = β 1
1−A−T .
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Recall (70), we see that CAT s(k+1,2j−1) ∈ [β, β + δ1), and therefore ỹ(k+1,2j−1)
T =

Q(CAT s(k+1,2j−1)) = Q(β). Similarly, we can show that ỹ(k+1,2j)
T = Q(β) in this case. We

summarize the preceding as

ỹ
(k+1,2j−1)
t = ỹ

(k+1,2j)
t , t = T. (85)

At t = T + 1, recall (76b), u(k+1,2j−1)
T+1 = α

(k+1,2j−1)
1 u∗, u

(k+1,2j)
T+1 = α

(k+1,2j)
1 u∗. Recall

(74), α(k+1,2j−1)
1 = α

(k+1,2j)
1 = α

(k,j)
1 , and u(k+1,2j−1)

T+1 = u
(k+1,2j)
T+1 ∈ {0, u∗}. If α(k,j)

1 = 0,

and therefore u(k+1,2j−1)
T+1 = 0, recall (72), then CAT+1s(k+1,2j−1) < CAT+1(q + q2 +

· · · )so = A
AT−1

β. Choose T ∈ Z+ such that

AT − 1 > A. (86)

Then CAT+1s(k+1,2j−1) < β, and therefore ỹ(k+1,2j−1)
T+1 = Q(0). Similarly, we can show

that ỹ(k+1,2j)
T+1 = Q(0) in this case. If α(k,j)

1 = 1, and therefore u(k+1,2j−1)
T+1 = u∗, then

CAT+1so+Du
∗ ≤ CAT+1s(k+1,2j−1)+Du

∗ < CAT+1(1+q+· · · )so+Du∗ = Aβ 1
1−A−T +

Du∗. Recall (71), we see that CAT+1s(k+1,2j−1) + Du∗ ∈ [Aβ + Du∗, Aβ + Du∗ + δ2),

and therefore ỹ(k+1,2j−1)
T+1 = Q(CAT+1s(k+1,2j−1) + Du∗) = Q(Aβ + Du∗). Similarly,

ỹ
(k+1,2j)
T+1 = Q(Aβ +Du∗). We conclude that

ỹ
(k+1,2j−1)
t = ỹ

(k+1,2j)
t , t = T + 1. (87)

At t = T + 2, for any 1 ≤ j ≤ 2k, recall (72), (76b), and q = A−T

x
(k+1,2j−1)
T+2 = AT+2s(k+1,2j−1) +Bu

(k+1,2j−1)
T+1

= AT+2(α
(k+1,2j−1)
1 + α

(k+1,2j−1)
2 q + · · ·+ α

(k+1,2j−1)
k+1 qk)so +Bα

(k+1,2j−1)
1 u∗

= A2(α
(k+1,2j−1)
2 + · · ·+ α

(k+1,2j−1)
k+1 qk−1)so + α

(k+1,2j−1)
1 (AT+2so +Bu∗).
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Note that

AT+2so +Bu∗ = AT+2 β

CAT
+Bu∗ =

1

C
(A2β + CBu∗) = 0, (88)

therefore

x
(k+1,2j−1)
T+2 = A2(α

(k+1,2j−1)
2 + · · ·+ α

(k+1,2j−1)
k+1 qk−1)so. (89)

Consider x(k,h(k+1,2j−1))
2 , recall (72), (76a),

x
(k,h(k+1,2j−1))
2 = A2(α

(k,h(k+1,2j−1))
1 + · · ·+ α

(k,h(k+1,2j−1))
k qk−1)so. (90)

In the following, we show that x(k+1,2j−1)
T+2 = x

(k,h(k+1,2j−1))
2 .

Recall (73), (75), note that (j − 1) mod (2k−l+1) = h(k − l + 2, j)− 1, we see that

α
(k,j)
l =

 0, if 0 ≤ h(k − l + 2, j)− 1 < 2k−l+1

2
,

1, if 2k−l+1

2
≤ h(k − l + 2, j)− 1 < 2k−l+1,

(91)

for any k ∈ Z+, j ∈ {1, . . . , 2k}, and l ∈ {1, . . . , k}.

Recall (89), (78), for any l ∈ {2, 3, . . . , k + 1}, (78),

h((k + 1)− l + 2, (2j − 1)) = 2h(k − l + 2, j)− 1. (92)

Similarly, recall (90), (78), for any l ∈ {2, 3, . . . , k + 1},

h(k − (l − 1) + 2, h(k + 1, 2j − 1)) = h(k − l + 3, h(k + 1, 2j − 1))

= h(k − l + 3, 2h(k, j)− 1)

= 2h(k − l + 2, h(k, j))− 1.

(93)

We observe that for any l ∈ {2, 3, . . . , k + 1},

h(k − l + 2, j) = h(k − l + 2, h(k, j)). (94)
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Indeed, let h(k, j) = a, and h(k − l + 2, a) = b. Then j − 1 = (a − 1) + 2k−1z, and

a−1 = (b−1)+2k−l+1z′, for some z, z′ ∈ N. Then j−1 = (b−1)+2k−l+1(z′+2l−2z). Since

l ≥ 2, z′+2l−2z ∈ N. Recall (75), h(k− l+2, j) = b. Therefore h(k− l+2, j) = h(k− l+

2, h(k, j)). Recall (92), (93), h((k+1)−l+2, (2j−1)) = h(k−(l−1)+2, h(k+1, 2j−1)).

Recall (91), for any l ∈ {2, 3, . . . , k + 1},

α
(k+1,2j−1)
l = α

(k,h(k+1,2j−1))
l−1 .

Recall (89), (90), for any 1 ≤ j ≤ 2k,

x
(k+1,2j−1)
T+2 = x

(k,h(k+1,2j−1))
2 .

Similarly, we can show that

x
(k+1,2j)
T+2 = x

(k,h(k+1,2j))
2 .

Therefore, for any 1 ≤ j ≤ 2k+1,

x
(k+1,j)
T+2 = x

(k,h(k+1,j))
2 . (95)

Recall (76c), u(k+1,j)
t = u

(k,h(k+1,j))
t−T , t = T + 2, T + 3, . . . , (k + 1)T , or equivalently,

u
(k+1,j)
T+t = u

(k,h(k+1,j))
t , t = 2, 3, . . . , kT. (96)

By (95), (96), and the time-invariance of system (2), we see that for any 1 ≤ j ≤ 2k+1,

ỹ
(k+1,j)
t+T = ỹ

(k,h(k+1,j))
t , t = 2, 3, . . . , kT. Recall (78), for any 1 ≤ j ≤ 2k,

ỹ
(k+1,2j−1)
t+T = ỹ

(k,2h(k,j)−1)
t , ỹ

(k+1,2j)
t+T = ỹ

(k,2h(k,j))
t , t = 2, 3, . . . , kT. (97)

By assumption, item ii) is satisfied for k. Therefore, by (40), note that 1 ≤ h(k, j) ≤
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2k−1, we see that

ỹ
(k,2h(k,j)−1)
t = ỹ

(k,2h(k,j))
t , t = 2, 3, . . . , kT − 1,

ỹ
(k,2h(k,j)−1)
t 6= ỹ

(k,2h(k,j))
t , t = kT.

Recall (97), we see that for any 1 ≤ j ≤ 2k,

ỹ
(k+1,2j−1)
t = ỹ

(k+1,2j)
t , t = T + 2, T + 3, . . . , (k + 1)T − 1,

ỹ
(k+1,2j−1)
t 6= ỹ

(k+1,2j)
t , t = (k + 1)T.

(98)

Recall (62), (82), (83), (85), (87), (98), we see that item ii) is satisfied for k+1. For item

iii), recall (64), we see that u(k+1,2j−1)
t = u

(k,j)
t , 0 ≤ t ≤ kT , for any 1 ≤ j ≤ 2k. Recall

(60), s(k+1,2j−1) = s(k,j). Therefore ỹ(k+1,2j−1)
t = ỹ

(k,j)
t , 0 ≤ t ≤ kT , for any 1 ≤ j ≤ 2k.

Since item ii) is satisfied for k + 1, ỹ(k+1,2j−1)
t = ỹ

(k+1,2j)
t , 0 ≤ t ≤ kT , and therefore item

iii) is satisfied for k + 1.

By induction, we conclude that Ψ (67) satisfies items ii) and iii) in Theorem 6.

Next, we show that Ψ (67) satisfies item iv) in Theorem 6.

Assume a sequence {j(k)}∞k=1 is given, and

j(k) ∈ {1, . . . , 2k}, and j(k + 1) ∈ {2j(k)− 1, 2j(k)}, ∀ k ∈ Z+. (99)

Recall (72), we observe that limk→∞ s(k,j(k)) exists. To see this, for any k ∈ Z+, recall (74),

s(k+1,j(k+1)) − s(k,j(k))

= (α
(k+1,j(k+1))
1 + α

(k+1,j(k+1))
2 q + · · ·+ α

(k+1,j(k+1))
k qk−1 + α

(k+1,j(k+1))
k+1 qk)so

− (α
(k,j(k))
1 + α

(k,j(k))
2 q + · · ·+ α

(k,j(k))
k qk−1)so

= (α
(k+1,j(k+1))
1 − α(k,j(k))

1 )so + (α
(k+1,j(k+1))
2 − α(k,j(k))

2 )qso + · · ·

+ (α
(k+1,j(k+1))
k − α(k,j(k))

k )qk−1so + α
(k+1,j(k+1))
k+1 qkso

= α
(k+1,j(k+1))
k+1 qkso.
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Since α(k+1,j(k+1))
k+1 ≥ 0, q > 0, so > 0, we see that s(k+1,j(k+1)) − s(k,j(k)) ≥ 0, and

{s(k,j(k))}∞k=1 is a monotone sequence. Recall (72), we see that s(k,j(k)) <
1

1−qso < ∞,

therefore {s(k,j(k))}∞k=1 is bounded from above. Consequently, {s(k,j(k))}∞k=1 converges (pp.

6, [23]).

Given {j(k)}∞k=1, define an initial state s of system (2) as

s = lim
k→∞

s(k,j(k)). (100)

Also, recall (61), define an input sequence u as

ut = u
(1,j(1))
t , 0 ≤ t ≤ T,

ut = u
(k,j(k))
t , (k − 1)T < t ≤ kT, ∀ k ≥ 2.

(101)

In the following, let ỹ = {ỹt}∞t=0 be the output of system (2) when its initial state is x0 = s

(100), and its input is u (101). And we also use xt to denote the state of (2) corresponding

with x0 = s (100) and u (101).

For ỹ defined in the preceding, we observe that for any k ∈ Z+,

ỹt = ỹ
(k,j(k))
t , 0 ≤ t ≤ kT. (102)

We use induction to show this observation.

At k = 1, by the previous derivation showing Ψ (67) satisfies item ii) for k = 1,

we have ỹ(1,1)
t = Q(0) for t = 0, 1, . . . , T , and ỹ(1,2)

t = Q(0) for t = 0, 1, . . . , T − 1,

ỹ
(1,2)
T = Q(β). If j(1) = 1, then α(1,j(1))

1 = 0, recall (72), we see that s(k,j(k)) ≤ q
1−qso for

all k ∈ Z+. Recall (100), s ≤ q
1−qso. Then for all 0 ≤ t ≤ T , ut = 0 by (101), therefore

Cxt = CAts ≤ CAT q
1−qso = 1

AT−1
β. Recall (84), Cxt < β, and ỹt = Q(0) = ỹ

(1,j(1))
t

for 0 ≤ t ≤ T . Similarly, if j(1) = 2, then α(1,j(1))
1 = 1, recall (72), we see that s(k,j(k)) ≤

1
1−qso for all k ∈ Z+, s ≤ 1

1−qso. Then for all 0 ≤ t ≤ T − 1, ut = 0 by (101), therefore

Cxt = CAts ≤ CAT−1 1
1−qso = A−1 1

1−A−T β. Recall (69), A−1 1
1−A−T < 1, and Cxt < β,
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and ỹt = Q(0) = ỹ
(1,j(1))
t for 0 ≤ t ≤ T −1. At t = T , since α(1,j(1))

1 = 1, s−so ≥ 0, write

CxT = CAT (s−so+so), then β ≤ CxT = β+CAT (s−so) ≤ β+CAT q
1−qso = β 1

1−A−T .

Recall (70), we see that ỹT = Q(β) = ỹ
(1,j(1))
T . We conclude that (102) holds for k = 1.

Assume (102) holds for some k ≥ 1, since Ψ (67) satisfies items ii) and iii) in Theorem

6, recall (40), (41b), we see that ỹ(k+1,2j(k)−1)
t = ỹ

(k+1,2j(k))
t = ỹ

(k,j(k))
t , t = 0, 1, . . . , kT .

Recall j(k + 1) ∈ {2j(k) − 1, 2j(k)}, ỹ(k+1,j(k+1))
t = ỹ

(k,j(k))
t , t = 0, 1, . . . , kT . By

assumption, (102) holds for k, therefore

ỹt = ỹ
(k,j(k))
t = ỹ

(k+1,j(k+1))
t , t = 0, 1, . . . , kT.

Consequently, to show (102) holds for some k+ 1, we only need to consider kT + 1 ≤ t ≤

(k + 1)T .

Recall (76), for any l ∈ {2, . . . , k − 1}

u
(k,j)
lT+1 = u

(k−1,h(k,j))
(l−1)T+1

= u
(k−2,h(k−1,h(k,j)))
(l−2)T+1

= · · ·

= u
(k−(l−1),h(k−(l−2),h(...,h(k−1,h(k,j)),... )))
T+1 .

Recall (94), h(k − (l − 2), h(. . . , h(k − 1, h(k, j)), . . . )) = h(k − (l − 2), h(. . . , h(k −

1, j), . . . )) = h(k − (l − 2), h(. . . , h(k − 2, j), . . . )) = · · · = h(k − (l − 2), j). Recall

(76b), (64), and note that h(k− (1− 2), j) = j when 1 ≤ j ≤ 2k, we see that for all k ≥ 2,

j ∈ {1, 2, . . . , 2k}, I (61) satisfies:

u
(k,j)
t =

 α
(k−(l−1),h(k−(l−2),j))
1 u∗, t = lT + 1 for some l ∈ 1, . . . , k − 1,

0, otherwise.
(103)
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Next, consider x(k+1,j(k+1))
kT : By (72), (103)

x
(k+1,j(k+1))
kT = AkT s(k+1,j(k+1)) +

kT−1∑
τ=0

AkT−1−τBu(k+1,j(k+1))
τ

= q−k(
k−1∑
l=1

α
(k+1,j(k+1))
l ql−1 + α

(k+1,j(k+1))
k qk−1 + α

(k+1,j(k+1))
k+1 qk)so+

k−1∑
l=1

A(k−l)T−2Bα
((k+1)−(l−1),h((k+1)−(l−2),j(k+1)))
1 u∗

=
k−1∑
l=1

q−k+l(α
(k+1,j(k+1))
l AT so + α

(k−l+2,h(k−l+3,j(k+1)))
1 A−2Bu∗)+

ATα
(k+1,j(k+1))
k so + α

(k+1,j(k+1))
k+1 so.

Note that by (73), α(k+1,j(k+1))
l = α

(k−l+2,j(k+1))
1 . Recall (91), α(k−l+2,j(k+1))

1 is determined

by h(k− l+2−1+ 2, j(k+1)) = h(k− l+3, j(k+1)). Similarly, α(k−l+2,h(k−l+3,j(k+1)))
1

is determined by h(k − l + 3, h(k − l + 3, j(k + 1))). Recall (75), we see that h(k − l +

3, h(k − l + 3, j(k + 1))) = h(k − l + 3, j(k + 1)), therefore

α
(k+1,j(k+1))
l = α

(k−l+2,h(k−l+3,j(k+1)))
1 . (104)

Consequently,

x
(k+1,j(k+1))
kT =

k−1∑
l=1

q−k+lα
(k+1,j(k+1))
l (AT so + A−2Bu∗)

+ ATα
(k+1,j(k+1))
k so + α

(k+1,j(k+1))
k+1 so.

Note that AT so + A−2Bu∗ = 1
C
A−2(A2β + CBu∗) = 0. Therefore,

x
(k+1,j(k+1))
kT = ATα

(k+1,j(k+1))
k so + α

(k+1,j(k+1))
k+1 so. (105)

Next, consider xt at t = kT . Recall xt is the system state corresponding with x0 = s

(100) and u (101). Recall (40b), (41b), (99), (101), we see that ut = u
(z,j(z))
t , 0 ≤ t ≤ zT ,
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for any z ∈ Z+. Consequently,

xkT = AkT (s− s(k+1,j(k+1)) + s(k+1,j(k+1))) +
kT−1∑
τ=0

AkT−1−τBuτ

= AkT (s− s(k+1,j(k+1))) + (AkT s(k+1,j(k+1)) +
kT−1∑
τ=0

AkT−1−τBu(k+1,j(k+1))
τ )

= AkT (s− s(k+1,j(k+1))) + x
(k+1,j(k+1))
kT .

Recall (72), (100), we see that 0 ≤ s−s(k+1,j(k+1)) =
∑∞

i=1 α
(k+1+i,j(k+1+i))
k+1+i qk+iso. There-

fore 0 ≤ AkT (s− s(k+1,j(k+1))) ≤ q
1−qso, and

x
(k+1,j(k+1))
kT ≤ xkT ≤ x

(k+1,j(k+1))
kT +

q

1− q
so. (106)

At t = kT + 1, recall (103), (104), ukT+1 = u
(k+1,j(k+1))
kT+1 = α

(k+1,j(k+1))
k u∗. Recall

(105), then Cx(k+1,j(k+1))
kT+1 + Du

(k+1,j(k+1))
kT+1 = CA(ATα

(k+1,j(k+1))
k so + α

(k+1,j(k+1))
k+1 so) +

Dα
(k+1,j(k+1))
k u∗ = α

(k+1,j(k+1))
k (CAT+1so +Du∗) +CAα

(k+1,j(k+1))
k+1 so. If α(k+1,j(k+1))

k =

0, then Cx(k+1,j(k+1))
kT+1 + Du

(k+1,j(k+1))
kT+1 ≤ CAso < CAT so = β, and ỹ(k+1,j(k+1))

kT+1 = Q(0).

Recall (106), then CxkT+1 +DukT+1 ≤ CAso+CA q
1−qso = CA 1

1−qso = A 1
AT−1

β. Recall

(86), A 1
AT−1

β < β, and therefore ỹkT+1 = Q(0) = ỹ
(k+1,j(k+1))
kT+1 . If α(k+1,j(k+1))

k = 1, then

by the preceding, Cx(k+1,j(k+1))
kT+1 + Du

(k+1,j(k+1))
kT+1 ∈ [Aβ + Du∗, Aβ + Du∗ + A 1

AT−1
β),

and CxkT+1 +DukT+1 ∈ [Aβ +Du∗, Aβ +Du∗ +A 1
AT−1

β]. Recall (71), A 1
AT−1

β < δ2,

and therefore ỹkT+1 = ỹ
(k+1,j(k+1))
kT+1 = Q(Aβ + Du∗). We conclude that ỹt = ỹ

(k+1,j(k+1))
t ,

t = kT + 1.

For kT + 2 ≤ t ≤ (k + 1)T − 1, by (103), (104), (105), we have

x
(k+1,j(k+1))
kT+2 = A2(ATα

(k+1,j(k+1))
k so + α

(k+1,j(k+1))
k+1 so) +Bα

(k+1,j(k+1))
k u∗

= A2α
(k+1,j(k+1))
k+1 so + α

(k+1,j(k+1))
k (AT+2so +Bu∗) = A2α

(k+1,j(k+1))
k+1 so.

Recall (103), u(k+1,j(k+1))
t = 0, kT + 2 ≤ t ≤ (k + 1)T − 1. Therefore Cx(k+1,j(k+1))

t +
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Du
(k+1,j(k+1))
t = CAt−(kT+2)x

(k+1,j(k+1))
kT+2 ≤ CAT−3A2α

(k+1,j(k+1))
k+1 so = A−1β < β.

Therefore ỹ(k+1,j(k+1))
t = Q(0), kT + 2 ≤ t ≤ (k + 1)T − 1. Recall (101), (106), we

see that Cxt + Dut ≤ A−1β + CAT−1 q
1−qso = A−1β 1

1−q . Recall (69), A−1β 1
1−q < β,

therefore ỹt = Q(0) = ỹ
(k+1,j(k+1))
t = Q(0), kT + 2 ≤ t ≤ (k + 1)T − 1.

At t = (k + 1)T , recall (103), u(k+1,j(k+1))
(k+1)T = u(k+1)T = 0. Recall x(k+1,j(k+1))

kT+2 =

A2α
(k+1,j(k+1))
k+1 so, we see that x(k+1,j(k+1))

kT+T = ATα
(k+1,j(k+1))
k+1 so. Recall (106), and note that

x(k+1)T = AT (xkT − x(k+1,j(k+1))
kT ) + x

(k+1,j(k+1))
kT+T , we have ATα(k+1,j(k+1))

k+1 so ≤ x(k+1)T ≤

ATα
(k+1,j(k+1))
k+1 so + q

1−qso. If α(k+1,j(k+1))
k+1 = 0, then ỹ(k+1,j(k+1))

(k+1)T = Q(Cx
(k+1,j(k+1))
kT+T ) =

Q(0). And Cx(k+1)T ≤ 1
AT−1

β. Recall (84), 1
AT−1

β < β, and therefore ỹ(k+1)T = Q(0) =

ỹ
(k+1,j(k+1))
(k+1)T . If α(k+1,j(k+1))

k+1 = 1, then ỹ(k+1,j(k+1))
(k+1)T = Q(Cx

(k+1,j(k+1))
kT+T ) = Q(β). And

β ≤ Cx(k+1)T ≤ 1
1−qβ, by (70), ỹ(k+1)T = Q(β) = ỹ

(k+1,j(k+1))
(k+1)T . We conclude that

ỹt = ỹ
(k+1,j(k+1))
t , t = kT + T .

So far, we have shown that (102) holds for k+ 1. By induction, we conclude that (102)

holds for all k ∈ Z+.

Next, we show that the pair (u, ỹ), which corresponds with the initial state s (100) and

the input (101), satisfies (42). Recall (62), T(k,j(k)) = k · T, for all k ∈ Z+. For k = 1, by

(101), ut = u
(1,j(1))
t , 0 ≤ t ≤ T . And by (102), ỹt = ỹ

(1,j(1))
t , 0 ≤ t ≤ T . For any k ≥ 2,

by (101), ut = u
(k,j(k))
t , (k − 1)T < t ≤ kT . By (102), ỹt = ỹ

(k,j(k))
t , 0 ≤ t ≤ kT , and

consequently ỹt = ỹ
(k,j(k))
t , (k − 1)T < t ≤ kT . Therefore (u, ỹ) satisfies (42). Note that

(u, ỹ) ∈ P , where P is system (2), we conclude that Ψ (67) satisfies item iv) in Theorem

6.

Since Ψ (67) satisfies the hypotheses in Theorem 6, we see that system (2) is not weakly

observable (C2). This completes the first part of this derivation of Theorem 7.

Next, we show that system (2) is not asymptotically observable (C3). Since system (2)

is not weakly observable (C2), we apply the derivation of Theorem 6, particularly (56) in

the following. Then for any observer Ŝ, there is (u, ỹ), which corresponds with the initial
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state s (100) and the input (101), such that for all k ∈ Z+,

ŷt 6= ỹt, t = kT.

Let δ = min{‖y1−y2‖ : y1 6= y2, y1, y2 ∈ Y}, and define γ = δ
2‖u∗‖ > 0. For anyN ∈ Z+,

and N ≥ 2,

NT∑
t=T+1

‖ỹt − ŷt‖ − γ‖ut‖ =
N∑
k=2

(
kT∑

t=(k−1)T+1

(‖ỹt − ŷt‖ − γ‖ut‖)).

For any k ∈ {2, . . . , N}, recall (101), (103),
∑kT

t=(k−1)T+1 ‖ut‖ = ‖u∗‖. Since ŷt 6= ỹt, t =

kT , (
∑kT

t=(k−1)T+1 ‖ỹt − ŷt‖) ≥ ‖ỹkT − ŷkT‖ ≥ δ. Therefore

kT∑
t=(k−1)T+1

(‖ỹt − ŷt‖ − γ‖ut‖) ≥ δ − δ

2‖u∗‖
‖u∗‖ =

δ

2
.

Consequently,
NT∑

t=T+1

‖ỹt − ŷt‖ − γ‖ut‖ ≥ (N − 1)
δ

2
, ∀ N ≥ 2.

Therefore, supN≥2

∑NT
t=T+1 ‖ỹt − ŷt‖ − γ‖ut‖ = ∞. Since U ,Y are finite sets, and each

of their elements are of finite norm,
∑T

t=0 ‖ỹt − ŷt‖ − γ‖ut‖ is finite, and consequently

supT≥0

∑T
t=0 ‖ỹt − ŷt‖ − γ‖ut‖ = ∞. By definition, γ = δ

2‖u∗‖ > 0 is not an observation

gain of system (2). Recall Definition 2, we see that for any γ′ ∈ R≥0, if γ′ < γ, then γ′

is not an observation gain. Recall (7), we see that the O-gain γ∗ of system (2) satisfies

γ∗ ≥ γ > 0. Recall Definition 3, system (2) is not asymptotically observable (C3).

Remark. Alternatively, in the hypotheses of Theorem 7, we can require (88) in terms of

the state-space of system (2).
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3.6 Illustrative Examples

In this section, we first present two examples to demonstrate the concept of finite mem-

ory observability. The first example corresponds to Theorem 1, and the second example

corresponds to Theorem 2. We also use a third example to illustrate the conditions of

weakly observable (C2) and asymptotically observable (C3).

Example 2. We present a second order system (2) which is finite memory observable. The

parameters of the LTI system in (2) are:

A =

 0.25 −0.05

0 0.2

B =

 2

1

C =
[

0.5 0
]
D = 1

The above parameters are minimal. U = {0, 1,−1}. The quantizer Q(·) is defined in

(3), and R = 5. Next we will show this system satisfies the condition in theorem 1.

We assume that the initial state x(0) of the LTI system is bounded, particularly:

‖x0‖∞ < b

for some b ∈ R+.

First we find the distance d(A,B) between the two sets A and B defined in (8) and (9).

Since

A =

 1 1

0 1

 1/4 0

0 1/5

 1 −1

0 1


We have

An =

 (1/4)n (1/5)n − (1/4)n

0 (1/5)n

 , n = 0, 1, 2, 3 · · ·

and

CAnB = 1/2((1/5)n + (1/4)n), n = 0, 1, 2, 3 · · ·

ThenA ⊂ (−55/24,−41/24)∪(−31/24,−17/24)∪(−7/24, 7/24)∪(17/24, 31/24)∪
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(41/24, 55/24). And the set B is {−4.5,−3.5,−2.5 · · · 3.5, 4.5}, we arrive at the result:

d(A,B) = 5/24

This means that the forced response of the underlying LTI system is at least 5/24 away

from any discontinuous point of the quantizer.

Next, we try to find a uniform bound on the state xt. Refer to the proof of theorem 1,

we arrive at:

xt ≤ max{‖x0‖∞, ‖But‖∞}
t∑

τ=0

‖A‖τ∞

Since ‖x0‖∞ ≤ b and ut ∈ {0, 1,−1}, we have max{‖x0‖∞, ‖Bu0‖∞} ≤ max{b, 2}. And

‖A‖∞ is the greatest row sum of the matrix A, we have ‖A‖∞ = 0.3. Combined with the

above upper bound of ‖xt‖∞, we have:

‖xt‖∞ ≤
10

7
max{b, 2}, ∀t ∈ N

Next we find a memory length l for the finite memory observer. Let xt = [x1
t x

2
t ]
T , and

choose l such that:

|1
2

(1/4)lx1
t−l +

1

2
[(1/5)l − (1/4)l]x2

t−l| ≤
5

24

Notice that ‖xt‖∞ ≤ 10
7

max{b, 2}, it is easy to come up with a choice of l, say: l =

dlog4
72
7

max{b, 2}e + 1. In this case, all possible values of yt lies within the continuous

part of the quantizer Q(·). Then the DFM observer which stores past l steps of input and

output of system (2) achieves (C1).

Example 3. We present another second order system (2) that is also observable. The pa-

rameters of the LTI system in (2) are:

A =

 2 2

0 0

B =

 1

1

C =
[

0 1
]
D = 1
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U = {0, 1,−1}. The quantizer Q(·) is defined in (3), and R = 5.

Clearly CA = 0, so this system satisfies the condition in Theorem 2. Notice that the

solution of yt is: yt = ut−1 + ut,∀ t ≥ 2. Then it is easy to come up with a finite memory

observer that achieves the requirement in (C1), described as follows:

qt+1 = ut

ŷt = Q(qt + ut)

where t ∈ N, qt ∈ Q and Q = U . q0 can be arbitrary, say 0.

Remark. Both examples 2 and 3 are finite memory observable. If we consider the observ-

ability of the underlying LTI system, then example 2 is observable but example 3 is not

observable. So for system (2), there is no direct link between finite memory observability

and observability of the underlying LTI system.

Example 4. We present a one-dimensional system (2) which is not weakly observable (C3).

The parameters of the LTI system in (2) are: A = 2, B = 1, C = 1, D = 0. The quantizer

Q is described by: Q((−∞, 0.5)) = 0, Q([0.5,∞)) = 1. The input set is U = {0, 2,−2}.

Let u∗ = −2, and note that the discontinuous point of Q is β = 0.5, then CBu∗ + A2β =

−2 + 220.5 = 0, therefore the hypotheses in Theorem 7 is satisfied, and consequently this

system is not (C3).

3.7 Summary

In this section we propose a set of notions of observability for systems over finite alpha-

bets with quantized output based on how well an observer can predict the output of such

systems. We characterized this notion by deriving both necessary and sufficient conditions

for observability.
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4 DFM Observers and Their Construction

Following our study on observability of systems over finite alphabets, in this chapter,

we discuss the construction of DFM observers. In particular, we study the limitations of

an existing construction, and we propose a new construction that has better performance

in certain cases. Some of the work presented in this chapter consists of the previous work

reported in [25], as well as some new observations.

In the setup shown in Figure 2, the observer Ŝ generate ŷt to approximate the output yt

of system P , based on the input and output history of P . Therefore, Ŝ can also be viewed

as an approximation model for P . And the observation gain γ (see Definition 2) serves

as a measure of the quality of such approximations. In the following, we are particularly

interested in constructing DFM observers as approximation models for systems (2). In

this case, the approximation model Ŝ has finite cardinality, while the original system P

has infinite cardinality. In this chapter, we show that in certain cases we do not lose any

generality in requiring the observer Ŝ be a DFM.

From the derivation of Theorem 1, in terms of constructing DFM observers, it seems

a reasonable idea to associate finite length of input and output sequences of system (2) to

the states of DFM observers. However, this approach has its limitations, especially when

(C2) or (C3) is concerned. As we shall see next, for certain systems, if the DFM observer

is constructed using the “associating state" approach, the observation gain γ is greater than

zero, but there exist other DFM observers that achieve γ = 0.

4.1 Connections between Finite Memory Observable and DFM Ob-

servers

Note that the definition of (C1) in the previous section is different from that defined

in [25] (namely whether the set Q is finite). Recall that if |Q| < ∞ for an observer Ŝ (5),

then Ŝ is indeed a deterministic finite state machine. Interestingly, as we shall see next, the

two definitions of (C1) are equivalent in certain cases.
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First, we introduce some notations. Given a pair of signals (u,y) = ({ut}∞t=0, {yt}∞t=0),

and an integer τ ∈ N, use (uτ ,yτ ) to denote the shifted pair of signals: (uτ ,yτ ) =

({ut+τ}∞t=0, {yt+τ}∞t=0).

Definition 4. Given a system over finite alphabet P ⊂ UN × YN (1), we say P is time-

invariant if for any (u,y) ∈ P , and any τ ∈ N, (uτ ,yτ ) ∈ P .

Now, we are ready to present the equivalence between the two definitions of (C1).

Lemma 2. Given any time-invariant system P (1), P is finite memory observable if and

only if there is a DFM observer Ŝ (5) with |Q| < ∞, and T ∈ Z+ such that for any

(u,y) ∈ P , ŷt = yt for all t ≥ T .

Remark. Clearly, system (2) is time-invariant according to Definition 4. Consequently, as

stated in Lemma 2, we only need to consider DFM observers for systems (2) as long as (C1)

is concerned. And this is the reason why we adopt the name “finite memory observable"

for (C1), since a DFM has a finite amount of memory.

Proof. Assume a time-invariant P is (C1) as stated in Definition 3. Then there is an ob-

server Ŝ (5) and T ∈ Z+ such that for any (u,y) ∈ P , ŷt = yt for all t ≥ T . Next, define a

truncation operator ψ(·) : UN × YN → UT+1 × YT as: For any (u,y) ∈ UN × YN, where

u = {ut}∞t=0 and y = {yt}∞t=0, ψ(u,y) is defined as

ψ(u,y) = (uT , uT−1, . . . , u0, yT−1, . . . , y0). (107)

Given P , define a set QF as

QF = {ψ(u,y) : (u,y) ∈ P}. (108)

Essentially,QF is the collection of all feasible input and output segments of P with appro-

priate lengths. Clearly, QF ⊂ UT+1 × YT .

Given Ŝ, recall that Ŝ is of the form (5) with initial state qo. Define a function θ(·) :
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QF → Y as: For any q ∈ QF , write q = (uT , uT−1, . . . , u0, yT−1, . . . , y0), then

θ(q) = g(f(. . . f(f(qo, u0, y0), u1, y1) . . . , uT−1, yT−1), uT ). (109)

Essentially, θ(q) is the output ŷT of Ŝ at time T , when the input signals of Ŝ for 0 ≤ t ≤ T

are in accordance with q. For the completeness of the construction of DFM (as we shall see

next), define: If q /∈ QF , then let

θ(q) = y∅, for some y∅ ∈ Y . (110)

Next, define a transition function φ(·). Let q′o be a symbolic state, then φ(q, u, y) is a

mapping: (q′o ∪ (
⋃T
i=1 U i × Y i))× U × Y →

⋃T
i=1 U i × Y i, described by:

For any q ∈ q′o ∪ (
⋃T
i=1 U i × Y i), y ∈ Y , u ∈ U ,

B If q = q′o, then

φ(q, u, y) = (u, y). (111)

B If q ∈
⋃T−1
i=1 U i ×Y i, write q = (u1, u2 . . . ui, y1, y2 . . . yi) for some i ∈ {1, . . . , T − 1},

then

φ(q, u, y) = (u, u1, u2 . . . ui, y, y1, y2 . . . yi). (112)

B If q ∈ UT × YT , write q = (u1, u2 . . . uT , y1, y2 . . . yT ), then

φ(q, u, y) = (u, u1, u2 . . . uT−1, y, y1, y2 . . . yT−1). (113)

Now, consider a system Ŝ ′ described by:

q′t+1 = φ(q′t, ut, yt),

ŷ′t = θ(ut, q
′
t),

(114)

where functions θ and φ are defined in equations (109) through (113). We enforce that Ŝ ′

starts at a fixed initial state: q′0 = q′o.
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Use Ŝ ′ as an observer for P as in shown in Figure 2, then ut and yt in (114) corresponds

to the input and output of P respectively. Then, for any (u,y) ∈ P , recall (111), we

have q′1 = (u0, y0). Recall (112), we have q′2 = (u1, u0, y1, y0), and consequently q′3 =

(u2, u1, u0, y2, y1, y0). Repeat this argument, we have q′T = (uT−1, . . . , u0, yT−1, . . . , y0).

At t = T , recall (113), we have q′T+1 = (uT , . . . , u1, yT , . . . , y1). Consequently, we have

q′t = (ut−1, . . . , ut−T , yt−1, . . . , yt−T ), ∀ t ≥ T. (115)

Essentially, q′t contains the past T steps of the input and output of P . Recall (114), we have

ŷ′t = θ(ut, ut−1, . . . , ut−T , yt−1, . . . , yt−T ), ∀ t ≥ T. (116)

For any t ≥ T , let τ = t−T . As stated previously, use (uτ ,yτ ) to denote the shifted pair of

signals (u,y): uτt = ut+τ , and yτt = yt+τ . Since P is time-invariant, we have (uτ ,yτ ) ∈ P .

Recall (108), we have ψ(uτ , yτ ) ∈ QF . Since

ψ(uτ ,yτ ) = (uτT , u
τ
T−1, . . . , u

τ
0, y

τ
T−1, . . . , y

τ
0 )

= (uT+τ , uT−1+τ , . . . , uτ , yT−1+τ , . . . , yτ )

= (ut, ut−1, . . . , ut−T , yt−1, . . . , yt−T ),

and therefore (ut, ut−1, . . . , ut−T , yt−1, . . . , yt−T ) ∈ QF .

Next, use ŷst to denote the output of Ŝ when the pair (uτ ,yτ ) is applied to Ŝ as its input.

Recall (109), (116), we have

ŷ′t = θ(ut, ut−1, . . . , ut−T , yt−1, . . . , yt−T )

= θ(uτT , u
τ
T−1, . . . , u

τ
0, y

τ
T−1, . . . , y

τ
0 )

= ŷsT .
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Since P is (C1), by definition, we have ŷsT = yτT . Note that yτT = yT+τ = yt, we have

ŷ′t = ŷsT = yτT = yt. (117)

Note that the choice of t ≥ T is arbitrary, we conclude that for any (u,y) ∈ P , ŷ′t = yt for

all t ≥ T . Recall (114), we have q′t ∈ q′o ∪ (
⋃T
i=1 U i×Y i), and |q′o ∪ (

⋃T
i=1 U i×Y i)| <∞,

therefore Ŝ ′ is a DFM. This completes the proof of the forward implication of Lemma 2.

Recall the definition of (C1), then the backward implication of Lemma 2 follows. This

completes the proof.

4.2 Limitations of an Existing Construction

We present a technical result to illustrate the limitations of the “associating state" con-

struction. For the purpose of exposition, we restrict our attention to systems (2) with

m = p = 1, and the quantizer Q is in the form of (4). Now we are ready to state our

result.

Theorem 8. Consider system (2) with m = p = 1, and Q is of the form (4). Assume that

ρ(A) < 1, U contains positive, negative and zero elements, 0 /∈ B, CAl 6= 0 for all l ∈ Z+,

and A ∩ B 6= ∅. Then given a DFM observer Ŝ, if ŷt is uniquely determined by

(ỹt−1, . . . , ỹt−T , ut, ut−1, . . . , ut−T ) for some T ∈ Z+, then for this Ŝ, the observation gain

γ > 0.

Remark. The hypotheses on Ŝ in Theorem 8 corresponds to the “associating state" con-

struction of DFM observers.

Proof. For any observer Ŝ that has the following property:

(ỹt−1, . . . , ỹt−T , ut, ut−1, . . . , ut−T )
deterministic−−−−−−−→ ŷt (118)

for some T ∈ Z+, we find an input u of system (2) such that prediction error occurs (et 6= 0)

infinitely often. Similar to the derivation of Theorem 3, let t1 ∈ N, u1 ∈ UN be such that
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t1 = min{t : F (u, t) ∈ A ∩ B}, and F (u1, t1) ∈ B. Given u1, we use u1
τ to denote the

truncated sequence of u1: u1
τ = {u1

t : 0 ≤ t ≤ t1}. Without loss of generality, we assume

that T > t1 (otherwise just take T = t1 + 1). Next, we divide this problem into two cases:

Case 1. CArB 6= 0 for infinitely many r ∈ Z+.

We start with constructing an input sequence u of system (2) as follows:

Figure 3: Input sequence construction for case 1.

As shown in the above figure, the idea to construct u is to drive the state xt such that at

a particular time, t3 in this case, xt satisfies

‖xt‖∞ <
d1

KA‖C‖1

, and CATxt 6= 0, (119)

where KA = sup{‖At‖ : t = 0, 1, 2, · · · }, and d1 is defined in (17). Then by repeating the

input between time 0 and time T , we arrive at a prediction error. Shown in Figure 3 as ua,

the input ut for t > T consists of a sequence of zero input of length l, a one-step nonzero

input, another sequence of zero input of length k, and a repetition of input between time 0

and time T (essentially a zero sequence followed by u1
τ ). By assumption, there exist two

nonzero input u+, u− ∈ U and u+ > 0, u− < 0. By choosing the length of zero inputs l

and k properly, xt3 will satisfy (119).
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We want to choose a k large enough such that ‖xt3‖ is sufficiently small to guarantee

that the outputs ỹt under u+ or u− are identical from t3 to t4−1, but different at t4. And we

choose an l large enough such that ‖xt2‖ is sufficiently small, hence the terms associated

with u+ and u− are dominant in xt2+1.

First we choose k. Let Kumax = max{|u+|, |u−|} and Kumin = min{|u+|, |u−|}, then

there exists k0 ∈ Z+ such that

‖Ak‖∞ <
d1

2KAKumax‖C‖1‖B‖∞
, ∀k ≥ k0. (120)

Since CArB 6= 0 for infinitely many r ∈ Z+, choose k such that k ≥ k0 and

CAT+kB 6= 0.

Next we choose l. By the proof of Theorem 1, ‖xt‖∞ is uniformly bounded. Let

‖xt‖∞ ≤ b3, b3 ∈ R. Choose l ∈ Z+ such that

‖Al‖∞ < ε
Kumin‖B‖∞

b3

. (121)

where ε is to be determined. Then xt2 = AlxT implies ‖xt2‖∞ < εKumin‖B‖∞.

At t = t2 + 1, xt2+1 = Axt2 +Bu+ or xt2+1 = Axt2 +Bu−. Then at t = t3,

‖xt3‖∞ <
d1

2KA‖C‖1

+
d1‖A‖∞εKumin

2KA‖C‖1Kumax

Choose ε < Kumax(‖A‖∞Kumin)−1, then

‖xt3‖∞ <
d1

KA‖C‖1

In order to achieve CATxt3 = CAT+kxt2+1 6= 0, we require that:

|CAT+kAxt2| <
1

3
|CAT+kB|Kumin

69



which can be achieved by:

ε <
|CAT+kB|

3‖A‖∞‖B‖∞‖CAT+k‖1

then CAT+k(Axt2 +Bu+) 6= 0 and CAT+k(Axt2 +Bu−) 6= 0, therefore CAT+kxt2+1 6= 0.

Let ε in (121) be:

ε =
1

2
min{ Kumax

‖A‖∞Kumin

,
|CAT+kB|

3‖A‖∞‖B‖∞‖CAT+k‖1

}

and choose l ∈ Z+ to satisfy (121), then xt3 satisfies (119). The outputs ỹ1
t and ỹ2

t , which

correspond to ut2 = u+ and ut2 = u−, are identical for t = t3, t3 +1, · · · , t3 +T −1. Since

the quantizer Q is of the form (4), we see that ỹ1
t3+T 6= ỹ2

t3+T .

In Figure 3, repeat the sequence ua and ub infinitely many times, and choose u+ or

u− different from the previous repetition, say u+ for ua and u− for ub. Under this input

sequence u, recall that Ŝ satisfies (118), we have ŷt4 = ŷt7 . But by the previous discussions,

we see that ỹt4 6= ỹt7 . Therefore et 6= 0, for some t ∈ {t4, t7}. Consequently, et 6= 0 for

infinitely many t ∈ N, and the observation gain γ > 0.

Case 2. CArB 6= 0 for finitely many r ∈ Z+.

In this case, there exists N ∈ Z+ such that CArB = 0 for all r ≥ N . For t ≥ N , the

output of the LTI system yt is :

yt = CAtx0 +
t−1∑
τ=0

CAt−1−τBuτ +Dut

= CAtx0 +
t−1∑

τ=t−N

CAt−1−τBuτ +Dut

This shows that yt only depends on the initial condition x0 and previousN steps of input

ut. We will show that under some initial condition, prediction error will occur infinitely

often.
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Since CAT 6= 0 for all T ∈ Z+ , there is v ∈ Rn such that CAtv 6= 0 infinitely often

(see Proposition 3 in the Section 2.2.2). And we enforce that:

‖v‖∞ <
d1

KA‖C‖1

,

which can easily done by rescaling v. Then there is a sequence of time instances: {Ti}∞i=1

such that for all i ∈ Z+:

CATiv 6= 0,

Ti+1 − Ti ≥ max{N + 1, T}.

Given the Ti’s, the input sequence u is shown below:

Figure 4: Input sequence construction for case 2.

Under this input u, let ỹ1
t and ỹ2

t be the outputs of system (2) which correspond to the

initial states x1
0 = v and x2

0 = −v respectively. Then ỹ1
Ti
6= ỹ2

Ti
for all i ∈ Z+. But ŷ1

t

and ŷ2
t , which correspond to the two different initial states, are the same at t = Ti for all

i ∈ Z+. So we conclude prediction error occurs infinitely often for either x1
0 or x2

0.

4.3 A New Construction

We propose a new construction of DFM observers to overcome the limitations of the

“associate state" construction stated in the previous section.

Theorem 9. For certain instance of system (2) that satisfies the hypotheses in Theorem 8,

there is a DFM observer that achieves γ = 0.

Remark. The system (2) in Theorem 9 is an instance that is (C2) but not (C1).
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Proof. We consider the following example.

Example 5. Given system (2) with parameters A = 0.5, B = C = 1, D = 0, the input set

is U = {0, 1,−1}, and the initial state x0 satisfies |x0| < 2. The quantizer Q is described

by: Q((−∞, 0.5)) = 0, and Q([0.5,∞)) = 1.

Clearly, Example 5 satisfies the hypotheses in Theorem 8. Next, consider a DFM ob-

server described as:

qt+1 = f(qt, ut), (122a)

ŷt = g(qt), (122b)

where t ∈ N, qt ∈ Q, and Q = {0, 1,−1}5. Recall the notation of [qt]i being the i-th

element of qt, the function f : Q× {0, 1,−1} → Q in (122a) is described by:

For any q ∈ Q, any u ∈ {0, 1,−1},

[f(q, u)]1 = [q]2, [f(q, u)]2 = u,

[f(q, u)]3 =

 [q]3, if u = 0,

[q]4, if u 6= 0,
[f(q, u)]4 =

 [q]4, if u = 0,

[q]5, if u 6= 0,

[f(q, u)]5 =

 [q]5, if u = 0,

u, if u 6= 0.

(123)

Essentially, as we shall see in the following, qt stores the last two steps of input as well as

the last three nonzero inputs.

The output function g : Q → {0, 1} is described by the following table:

For any q ∈ Q,
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Table 1: Look-up table of the function g.

Lastly, we let the initial state of the observer (122) be q0 = (0, 0, 0, 0, 0). This completes

the construction of the DFM observer (122). Next, we will show that the observer (122)

achieves γ = 0 for Example 5.

For any u ∈ {0, 1,−1}N, and any |x0| < 2, we first consider the case when ut 6= 0 for

finitely many t ∈ N. Then there is Tu ∈ Z+ such that ut = 0 for all t ≥ Tu. Since

xt = 0.52xt−2 + ut−1 + 0.5ut−2,

we have xt = 0.25xt−2 for all t ≥ Tu + 2. We also observe that |xt| < 2 for all t ∈ N:

At t = 0, |x0| < 2; assume |xt| < 2, at t + 1, |xt+1| = |0.5xt + ut| ≤ |0.5xt| + |ut| <

0.5 ·2+1 = 2, therefore by induction |xt| < 2 for all t ∈ N. Therefore |xt| < 0.25 ·2 = 0.5

for all t ≥ Tu + 2, and consequently ỹt = 0 for all t ≥ Tu + 2. Recall the definition of f

(123), we see that

[qt]1 = ut−2, [qt]2 = ut−1, for all t ≥ 2. (124)

Indeed, [q2]1 = [q1]2 = u0, and [q2]2 = u1, therefore (124) holds at t = 2. Assume
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(124) holds at t, then [qt+1]1 = [qt]2 = ut−1, and [qt+1]2 = ut, therefore (124) holds at

t + 1. By induction, (124) holds. Since ut = 0 for all t ≥ Tu by assumption, we have

[qt]1 = [qt]2 = 0 for all t ≥ Tu + 2. By the definition of g shown in Table 1, we have ŷt = 0

for all t ≥ Tu + 2. Therefore ỹt = ŷt for all t ≥ Tu + 2.

Next, we consider the case when ut 6= 0 for infinitely many t ∈ N. For all t ≥ 2,

xt = 0.52xt−2 + ut−1 + 0.5ut−2. If (ut−2, ut−1) = (0,−1), then xt = 0.25xt−2 − 1. Recall

that |xt−2| < 2, we have xt ∈ (−1.5,−0.5), and therefore ỹt = 0. Recall (124), we have

([qt]1, [qt]2) = (0,−1), and by Figure 1, ŷt = 0. Therefore we have: For all t ≥ 2, if

(ut−2, ut−1) = (0,−1), then ŷt = ỹt.

Similarly, for all (ut−2, ut−1) ∈ U2 such that ut−1 + 0.5ut−2 ≤ 0 or ut−1 + 0.5ut−2 ≥

1, apply the preceding argument, we conclude that: For all t ≥ 2, if (ut−2, ut−1) ∈

{(0,−1), (0, 1), (1,−1),

(−1, 0), (1, 1), (−1,−1), (0, 0)}, then ŷt = ỹt.

In the following, we only need to consider the cases when (ut−2, ut−1) = (1, 0) or

(ut−2, ut−1) = (−1, 1). In both cases, xt = 0.25xt−2 + 0.5.

Since ut 6= 0 infinitely many times, there is T ′u ∈ Z+ such that uT ′u 6= 0. For any

t ≥ T ′u + 3, define τ ∗ as

τ ∗ = max{τ ∈ N : τ ≤ t− 3, and uτ 6= 0}.

Since uT ′u 6= 0 and T ′u ≤ t − 3, {τ ∈ N : τ ≤ t − 3, and uτ 6= 0} is nonempty and τ ∗

is well-defined. We claim that if (ut−2, ut−1) = (1, 0), then [qt]4 = uτ∗ . To see this, by

(123), [qτ∗+1]5 = uτ∗ . If τ ∗ = t− 3, then by (123), [qt]4 = [qt−1]4 = [qt−2]5 = uτ∗ , and the

claim holds. If τ ∗ < t− 3, then by the definition of τ ∗, uτ∗+1 = uτ∗+2 = · · · = ut−3 = 0.

By (123), [qτ∗+2]5 = [qτ∗+3]5 = · · · = [qt−2]5 = uτ∗ . Recall (ut−2, ut−1) = (1, 0), we

see [qt]4 = [qt−1]4 = [qt−2]5 = uτ∗ , and the claim also holds. Similarly, if (ut−2, ut−1) =

(−1, 1), then [qt]3 = [qt−1]4 = [qt−2]5. As stated previously, [qt−2]5 = uτ∗ , therefore
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[qt]3 = uτ∗ . We conclude that for any t ≥ T ′u + 3,

(ut−2, ut−1) = (1, 0)⇒ [qt]4 = uτ∗ , and (ut−2, ut−1) = (−1, 1)⇒ [qt]3 = uτ∗ .

(125)

Since xτ∗+1 = 0.5xτ∗ + uτ∗ , and |xτ∗| < 2, we see that uτ∗ = 1 implies xτ∗+1 > 0,

while uτ∗ = −1 implies xτ∗+1 < 0. By the definition of τ ∗, xt−2 = 0.5t−3−τ∗xτ∗+1. If

(ut−2, ut−1) = (1, 0) or (ut−2, ut−1) = (−1, 1), then xt = 0.25xt−2 + 0.5. Consequently,

uτ∗ = 1 implies ỹt = 1, while uτ∗ = −1 implies ỹt = 0. Recall Table 1, (125), assume

(ut−2, ut−1) = (1, 0) or (ut−2, ut−1) = (−1, 1), if uτ∗ = 1, then ŷt = 1, while if uτ∗ = −1,

then ŷt = 0. Therefore for any uτ∗ (note that uτ∗ 6= 0), ỹt = ŷt. Combined with previous

observations, we see that when ut 6= 0 for infinitely many t ∈ N, there is T ′u ∈ Z+ for any

t ≥ T ′u + 3, ỹt = ŷt.

We conclude that for any u ∈ {0, 1,−1}N, and any |x0| < 2, ỹt 6= ŷt for finitely many

t, and therefore γ = 0 is an observation gain. This completes the proof.
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Intended to be blank.
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5 Control Design based on Finite Memory Observability

In this chapter, we motivate and formulate a control design problem of system (2), and

then propose a procedure to synthesis DFM controllers based on finite memory observabil-

ity.

5.1 Background and Motivation

A natural next step is to look at the controller synthesis of systems (2) that are observ-

able in the sense of (C1), (C2), or (C3). And a common theme in control theory is to design

a control input to stabilize an unstable system around its equilibrium.

However, along this line of reasoning, we quickly encounter some technical challenges.

One of the difficulties associated with finitely quantized inputs is that objectives that are

feasible under analog control become infeasible in this setting. For example, the origin of

system (2) is not stablizable in the traditional sense of Lyapunov under any control input

sequence when matrix A is Schur unstable. This impossibility of stabilizing an unstable

system in the sense of Lyapunov using only quantized state feedback is clearly formulated

in [1]. In particular, the author of [1] show that for any system with an Schur-unstable A

matrix, and any feedback control strategy that is determined by quantized state information,

the set of all initial states whose closed-loop trajectories tend to the origin as time tends to

infinity has Lebesgue measure zero.

Under these circumstances, we shift our attention from the stabilization problem to the

problem of constraint satisfaction and cost minimization. In particular, we consider system

(2) with a Schur-stable matrix A, but the state xt is required to stay within some constraint

set. We formulate a control objective as controlling the system state to stay within the

prescribed constraint set, and optimizing some cost function of the system state and input.

77



5.2 Setup and Problem Statement

In the following, we apply our analysis of finite memory observability (C1) to synthe-

size controllers for a class of systems (2) with state constraints. In particular, we consider

xt+1 = Axt +But, (126a)

yt = Cxt, (126b)

ỹt = Q(yt), (126c)

xt ∈ X , ut ∈ U , ỹt ∈ Y , (126d)

where equations (126a) to (126c) represent system (2) withD being the zero matrix. (126d)

describes the constraints on the system: X ∈ Rn is the constraint on system states, and U ,Y

are the finite input and output sets of the system as stated previously.

In the following, we formulate a first case of control design of system (126). Let xe ∈

Rn be an equilibrium point of (126):

Axe +Bue = xe, for some ue ∈ U . (127)

Remark. Note that system (126) is not “translation invariant", as opposed to LTI systems.

For example, the origin could be continuous for Q, but be discontinuous for Q′, where Q′

is a translation of Q. Due to this reason, we define the equilibrium point of system (126) as

in (127).

Next, we consider the following problem.

Problem 1. Given system (126) and its equilibrium xe, assume that only ỹt is available at

each t ∈ N. Design {ut}∞t=0 ∈ UN such that the following are satisfied:

i. (Constraint Satisfaction) xt ∈ X , for all t ∈ N.
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ii. (Attractivity) limt→∞ xt = xe.

iii. (Cost Optimization)
∑∞

t=0 l(xt, ut) is minimized.

Here l : X × U → R≥0 is a given cost function, and l(xe, ue) = 0.

5.3 A Control Design Procedure

In the following, we make efforts to solve Problem 1. In particular, we propose a control

design, and we also study the conditions under which the proposed design will work. Such

conditions will be stated in terms of the parameters of system (126) and the equilibrium xe.

First, we “translate" the control objectives i) and ii) in Problem 1 into objectives in

terms of ỹt. Let ỹe be

ỹe = Q(Cxe). (128)

And given system (126), for any ỹ ∈ Y , define

Q−1
C (ỹ) = {x ∈ Rn : Q(Cx) = ỹ}. (129)

Essentially, Q−1
C (ỹ) is the inverse image of ỹ under the mapping Q ◦ C (pp. 49, [23]).

Next, we make an assumption on system (126) and the equilibrium xe.

Assumption 1. (Local Attractivity) For any t ∈ N, if xt ∈ Q−1
C (ỹe), and uτ = ue for all

τ ≥ t, then

xτ ∈ X , for all τ ≥ t, (130)

lim
τ→∞

xτ = xe. (131)

Now, we are ready to formulate a sub-problem of Problem 1.

Problem 2. Given system (126) and its equilibrium xe, assume Assumption 1 holds. Find

N ∈ Z+ and {ut}Nt=0 ∈ UN such that uN = ue, ỹN = ỹe, and xt ∈ X , for all 0 ≤ t ≤ N .
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We observe that if {ut}Nt=0 is a solution to Problem 2, then the control input sequence

({ut}Nt=0, ue, ue, . . . ) solves items i) and ii) in Problem 1. To see this, since ỹN = ỹe by

assumption, xN ∈ Q−1
C (ỹe). By Assumption 1, and note that ut = ue for all t ≥ N , we

have xt ∈ X for all t ≥ N , and limt→∞ xt = xe. Consequently, items i) and ii) in Problem

1 are satisfied. Based on this discussion, to solve the first parts of Problem 1, it suffices to

solve Problem 2.

Next, we study the conditions under which Assumption 1 holds. The following ap-

proach and derivation are based on the works on “maximal output admissible sets" [27]

and on backward reachability iterations (pp. 153, [28]).

Given system (126) and its equilibrium xe, and write fe(x) = Ax + Bue, we define a

set X∞ as

X∞ = {x ∈ Rn : x ∈ X , fe(x) ∈ X , fe ◦ fe(x) ∈ X , fe ◦ fe ◦ fe(x) ∈ X , . . . }. (132)

Essentially, X∞ is the maximal positive invariant set corresponding with X . Then, we

propose a result on the conditions under which Assumption 1 holds.

Lemma 3. Given system (126) and its equilibrium xe, assume ρ(A) < 1. IfQ−1
C (ỹe) ⊂ X∞,

then Assumption 1 holds. Moreover, if in addition X is bounded, and xe ∈ int(X ), then

X∞ is finitely determined and can be computed in finite steps.

Remark. In the second part of this Lemma, we characterize the situations under which

we can computationally determine the condition “Q−1
C (ỹe) ⊂ X∞". In other words, the

conditions “X is bounded and xe ∈ int(X )" are not necessary for Assumption 1 to hold.

Proof. Since Q−1
C (ỹe) ⊂ X∞, for any xt ∈ Q−1

C (ỹe), xt ∈ X∞. If uτ = ue for all τ ≥ t,

recall (132), we see that xt+1 ∈ X , xt+2 ∈ X , . . . . Therefore (130) is satisfied. Next,

we observe that for any h ∈ Z+, xt+h − xe = Ah(xt − xe). To see this, for h = 1,

xt+1 − xe = Axt + Bue − xe = A(xt − xe + xe) + Bue − xe = A(xt − xe). Assume

xt+h− xe = Ah(xt− xe) for some h ≥ 1, xt+h+1− xe = Axt+h +Bue− xe = A(Ah(xt−

xe) +xe) +Bue−xe = Ah+1(xt−xe). Therefore xt+h−xe = Ah(xt−xe) for all h ∈ Z+.
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Since ρ(A) < 1, limh→∞A
h = 0, and consequently limh→∞ xt+h − xe = 0. Therefore

(131) holds. We see that Assumption 1 holds.

For the second part of Lemma 3, first we review the term “finitely determined" intro-

duced in [27]. Given t ∈ Z+, we use the notation f (t)
e to denote the t-time composition of

the function fe : f
(t)
e (x) = fe ◦ · · · ◦ fe(x). Next, define set

X t = {x ∈ Rn : x ∈ X , f (k)
e (x) ∈ X for k = 1, . . . , t}.

Then X∞ is said to be finitely determined if for some t ∈ Z+, X∞ = X t.

For any x ∈ Rn, let z = x − xe. Let X̄ = X − xe, then x ∈ X if and only if z ∈ X̄ .

Next, we observe that for any k ∈ Z+,

f (k)
e (x) ∈ X if and only if Akz ∈ X̄ . (133)

Indeed, for k = 1, f (1)
e (x) ∈ X ⇔ Ax+Bue ∈ X . Recall (127), we note that Ax+Bue−

xe = A(z+xe) +Bue−xe = Az. Since Ax+Bue ∈ X ⇔ Ax+Bue−xe ∈ X̄ , we have

f
(1)
e (x) ∈ X ⇔ Az ∈ X̄ . More generally, for any k ∈ Z+, f (k+1)

e (x) ∈ X ⇔ Af
(k)
e (x) +

Bue ∈ X . By the derivation for k = 1, Af (k)
e (x) +Bue ∈ X ⇔ A(f

(k)
e (x)− xe) ∈ X̄ . We

observe that f (k)
e (x)− xe = Ak(x− xe): For k = 1, Ax+Bue− xe = A(x− xe); assume

the equation holds for some k ≥ 1, then f (k+1)
e (x) − xe = A(f

(k)
e (x)) + Bue − xe =

A(f
(k)
e (x)) − Axe = A(f

(k)
e (x) − xe) = Ak+1(x − xe). Consequently, f (k)

e (x) − xe =

Ak(x − xe) holds for all k ∈ Z+. Therefore, A(f
(k)
e (x) − xe) ∈ X̄ ⇔ Ak+1(x − xe) ∈

X̄ ⇔ Ak+1z ∈ X̄ . Therefore for any k ∈ Z+, f (k+1)
e (x) ∈ X ⇔ Ak+1z ∈ X̄ , and (133)

holds.

Next, define set

X̄ t = {z ∈ Rn : z ∈ X̄ , Akz ∈ X̄ for k = 1, . . . , t},

81



then we observe that

X t = X̄ t + xe. (134)

Indeed, recall (133), x ∈ X t ⇔ (x − xe) ∈ X̄ t. Consequently, X t = X̄ t + xe. Similarly,

let X̄∞ = {z ∈ Rn : z ∈ X̄ , Akz ∈ X̄ for k = 1, 2, . . . }, then

X∞ = X̄∞ + xe.

Since xe ∈ int(X ), and X̄ = X − xe, we see that 0 ∈ int(X̄ ). Then there is r > 0

such that Br(0) ⊂ X̄ . Since ρ(A) < 1, limk→∞ ‖Ak‖ = 0. Since X is bounded, X̄ is also

bounded. Therefore, there is τ ∗ ∈ Z+ such that Aτ∗+hx ∈ Br(0) ⊂ X̄ , for all h ∈ N,

and all x ∈ X̄ . Therefore, X̄∞ = X̄ τ∗ . Consequently, X∞ = X τ∗ , and X is finitely

determined.

Next, we introduce a procedure to compute X . Let O0 = X̄ , define

Ok+1 = {z ∈ Rn : Az ∈ Ok}
⋂
Ok, k = 0, 1, 2, . . . (135)

Then we observe that

Ok = X̄ k, ∀ k ∈ Z+.

To see this, for k = 1, z ∈ O1 ⇔ Az ∈ O0, and z ∈ O0. Recall O0 = X̄ , we see that

O1 = X̄ 1. Assume Ok = X̄ k for some k ≥ 1. If z ∈ Ok+1, then z ∈ Ok = X̄ k. Also

Az ∈ X̄ k, therefore Ak(Az) ∈ X̄ . Therefore z ∈ X̄ k+1. If z ∈ X̄ k+1, then Az ∈ X̄ ,

A2z ∈ X̄ , · · · , Ak+1z ∈ X̄ . Therefore Az ∈ X̄ k = Ok, and z ∈ {z ∈ Rn : Az ∈ Ok}.

Note that z ∈ X̄ k+1 ⊂ X̄ k = Ok, we see that z ∈ Ok+1. We see that Ok+1 = X̄ k+1.

We conclude that Ok = X̄ k, for all k ∈ Z+.

The sets Ok (135) can be computed iteratively, and such computations are relatively

straightforward especially when X is a polytope. When Ok+1 = Ok for some k, terminate

the iteration, and we have X∞ = Ok + xe. This completes the procedure of computing

X∞.
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So far, we have transformed Problem 1 to a sub-problem Problem 2. Next, we propose

a first solution to Problem 2. We want to point out that this solution is rather basic and

relatively conservative. Other approaches could be designed later.

The idea of this solution is: Given a system (126) that is (C1), we first make sure xt

stays in X for 0 ≤ t ≤ T . And after T steps, design ut based on the output of the observer

Ŝ, which is identical to ỹt for t ≥ T . We will identify the initial states under which this

approach will work.

Now we start formulation this solution. Recall fe(x) = Ax+Bue, define

R(0) = {x ∈ Rn : x ∈ Q−1
C (ỹe), fe(x) ∈ Q−1

C (ỹe), fe ◦ fe(x) ∈ Q−1
C (ỹe), . . . }. (136)

Essentially, R(0) is the maximal positive invariant set within Q−1
C (ỹe). Similar to X∞, if

ρ(A) < 1, Q−1
C (ỹe) is bounded, and xe ∈ int(Q−1

C (ỹe)), then R(0) is finitely determined

and could be computed.

For any k ∈ Z+, we define the backward reachability sets as

R(1) = {x ∈ X : Ax+Bu ∈ R(0), for some u ∈ U},

R(2) = {x ∈ X : Ax+Bu ∈ R(1), for some u ∈ U},
...

R(k) = {x ∈ X : Ax+Bu ∈ R(k−1), for some u ∈ U}.

(137)

If Assumption 1 holds, by (130), we have R(0) ∈ X . For any x ∈ R(0), Ax + Bue ∈

Q−1
C (ỹe), fe(Ax + Bue) ∈ Q−1

C (ỹe), fe ◦ fe(Ax + Bue) ∈ Q−1
C (ỹe), . . . , therefore Ax +

Bue ∈ R(0). Consequently,R(0) ⊂ R(1).

More generally, we observe that

R(k) ⊂ R(k+1), ∀ k ∈ N. (138)

To see this, we have shown the case k = 0 previously. For k = 1, for any x ∈ R(1),
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Ax + Bu ∈ R(0) ⊂ R(1) for some u ∈ U , therefore x ∈ R(2), and R(1) ⊂ R(2). Assume

R(k−1) ⊂ R(k) for some k ≥ 2, then for any x ∈ R(k), Ax + Bu ∈ R(k−1) ⊂ R(k) for

some u ∈ U , therefore x ∈ R(k+1), andR(k) ⊂ R(k+1). By induction, (138) holds.

GivenR(k) (137) for some k ∈ Z+, and given T ∈ Z+, define set Yc ⊂ Y as: ỹ ∈ Yc if

there is (u0, u1, . . . , uT−1) ∈ UT such that

Q−1
C (ỹ) ⊂ X ,

AQ−1
C (ỹ) +Bu0 ⊂ X ,

A2Q−1
C (ỹ) +Bu1 + ABu0 ⊂ X ,

...

AT−1Q−1
C (ỹ) +

T−2∑
τ=0

AT−2−τBuτ ⊂ X ,

ATQ−1
C (ỹ) +

T−1∑
τ=0

AT−1−τBuτ ⊂ R(k).

(139)

And define

C =
⋃
ỹ∈Yc

Q−1
C (ỹ). (140)

We propose a solution to Problem 2 when system (126) is finite memory observable,

and its initial state x0 satisfies x0 ∈ C.

Assume system (126) is finite memory observable with parameter T (see Definition

3), and let Yc (139) and C (140) be defined corresponding with this T . If x0 ∈ C, then

x0 ∈ Q−1
C (ỹ) for some ỹ ∈ Yc. Let (ū0, ū1, . . . , ūT−1) ∈ UT be such that (139) holds for ỹ.

Let the input ut of system (126) be ut = ūt for 0 ≤ t ≤ T − 1. By (139), we have

xt ∈ X , t = 0, 1, . . . , T − 1,

xT ∈ R(k).
(141)

Since xT ∈ R(k), by (137), there is (u1, u2, . . . , uk) ∈ Uk such that if the input ut of system
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(126) satisfies ut+T = ut+1 for 0 ≤ t ≤ k − 1, then

xT+1 ∈ R(k−1),

xT+2 ∈ R(k−2),

...

xT+k ∈ R(0).

(142)

Note thatR(0) ⊂ Q−1
C (ỹe), andR(i) ⊂ X for i = 0, . . . , k, we see that

xt ∈ X , t = T + 1, T + 2, . . . , T + k,

ỹT+k = ỹe.
(143)

Next, we determine (u1, u2, . . . , uk) based on the finite memory observability of system

(126).

Figure 5: A copy of the observer for predictive control.

In the above figure, P represents system (126) which is finite memory observable. Then

there is an observer Ŝ (5) such that for any u ∈ UN, ŷt = ỹt for all t ≥ T . Note that for

system (126), ỹt = Q(Cxt), therefore we observe that the output ŷt of Ŝ can be written as

ŷt = g(qt) instead of ŷt = g(qt, ut). Indeed, for any t ≥ T , ỹt = ŷt = g(qt, ut) for any

ut ∈ U by assumption. Since ỹt does not depend on ut, we see that g(qt, u) = g(qt, u
′) for

any u, u′ ∈ U . Therefore we let ŷt = g′(qt) = g(qt, u) for some u ∈ U , and this ŷt also
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satisfies ỹt = ŷt for all t ≥ T . We conclude that there is an observer Ŝ described by

qt+1 = f(qt, ut, ỹt),

ŷt = g(qt),
(144)

such that for any u ∈ UN, ŷt = ỹt for all t ≥ T .

As shown in Figure 5, we define a “copy" Ŝ ′ of Ŝ described as

q′t+1 = f(q′t, u
′
t, ŷ
′
t), t ≥ T

ŷ′t = g(q′t), t ≥ T,

q′T = qT ,

(145)

where f, g are the same functions as in (144). We observe that

If u′t = ut for all t ≥ T, then q′t = qt, ŷ
′
t = ỹt, for all t ≥ T. (146)

To see this, at t = T , ŷ′T = g(q′T ) = g(qT ) = ŷT . By the definition of finite memory

observability, ŷT = ỹT . Therefore (146) holds for t = T . Assume (146) holds for some

t ≥ T , at t + 1, q′t+1 = f(q′t, u
′
t, ŷ
′
t) = f(qt, ut, ỹt) = f(qt, ut, ŷt) = qt+1, therefore

q′t+1 = qt+1. ŷ′t+1 = g(q′t+1) = g(qt+1) = ŷt+1 = ỹt+1, therefore (146) holds for t + 1. By

induction, (146) holds for all t ≥ T .

Based on (146), we see that for any k ∈ Z+,

If u′t = ut for T ≤ t ≤ T + k − 1, then q′t = qt, ŷ
′
t = ỹt, for T ≤ t ≤ T + k − 1. (147)

Recall (142), there is (u1, u2, . . . , uk) ∈ Uk such that if the input ut of system (126)

satisfies ut+T = ut+1 for 0 ≤ t ≤ k − 1, then ỹT+k = ỹe. By (147), if u′t+T = ut+T = ut+1

for 0 ≤ t ≤ k − 1, then q′t+T−1 = qt+T−1, ŷ
′
t+T−1 = ỹt+T−1. Recall (144), (145), q′T+k =
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qT+k. Consequently, we have

ŷ′T+k = ŷT+k = ỹT+k = ỹe. (148)

We conclude that there is (u1, u2, . . . , uk) ∈ Uk such that if the input u′t of system (145)

satisfies u′t+T = ut+1 for 0 ≤ t ≤ k − 1, then ŷ′T+k = ỹe.

Next, we begin to determine the input ut of system (126) for T ≤ t ≤ T + k − 1.

First, let ut for t = 0, 1, . . . , T − 1 be chosen such that (141) is satisfied. At t = T −

1, qT = f(qT−1, uT−1, ỹT−1) can be determined. Then q′T is also determined. Given Ŝ ′

(145), calculate the output ŷ′t of Ŝ ′, when {u′t}T+k−1
t=T assumes all possible values in Uk. By

the previous discussion, there is a set of input segments ω1, ω2, . . . , ωj ∈ Uk (1 ≤ j ≤

|U|k) such that when {u′t}T+k−1
t=T = ωi for any 1 ≤ i ≤ j, ŷ′T+k = ỹe. Consequently, if

{ut}T+k−1
t=T = ωi for any 1 ≤ i ≤ j, then ỹT+k = ỹe. Note that ω1, ω2, . . . , ωj can be

computed at time t = T − 1.

So far, we have formulated a method to determine {ut}T+k−1
t=T at t = T − 1 such that

ỹT+k = ỹe.

However, for any ωi, 1 ≤ i ≤ j, when {ut}T+k−1
t=T = ωi, the requirement “xt ∈ X for

t = T + 1, . . . , T + k" may or may not be satisfied. Therefore, to address this requirement,

we need to modify this method in the following.

Given system (126), recall (129), define

YX = {ỹ ∈ Y : Q−1
C (ỹ) ⊂ X}. (149)

If Assumption 1 holds, then Q−1
C (ỹe) ⊂ X , and therefore YX is non-empty.

For system (126), if ỹt ∈ YX , then xt ∈ Q−1
C (ỹt) ⊂ X . Therefore, for any t ∈ N,

ỹt ∈ YX ⇒ xt ∈ X . (150)
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Next, define

X ′ = {x ∈ X : Q−1
C (Q(Cx)) ⊂ X}. (151)

Then for any x ∈ X ′, Q(Cx) ∈ Y , and Q−1
C (Q(Cx)) ⊂ X . Recall (149), we see that

x ∈ X ′ ⇒ Q(Cx) ∈ YX . (152)

If Assumption 1 holds, then Q−1
C (ỹe) ⊂ X . For any x ∈ Q−1

C (ỹe), Q−1
C (Q(Cx)) =

Q−1
C (ỹe) ⊂ X . Therefore x ∈ X ′, and we see that Q−1

C (ỹe) ∈ X ′. Recall (136), we have

R(0) ⊂ X ′. (153)

Similar to (137), define

R′(1) = {x ∈ X ′ : Ax+Bu ∈ R(0), for some u ∈ U},

R′(2) = {x ∈ X ′ : Ax+Bu ∈ R′(1), for some u ∈ U},
...

R′(k) = {x ∈ X ′ : Ax+Bu ∈ R′(k−1), for some u ∈ U}.

(154)

Essentially, in the above definition, we change “X " in (137) to “X ′".

Correspondingly, define set Y ′c ⊂ Y as: ỹ ∈ Y ′c if there is (u0, u1, . . . , uT−1) ∈ UT such

that
Q−1
C (ỹ) ⊂ X ,

AQ−1
C (ỹ) +Bu0 ⊂ X ,

A2Q−1
C (ỹ) +Bu1 +Bu0 ⊂ X ,

...

AT−1Q−1
C (ỹ) +

T−2∑
τ=0

AT−2−τBuτ ⊂ X ,

ATQ−1
C (ỹ) +

T−1∑
τ=0

AT−1−τBuτ ⊂ R′(k).

(155)
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And define

C ′ =
⋃
ỹ∈Y ′c

Q−1
C (ỹ). (156)

Recall (141), we see that if x0 ∈ C ′, then there is (ū0, ū1, . . . , ūT−1) ∈ UT such that when

the input ut of system (126) is ut = ūt for 0 ≤ t ≤ T − 1, then

xt ∈ X , t = 0, 1, . . . , T − 1,

xT ∈ R′(k).
(157)

Recall (142), note that R′(j) ⊂ X ′ for 1 ≤ j ≤ k, and recall (152), we see that there is

(u1, u2, . . . , uk) ∈ Uk such that if the input ut of system (126) satisfies ut+T = ut+1 for

0 ≤ t ≤ k − 1, then

ỹt ∈ YX , t = T + 1, . . . , T + k,

ỹT+k = ỹe.
(158)

Next, we determine the input ut of system (126) for T ≤ t ≤ T + k − 1. If x0 ∈ C ′, let

ut for t = 0, 1, . . . , T − 1 be chosen such that (157) is satisfied. Consider Ŝ ′ (145), then at

t = T − 1, q′T = qT is determined. By (158), (147), (148), there is a set of input segments

ω1, ω2, . . . , ωj
′ ∈ Uk (1 ≤ j′ ≤ |U|k) such that if {u′t}T+k−1

t=T = ωi for any 1 ≤ i ≤ j′, then

ŷ′t ∈ YX , t = T + 1, . . . , T + k,

ŷ′T+k = ỹe.
(159)

Again, note that ω1, ω2, . . . , ωj
′ can be computed at time t = T − 1.

For any i ∈ {1, . . . , j′}, let the input of system (126) be {ut}T+k−1
t=T = ωi, then by (147),

(148), (159), we have

ỹt ∈ YX , t = T + 1, . . . , T + k,

ỹT+k = ỹe.
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Recall (150), we see that

xt ∈ X , t = T + 1, . . . , T + k,

ỹT+k = ỹe.
(160)

So far, we have computed the input ut of system (126) for t = T, . . . , T + k − 1. For

0 ≤ t ≤ T − 1, given ỹ0 ∈ Y ′c, recall (155), there is a set of input segments ν1, ν2, . . . , νl ∈

UT (1 ≤ l ≤ |U|T ) such that

xt ∈ X , t = 0, . . . , T,

xT ∈ R′(k).
(161)

Note that ν1, ν2, . . . , νl can be computed at t = 0.

For Problem 2, let N = T + k, for any i1 ∈ {1, . . . , l}, i2 ∈ {1, . . . , j′}, let

{ut}T−1
t=0 = νi1 , {ut}T+k−1

t=T = ωi2 , uT+k = ue, (162)

recall (161), (160), we see that Problem 2 is solved for all x0 ∈ C ′.

In addition, assumeQ−1
C (ỹe) bounded,Q−1

C (ỹe) ∈ X∞, xe ∈ int(Q−1
C (ỹe)), and ρ(A) <

1. In (155), let (u0, u1, . . . , uT−1) = (ue, . . . , ue), choose T large enough (note that finite

memory observability holds for all T larger than the parameter “T” of system (126)), and

realize that 0 ∈ int(R(0)) ⊂ int(R′(k)), we see that ỹe ∈ Y ′c.

We conclude the control design based on finite memory observability as follows:

Theorem 10. Given system (126) and its equilibrium xe, assume ρ(A) < 1, X is bounded,

Q−1
C (ỹe) ⊂ X∞, xe ∈ int(Q−1

C (ỹe)), and system (126) is (C1). Then for all x0 ∈ C ′, where

C ′ 6= ∅, Problem 1 has a solution, and it can be computed according to the procedure stated

in this section.

Remark. The input segments ω1, . . . ωj
′ and ν1, . . . , νl can be computed offline: Compute

ν1, . . . , νl for all ỹ ∈ Y , and ω1, . . . ωj
′ for all q ∈ Q according to the dynamics of Ŝ ′,
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where Q is the state space of Ŝ ′. Then the online controller can simply use a table-lookup.

The cost optimization of Problem 1 can be implemented by choosing an appropriate

(i1, i2) ∈ {1, . . . , l}×{1, . . . , j′} that minimize a reformulated cost function, which corre-

sponds to the quantized output ỹt instead of xt.

Remark. A conservatism of this approach is that the designed control input ut for 0 ≤ t ≤

T −1 is determined only by the initial observation ỹ0. This corresponds to a static feedback

law. A less conservative approach could be that for 0 ≤ t ≤ T − 1, ut is determined by

(ỹ0, ỹ1, . . . , ỹt).
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Intended to be blank.
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6 On Initialization of DFM Approximations

In this chapter, we continue to study DFM approximations for systems over finite al-

phabets. In particular, we focus on improving an input-output construction of finite state

ρ/µ approximation proposed in [12], by seeking to build such approximations using fewer

states. We propose a necessary and sufficient condition for simplifying the initialization

process of the input-output construction of ρ/µ approximations without incurring a loss in

performance. We give an alternative characterization of this necessary and sufficient con-

dition for a specific class of systems with linear internal dynamics. For instances where

this necessary and sufficient condition is not satisfied, we present an alternate initialization

process leading to approximations with fewer states than those resulting from the exist-

ing construction in [12]. The work presented in this section has been previously reported

in [29].

6.1 Preliminaries: Finite State ρ/µ Approximations

6.1.1 Existing Input/Output Construction

Consider a discrete-time system P described by:

xt+1 = f(xt, ut), (163a)

yt = g(xt), (163b)

where t ∈ N is the time index, xt ∈ Rn is the state, ut ∈ U is the input, yt ∈ Y is the

output, and f, g are functions f : Rn → Rn and g : Rn → Y . We enforce that the input ut

and the output yt take finitely many values in sets U and Y respectively. Therefore P is a

“system over finite alphabets" as defined in [7].
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Figure 6: Finite state approximation.

In Figure 6, P represents the system to be approximated, and Ŝi represents the finite

state ρ/µ approximation of P . Given a plant P , a sequence of approximations {Ŝi}∞i=1 can

be constructed, and Ŝi is the ith element of this sequence.

Ŝi is a finite state ρ/µ approximation of system (163), which is described by:

qt+1 = φ(qt, ut, yt) (164a)

ŷt = θ(qt) (164b)

where t ∈ N, qt ∈ Q for some finite set Q, ut ∈ U , yt ∈ Y , ŷt ∈ Y , and φ, θ are functions

φ : Q×U ×Y → Q and θ : Q×U → Y . i ∈ Z+ is a parameter of Ŝi. As shown in Figure

6, Ŝi has for its inputs both the input ut and the output yt of system (163), and generates

ŷt as an estimate of yt. We enforce that there is no direct feedthrough from yt to ŷt (see

(164b)), therefore ŷt and yt cannot be trivially matched. We require the state-spaceQ of Ŝi

be of finite cardinality.

In this section, we will describe the finite state-space Q and the transition function φ.

We refer to [12] for more details such as the construction of function θ.

In order to describe Q, we first introduce the following definition:

Definition 5. Given system (163), use fu(x) to denote f(x, u). For any j ∈ Z+, let q =

(y1, y2 . . . yj, u1, u2 . . . uj) ∈ Yj ×U j . We say that q is feasible if there exists x ∈ Rn such
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that
yj = g(x)

yj−1 = g(fuj(x))

yj−2 = g(fuj−1
◦ fuj(x))

...

y1 = g(fu2 ◦ fu3 ◦ · · · ◦ fuj−1
◦ fuj(x))

(165)

are satisfied.

Essentially, q is feasible if and only if q consists of segments of some input and output

sequences of system (163), namely q = (yt−1, yt−2 . . . yt−j, ut−1, ut−2 . . . ut−j) for some

input sequence {ut} and output sequence {yt} of (163).

Remark. For j = 1, every element q in Y × U is feasible.

Now we are ready to describe the state-space Q of Ŝi.

State Set: For the setup in Figure 6, the finite state-space Q of Ŝi is defined as:

Q = QF ∪QI ∪ {qo, q∅} (166)

where

QF = {q ∈ Y i × U i|q is feasible} (167)

and

QI =
i−1⋃
j=1

{q ∈ Yj × U j|q is feasible} (168)

and qo, q∅ are two symbolic elements.

Next, we define the state transition function φ of Ŝi.

State Transition Function: For the setup in Figure 6, the function φ : Q×Y ×U → Q is

defined as:

For any q ∈ Q, y ∈ Y , u ∈ U ,

B If q = qo, then

φ(q, y, u) = (y, u). (169)
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B If q = q∅, then

φ(q, y, u) = q∅. (170)

B If q ∈ QI , write q = (y1, y2 . . . yj, u1, u2 . . . uj), where 1 ≤ j ≤ i − 1, and let q̄ =

(y, y1, y2 . . . yj, u, u1, u2 . . . uj), then

φ(q, y, u) =

 q̄, if q̄ ∈ QI ∪QF

q∅, otherwise
(171)

B If q ∈ QF , write q = (y1, y2 . . . yi, u1, u2 . . . ui), and let

q̄ = (y, y1, y2 . . . yi−1, u, u1, u2 . . . ui−1), then

φ(q, y, u) =

 q̄, if q̄ ∈ QF

q∅, otherwise
(172)

Lastly, we require that the initial state of Ŝi be fixed.

Fixed Initial Condition: For the setup in Figure 6, at t = 0 the initial state q0 of Ŝi satisfies:

q0 = qo.

Up to this point, we have defined the state space and the state transitions of Ŝi. As a

result, given any input sequence {ut} and output sequence {yt} of system (163), we are

able to determine the state qt of Ŝi for all t ∈ N.

6.1.2 Initialization

We next describe the initialization process of Ŝi: At t = 0, Ŝi starts at a fixed initial

state qo; for t = 1, 2, . . . , i − 1, Ŝi adds the input ut and the output yt into its state at

each time increment. After i steps, the initialization process is complete and the state qi

of Ŝi corresponds to the previous i steps of the input and output of the plant P , namely

qi = (yi−1, yi−2 . . . y0, ui−1, ui−2 . . . u0).
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One issue with this initialization process is that it requires additional states be added to

the state-spaceQ of Ŝi. Specifically,QI in (166) will never be visited after the initialization

process: qt /∈ QI for all t ≥ i. In an application of ρ/µ approximation to a water tank

model [30], the size of QI is roughly a third of the size of Q, and is thus significant.

Since the number of states, or the “memory" of the approximation, directly impacts the

complexity of the associated control design procedure as well as the implementation of the

resulting controller, it is imperative to keep the size of Q as small as possible.

6.2 Problem Statement

We notice that a straightforward approach to potentially reduce the size of Q is as

follows: Initialize Ŝi at an arbitrary state q0 in QF . If after i steps, the state qi corresponds

to the sequence (yi−1, yi−2 . . . y0, ui−1, ui−2 . . . u0), then we can remove QI from Q and

still achieve the same approximation quality for t ≥ i. We want to identify the instances of

system (163) this straightforward approach will work.

Before posing the problem of interest, we make the following observation:

Observation 2. Given a system P (163) and its finite state ρ/µ approximation Ŝi as con-

structed in Section 6.1. For any input sequence u, any x0 ∈ Rn and any q0 ∈ Q, if qi ∈ QF ,

then qi = (yi−1, yi−2 . . . y0, ui−1, ui−2 . . . u0), where uk and yk are the input and output of

P at time t = k, 0 ≤ k ≤ i− 1.

To see that Observation 2 holds, first note that qi ∈ QF implies that qi−1 ∈ QF ∪ QI .

Consequently qk ∈ QF ∪ QI for all 1 ≤ k ≤ i. From the definition of the transition

function φ, we see that the pair (yk, uk) is stored in qk+1 for all 0 ≤ k ≤ i − 1. We also

note that during the first i time increments, (yk, uk) get shifted at most i − 1 times within

{qk}ik=1. Therefore qi = (yi−1, yi−2 . . . y0, ui−1, ui−2 . . . u0).

With the straightforward approach to reduce Q and Observation 2 in mind, we formu-

late the problem of interest as follows:

Problem 3. Given system (163) and its finite state ρ/µ approximation Ŝi, constructed as
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described in Section 6.1. Consider the statement:

q0 ∈ QF ⇒ qi ∈ QF , (173)

under what conditions on system (163) does (173) hold for any input sequence u ∈ UZ+

and any x0 ∈ Rn?

Remark. We will first discuss Problem 3 in the general context of system (163), and we

will propose a set of specific results for system (2) with m = p = 1.

6.3 Conditions for Simplifying the Initialization Process

In this section we state our technical results regarding Problem 3. First, we propose a

necessary and sufficient condition for system (163) such that (173) holds.

Lemma 4. Given a system (163) and its finite state ρ/µ approximation Ŝi as constructed in

Section 6.1. (173) holds for any input sequence u ∈ UZ+ and any x0 ∈ Rn if and only if

QF = Y i × U i.

Proof. For the forward implication, assume that q0 ∈ QF implies qi ∈ QF for any input

sequence u and any x0. Then particularly q1 6= q∅, otherwise qi = q∅ and q∅ /∈ QF . Since

q1 = φ(q0, y0, u0). Let y0 = y, u0 = u, and write q0 = (y1, y2 . . . yi, u1, u2 . . . ui), and let

q̄ = (y, y1, y2 . . . yi−1, u, u1, u2 . . . ui−1), then q̄ ∈ QF holds for any q0 ∈ QF , any y ∈ Y

and u ∈ U . Consider any q ∈ Y i × U i, write q = (ỹ1, ỹ2 . . . ỹi, ũ1, ũ2 . . . ũi), then for any

q0 = (y1, y2 . . . yi, u1, u2 . . . ui).

Let y0 = ỹi, u0 = ũi, then (ỹi, y1, y2 . . . yi−1, ũi, u1, u2 . . . ui−1) ∈ QF . Next, let

y0 = ỹi−1, u0 = ũi−1, and let q0 = (ỹi, y1, y2 . . . yi−1, ũi, u1, u2 . . . ui−1) ∈ QF , then

(ỹi−1, ỹi, y1, y2 . . . yi−2, ũi−1, ũi, u1, u2 . . . ui−2) ∈ QF . Repeat this argument i times, we

have q ∈ QF . Since q is arbitrary, Y i × U i ⊂ QF . By the definition of QF (167), we

conclude QF = Y i × U i.

For the backward implication, assume that QF = Y i × U i. For any q0 ∈ QF , y0 ∈ Y

and u0 ∈ U , by (172) we see that q1 ∈ QF . Assume that qk ∈ QF for some 1 ≤ k ≤ i− 1,
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then for any yk ∈ Y and uk ∈ U , q̄ ∈ Y i × U i = QF . Therefore qk+1 ∈ QF . By

mathematical induction, we have qi ∈ QF .

Next, we propose a sufficient condition, and a necessary condition stated in terms of

the properties and parameters of system (2) with m = p = 1.

Theorem 11. Given a system (2) with m = p = 1 and its finite state ρ/µ approximation Ŝi

as constructed in Section 6.1. If the pair (C,A) is observable and i ≤ n, then (173) holds

for any input sequence u ∈ UZ+ and any x0 ∈ Rn.

Proof. We first consider the case i = n. We will show that every element in Yn × Un is

feasible.

For any q ∈ Yn × Un, write q = (y1, y2 . . . yn, u1, u2 . . . un). By the axiom of choice

(pp.26, [31]), there exist ȳ1, ȳ2, . . . , ȳn ∈ R such that

Q(ȳk) = yk, for all 1 ≤ k ≤ n. (174)

Let q̄ = (ȳ1, ȳ2 . . . ȳn, u1, u2 . . . un) ∈ R2n, define x ∈ Rn as:

x = Θ−1[I −M ]q̄ (175)

where the matrix Θ is defined as:

Θ =


CAn−1

CAn−2

...

C


(176)
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and the upper-triangular matrix M is defined as:

M =



D CB CAB · · · CAn−2B

. . . . . . . . . ...
. . . . . . CAB

. . . CB

D


(177)

We see that Θ is invertible by the assumption (C,A) being observable.

Within the scope of this derivation of Theorem 11, we use “u′t" to denote “ut" , “y′t" to

denote “yt", and “ỹ′t" to denote “ỹt" for system (2) in order to avoid overwriting notations

with that of q used.

From the solution of LTI systems, we have:

y′t = CAtx0 +
t−1∑
τ=0

CAt−1−τBu′τ +Du′t (178)

Let t = 0, 1, . . . , n− 1, and stack the above equation, we have:


y′n−1

...

y′0

 = Θx0 +M


u′n−1

...

u′0

 (179)

Let x0 = x, where x is defined in (175), and let (u′n−1, u
′
n−2 . . . u

′
0) = (u1, u2, . . . un).

Then the preceding equation becomes:


y′n−1

...

y′0

 = ΘΘ−1[I −M ]q̄ +M [0n×n I]q̄

= [I 0n×n]q̄

(180)
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Or equivalently, (y′n−1, y
′
n−2 . . . y

′
0) = (ȳ1, ȳ2 . . . ȳn).

By (174) and (2c), we have (ỹ′n−1, ỹ
′
n−2 . . . ỹ

′
0) = (y1, y2 . . . yn). Comparing this with

the definition of feasibility in (165), we see that q ∈ Yn×Un is feasible with the choice of

x defined in (175). Since q is chosen arbitrarily, we conclude that QF = Y i × U i .

Next we show that for i < n, QF = Y i × U i also holds. For any q ∈ Y i × U i, write

q = (y1, y2 . . . yi, u1, u2 . . . ui), and choose any y ∈ Y and u ∈ U . Let q′ be an element in

Yn × Un and q′ = (y, y . . . y, y1, y2 . . . yi, u, u . . . u, u1, u2 . . . ui). Then q′ is feasible since

QF = Yn × Un. Particularly, the first i equations in (165) holds, therefore q is feasible.

Finally, we conclude that QF = Y i × U i for all i ≤ n. By Lemma 4, q0 ∈ QF implies

qi ∈ QF for any input sequence u and any x0 ∈ Rn.

Next, we propose a necessary condition for simplifying the initialization process for

system (2).

Theorem 12. Given a system (2) with m = p = 1, 0 ∈ U , |Y| > 1, and its finite state

ρ/µ approximation Ŝi as constructed in Section 6.1. If (173) holds for any input sequence

u ∈ UZ+ and any x0 ∈ Rn, then i ≤ n.

Remark. In Lemma 4,QF = Y i×U i requires that every sequence of length 2i in Y i×U i

be feasible, which can be quite restrictive in general, particularly when i is large.

In order to prove Theorem 12, we first derive the following Lemma, which will be

instrumental in the derivation of Theorem 12.

Lemma 5. For any collection of vectors in Rn: {vi}2n

i=1, vi ∈ Rn, if for any (s1, s2, . . . , sn) ∈

{−1, 1}n, there exists vi = [v1
i v2

i . . . vni ]T , such that for all 1 ≤ k ≤ n,

 vki < 0, if sk = −1,

vki > 0, if sk = 1,
(181)

then span({vi}2n

i=1) = Rn.

Proof. (Lemma 5)

Clearly span({vi}2n

i=1) ⊂ Rn, therefore we only need to show Rn ⊂ span({vi}2n

i=1).
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We first show that e1 = [1 0 . . . 0]T is in span({vi}2n

i=1). By assumption, there exists

vi = [v1
i v2

i . . . vni ]T and vj = [v1
j v2

j . . . vnj ]T such that

vki > 0, for all 1 ≤ k ≤ n

and
vkj > 0, for all 1 ≤ k ≤ n− 1

vnj < 0

Let w1 = vni ·vj +(−vnj ) ·vi, then w1 ∈ span({vi}2n

i=1). Write w1 = [w1
1 w2

1 . . . wn1 ]T ,

then
wk1 > 0, for all 1 ≤ k ≤ n− 1

wn1 = 0

By a similar argument, there exists w2 ∈ span({vi}2n

i=1) that satisfies:

wk2 > 0, for all 1 ≤ k ≤ n− 2

wn−1
2 < 0,

wn2 = 0

where w2 = [w1
2 w2

2 . . . wn2 ]T . Next we define w3 = (−wn−1
2 ) · w1 + wn−1

1 · w2. Write

w3 = [w1
3 w2

3 . . . wn3 ]T , then

wk3 > 0, for all 1 ≤ k ≤ n− 2

wn−1
3 = wn3 = 0

Repeat this process until we get [w 0 . . . 0] ∈ span({vi}2n

i=1) with w > 0. Therefore

e1 = [1 0 . . . 0]T ∈ span({vi}2n

i=1).

By re-ordering, we can repeat the above process for any ei = [0 . . . 0 1 . . . 0]T , where

{ei}ni=1 is the standard basis of Rn. We conclude that ei ∈ span({vi}2n

i=1) for all 1 ≤ i ≤ n,

and Rn = span({vi}2n

i=1).

102



Now we are ready to show Theorem 12.

Proof. (of Theorem 12)

We will prove by contradiction. Particularly, if we can show that QF 6= Y i × U i for all

i > n, then by Lemma 4, we see that Theorem 12 holds.

Since q0 ∈ QF implies qi ∈ QF for any input sequence u and any x0 ∈ Rn, by Lemma

4, QF = Y i × U i. We assume i ≥ n+ 1, any q ∈ Yn × Un and any q′ ∈ Yn+1 × Un+1 are

feasible (this indication is discussed in the proof of Theorem 11).

First, if CAn = 01×n, then there exist q ∈ Yn+1 × Un+1 is not feasible (consider the

input is identically zero for t ∈ N and investigate the output at t = n). Therefore, we only

consider the case where CAn 6= 01×n for the remainder of the derivation of Theorem 12.

Let b ∈ R be a point where the quantizer Q(·) is discontinous. The existence of b

is guaranteed by |Y| > 1. Next, choose α, β ∈ Y such that sup{Q−1(α)} ≤ b and

inf{Q−1(β)} ≥ b. Since any q ∈ Yn ×Un is feasible, then any q ∈ {α, β}n × {0}n is also

feasible. By the definition of feasibility (165), the dynamics of system (2) and the input and

output relations expressed in (179), we conclude that for any (s1, s2, . . . , sn) ∈ {−1, 1}n,

there exists x ∈ Rn such that for all 1 ≤ k ≤ n,

 CAk−1x < b, if sk = −1,

CAk−1x ≥ b, if sk = 1.
(182)

In the above equation, we use “≥" because Q(·) is right-continuous. In order to invoke

Lemma 5, we need to replace “≥" with “>". Given any (s1, s2, . . . , sn) ∈ {−1, 1}n, let

x ∈ Rn be the vector that satisfies (182), then define index set I as:

CAk−1x = b, for all k ∈ I (183)

If I is nonempty and b 6= 0, let

x′ = (1 + ε
b

|b|
)x (184)
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Then we can choose ε > 0 and ε sufficiently small, such that:

CAk−1x′ > b, for all k ∈ I, (185)

and  CAk−1x < b, if sk = −1,

CAk−1x > b, if sk = 1,
for all k ∈ {1, . . . , n} \ I. (186)

If I is nonempty and b = 0, by (182), there exist x̄ ∈ Rn such that

CAk−1x̄ < b, for all k ∈ I

Let

x′ = x+ (−ε)x̄,

then we can choose ε > 0 and ε sufficiently small, such that (185) and (186) are also

satisfied.

We conclude that: For any (s1, s2, . . . , sn) ∈ {−1, 1}n, there exists x ∈ Rn such that

 CAk−1x < b, if sk = −1,

CAk−1x > b, if sk = 1.
(187)

Next we divide this derivation into two cases.

Case A (C,A) Observable

If the pair (C,A) is observable, define x∗ ∈ Rn as:

x∗ =


C

CA

...

CAn−1



−1 
b

b

...

b


(188)
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then

CAk−1x∗ = b, for all 1 ≤ k ≤ n (189)

Since |{<,≥}n| = |{1, . . . , 2n}|, let function

h : {1, . . . , 2n} → {<,≥}n (190)

be a bijection. Next define a collection of sets {Sj}2n

j=1 as: For any j ∈ {1, . . . , 2n}, write

h(j) = (s1, s2, . . . , sn), then

Sj = {x ∈ Rn : CAk−1x sk b, for all 1 ≤ k ≤ n} (191)

We claim that

S◦j 6= ∅, for all 1 ≤ j ≤ 2n. (192)

To see this, by (187), it suffice to show that x (187) is in the interior of the corresponding set

Sj . Particularly, for any Sj , there exist x ∈ Sj and x satisfy (187). Then either CAkx < b

or CAkx > b for any 0 ≤ k ≤ n− 1. Let δk = |CAkx− b|, then δk > 0. Let

εk =
δk

2‖CAk‖
(193)

Then for any y ∈ Bεk(x),

CAky − b = CAk(y − x+ x)− b

= CAk(y − x) + CAkx− b
(194)

Since
|CAk(y − x)| ≤ ‖CAk‖‖y − x‖

< ‖CAk‖εk

= δk/2

(195)
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By (194) and (195), we see that CAky − b and CAkx− b have the same sign. Let

ε = min{εk : 0 ≤ k ≤ n− 1} (196)

then Bε(x) ⊂ Sj , therefore x ∈ S◦j and S◦j 6= ∅.

Next, we claim that there exist j+, j− ∈ {1, . . . , 2n} such that

CAnx > CAnx∗, for all x ∈ S◦j+

and CAnx < CAnx∗, for all x ∈ S◦j−
(197)

We show this by contradiction: Assume that ∀j ∈ {1, . . . , 2n}, there exist zj ∈ S◦j such

that

CAnzj = CAnx∗ (198)

Notice that for all j, CAkzj 6= b for all 0 ≤ k ≤ n − 1. Otherwise, for any ε > 0, we can

find two points u, v ∈ Bε(zj) such that:

CAku < b and CAkv > b (199)

therefore zj is a boundary point of Sj , which contradicts with zj ∈ S◦j .

Next, we define a collection of vectors {vj}2n

j=1:

vj =


C

CA

...

CAn−1


(zj − x∗) (200)

then {vj}2n

j=1 satisfy (181), by Lemma 5, span({vj}2n

j=1) = Rn. For any z ∈ Rn, then exist
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coefficients (α1, . . . , α2n) ∈ R2n such that:


C

CA

...

CAn−1


z =

2n∑
j=1

αjvj

this indicates

z =
2n∑
j=1

αj(zj − x∗)

therefore span({zj − x∗}2n

j=1) = Rn. For any z ∈ Rn, from the above equation and (198)

CAnz =
2n∑
j=1

αj(CA
nzj − CAnx∗) = 0

This contradicts with the condition that CAn 6= 01×n as stated in the beginning of this

derivation. Therefore the assumption (198) is false, and we conclude: There exist j ∈

{1, . . . , 2n}, such that for all x ∈ S◦j

CAnx 6= CAnx∗ (201)

We observe that if CAnx > CAnx∗ for some x ∈ S◦j , then CAnx > CAnx∗ for all

x ∈ S◦j . To see this, assume CAny < CAnx∗ for some y ∈ S◦j , then we can show that

S◦j is a convex set, therefore the line segment connecting x and y lies in S◦j . Since the line

segment is compact, and the function l(x) = CAnx is continuous, there exist z ∈ S◦j such

that CAnz = CAnx∗, which contradicts with (201).

From (201), for the particular j, we see that there exist j̄ ∈ {1, . . . , 2n} such that:

S◦j̄ = {x ∈ Rn : x = 2x∗ − y, y ∈ S◦j } (202)

Finally we observe that {j, j̄} = {j+, j−}, where j+, j− are defined in (197), and conse-
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quently the claim (197) holds.

Next, we claim that there exist j+, j− ∈ {1, . . . , 2n} such that

CAnx ≥ CAnx∗, for all x ∈ Sj+

and CAnx ≤ CAnx∗, for all x ∈ Sj−
(203)

Comparing (197) and (203), we see that it suffice to show: For any j ∈ {1, . . . , 2n}, any

point in x ∈ Sj can be approached by a sequence of points in S◦j , namely there exist

{xk}∞k=1 such that

lim
k→∞

xk = x, and {xk}∞k=1 ⊂ S◦j (204)

If x ∈ S◦j , then the above is evident. Therefore we only consider the case when x is a

boundary point of Sj . From (196) and (199), x is a boundary point of Sj if and only if

CAkx = b, for some k ∈ {0, . . . , n− 1} (205)

Then from equations (183) through (187), we can construct a sequence of points that satisfy

(204). Consequently the claim regarding (203) holds.

Recall that b ∈ R is a point where the quantizer Q(·) is discontinous. α, β ∈ Y satisfy

sup{Q−1(α)} ≤ b and inf{Q−1(β)} ≥ b. And by assumption any q ∈ {α, β}n+1×{0}n+1

is feasible. Next we define a correspondence between the sets {Sj} and {α, β}n × {0}n,

where {α, β}n × {0}n ⊂ Yn × Un.

Given any j ∈ {1, . . . , 2n}, let h(j) = (s1, . . . , sn), where function h is defined in

(190). Let a function q(j) = (q1, . . . , qn, 0, . . . , 0) ∈ {α, β}n × {0}n satisfy:

qk =

 α, if sk is <

β, if sk is ≥
(206)

Next, if b ≤ CAnx∗, then let q(j+) = (q1, . . . , qn, 0, . . . , 0) where j+, q(·) are defined

in (203), (206) respectively. Consider q = (α, q1, . . . , qn, 0, . . . , 0) ∈ Yn+1 × Un+1. If
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q is feasible, then the corresponding state x (165) is in the set Sj+ and CAnx < b. This

implies that there exist x ∈ Sj+ such that CAnx < CAnx∗, which contradicts with (203).

If b > CAnx∗, let q(j−) = (q1, . . . , qn, 0, . . . , 0) where j− is defined in (203). Let q =

(β, q1, . . . , qn, 0, . . . , 0) ∈ Yn+1 × Un+1, then there exist x ∈ Sj− such that CAnx >

CAnx∗, which contradicts with (203). In both cases, we can find an element q in Yn+1 ×

Un+1 that is not feasible. This contradicts with the assumption at the beginning of this

derivation that any q ∈ Yn+1 × Un+1 is feasible.

Case B (C,A) Unobservable

First we claim that there exist x∗ ∈ Rn such that:
C

CA

...

CAn−1


x∗ =


b

b

...

b


(207)

To see this, by (187), there exist x1, x2 ∈ Rn such that:

CAkx1 > b, for all 0 ≤ k ≤ n− 1

and

CAkx2 > b, for all 1 ≤ k ≤ n− 1

and

Cx2 < b

Let l(γ) = C(γx1 + (1− γ)x2), γ ∈ [0, 1]. Since [0, 1] is compact, l(·) is continuous, and

l(0) < b and l(1) > b, there exist γ∗ ∈ (0, 1) such that l(γ∗) = b. Let x3 = γ∗x1 + (1 −

γ∗)x2, then:

CAkx3 > b, for all 1 ≤ k ≤ n− 1
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and

Cx3 = b

Similarly, we can find x4 such that

CAkx4 > b, for all 2 ≤ k ≤ n− 1

and

Cx4 = b and CAx4 < b

Then there exist a convex combination x5 of x4 and x3 such that

CAkx5 > b, for all 2 ≤ k ≤ n− 1

and

Cx5 = b and CAx5 = b

Repeat this process, we can find a x∗ such that (207) holds.

From (187), define {zj}2n

j=1 ⊂ Rn such that for all (s1, s2, . . . , sn) ∈ {<,>}n, there

exist j such that

CAk−1zj sk b, for all 1 ≤ k ≤ n (208)

Similar to Case A, define another collection of vectors {vj}2n

j=1:

vj = Θ(zj − x∗) (209)

where Θ is defined in (176). We see that {vj}2n

j=1 satisfy (181).

By Lemma 5, span({vj}2n

j=1) = Rn. By (209), we see that vj is in the column span

of Θ. Therefore the column span of Θ equals Rn, which contradicts with (C,A) being

unobservable. This completes the derivation of Theorem 12.
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6.4 Alternate Initialization Scheme

According to Theorem 12, if the memory length i of the finite state approximation Ŝi

is greater than the dimension n of the state space of system (2) with m = p = 1, then

Ŝi cannot start arbitrarily within QF and achieve the same approximation quality as when

it is initialized at qo. Consequently, in order to reduce the size of Q, we need to design

an alternate initialization process for Ŝi when the conditions in Lemma 4 or Theorem 12

are not satisfied. We start constructing the alternate initialization scheme by making the

following observation.

Observation 3. Given system (163) and its finite state ρ/µ approximation Ŝi, QF and QI

are defined in (167) and (168) respectively. There exists a function ψ : QI → QF such

that for any q = (y1, y2 . . . yj, u1, u2 . . . uj) ∈ QI , let ψ(q) = (ỹ1, ỹ2 . . . ỹi, ũ1, ũ2 . . . ũi),

the following relations hold:

ỹi−(j−1) = y1

ỹi−(j−2) = y2

...

ỹi = yj

, and

ũi−(j−1) = u1

ũi−(j−2) = u2

...

ũi = uj

. (210)

To see this observation, we construct a function ψ(·). Given q ∈ QI , write q =

(y1, y2 . . . yj, u1, u2 . . . uj), then there exist x ∈ Rn such that (165) is satisfied. Choose

any u ∈ U , and let

ỹi−j = g(fu1 ◦ · · · ◦ fuj(x))

ỹi−(j+1) = g(fu ◦ fu1 ◦ · · · ◦ fuj(x))

ỹi−(j+2) = g(fu ◦ fu ◦ fu1 ◦ · · · ◦ fuj(x))

...

ỹ1 = g(fu ◦ · · · ◦ fu ◦ fu1 ◦ · · · ◦ fuj(x))

(211)
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and let

ψ(q) = (ỹ1, . . . , ỹi−j, y1, . . . yj, u, . . . , u, u1, . . . uj) (212)

then ψ(q) is in QF .

Now we are ready to present an alternate initialization scheme which reduces the size

of Q.

Consider Ŝ ′i described by:

qt+1 = φ′(qt, ut, yt, t) (213a)

ŷt = θ(qt) (213b)

where qt ∈ Q′ for some finite set Q′, ut ∈ U , yt ∈ Y , ŷt ∈ Y and functions φ′ : Q× U ×

Y ×N→ Q and θ : Q× U → Y . Next we describe the new state set Q′ and the transition

function φ′.

State Set Q′: Given a system (163), the finite state-space Q′ of Ŝ ′i is defined as:

Q′ = {q ∈ Y i × U i|q is feasible} ∪ {q∅} (214)

Essentially, Q′ = QF ∪ {q∅} where QF is defined in (167).

Transition Function φ′: For any q ∈ Q′, y ∈ Y , u ∈ U , and t ∈ N

B If q = q∅, then

φ′(q, y, u, t) = q∅, for all t ∈ N

B If q 6= q∅ and t = 0, then

φ′(q, y, u, t) = ψ((y, u))

where function ψ satisfies (210).

B If q 6= q∅ and 1 ≤ t ≤ i− 1, write q = (y1, y2 . . . yi, u1, u2 . . . ui), and let

q̄ = (y, yi−(t−1), . . . , yi, u, ui−(t−1), . . . , ui), (215)
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then

φ′(q, y, u, t) = ψ(q̄)

where function ψ satisfies (210).

B If q 6= q∅ and t ≥ i, write q = (y1, y2 . . . yi, u1, u2 . . . ui), and let

q̄ = (y, y1, y2 . . . yi−1, u, u1, u2 . . . ui−1), then

φ′(q, y, u, t) =

 q̄, if q̄ is feasible

q∅, otherwise
.

We claim that the above construction of Ŝ ′i achieve the same approximation quality as

Ŝi for t ≥ i.

Observation 4. Given a system (163) and its modified finite state approximation Ŝ ′i as

constructed in Section 6.4, for any input sequence u, any x0 ∈ Rn and any q0 ∈ Q′,

qi = (yi−1, yi−2 . . . y0, ui−1, ui−2 . . . u0) where uk and yk are the input and output of system

(163) at time t = k, 0 ≤ k ≤ i− 1.

We verify Observation 4 in a straightforward manner. Indeed, at t = 0, write q1 =

φ′(q0, y0, u0, 0) = (ỹ1
1, . . . , ỹ

1
i , ũ

1
1, . . . , ũ

1
i ), then (ỹ1

i , ũ
1
i ) = (y0, u0). Next, at t = 1, write

q2 = φ′(q1, y1, u1, 1) = (ỹ2
1, . . . , ỹ

2
i , ũ

2
1, . . . , ũ

2
i ), then (ỹ2

i−1, ỹ
2
i , ũ

2
i−1, ũ

2
i ) = (y1, y0, u1, u0).

Repeat this argument until t = i− 1, then we have qi = (yi−1, . . . , y0, ui−1, . . . , u0).

Remark. We comment on the significance of Ŝ ′i here. Particularly, Ŝ ′i recovers the original

construction Ŝi for time t ≥ i, and Ŝ ′i has a strictly smaller state-space than Ŝi. The tradeoff

is that Ŝ ′i is a time-variant system, while Ŝi is time-invariant.

6.5 Summary

In this section, we derived conditions for systems over finite alphats such that the initial-

ization process of their finite state ρ/µ approximations may be simplified. We characterized

such conditions for the general case, as well as for a particular class of systems with lin-

ear internal dynamics. We also proposed a time-variant initialization scheme to reduce the
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number of states used in the approximation, when these necessary and sufficient conditions

are not met.
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7 Existence of Finite Uniform Bisimulations

Along the way of our research, we realized that the results derived in [25] can be ex-

tended to address some relevant open problems in the theory of bisimulation. In this chap-

ter, we begin by proposing a refined notion of finite bisimulation that we refer to as a ‘finite

uniform bisimulation’. We then derive a sufficient condition for the existence of such finite

uniform bisimulations, and we investigated necessary conditions. We constructed an al-

gorithm to compute finite uniform bisimulations when the sufficient condition is satisfied.

We concluded with an illustrative example showing how to construct finite state machine

models of the underlying system when these finite uniform bisimulations exist.

Some of the results presented in this chapter has been reported in [32]. A preprint

version of this work can be found at [33].

7.1 Finite Uniform Bisimulations

7.1.1 Proposed Notions

We begin by defining the notion of finite uniform bisimulation, which is simply an

equivalence relation that satisfies certain desired properties:

Definition 6. Consider a discrete-time system

xt+1 = f(xt, ut) (216)

where t ∈ N is the time index, xt ∈ Rn is the state, ut ∈ U is the input, f : Rn×U → Rn is

given, and input alphabet U represents the collection of possible values of the input. Given

a set S ⊂ Rn, we say an equivalence relation ∼⊂ S ×S is a finite uniform bisimulation on

S if the following two conditions are satisfied:

(i) For any x, x′ ∈ S and any u ∈ U , if x ∼ x′, then

f(x, u) ∼ f(x′, u) (217)
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(ii) For x ∈ S with [x] = {y ∈ S|y ∼ x}, we have

1 < |{[x]|x ∈ S}| <∞ (218)

Essentially (217) requires that each equivalence class transition into another equiva-

lence class under any input, and (218) requires that there be a finite number of equivalence

classes while avoiding the trivial instance of a single equivalence class.

We define a finite uniform bisimulation to be regular if the equivalence classes have a

specific topological structure:

Definition 7. Given a finite uniform bisimulation ∼ on S of system (216), we say ∼ is

regular if for all x ∈ S, [x] = {y ∈ S|y ∼ x} consists of open sets in Rn and possibly their

boundary points.

We are interested in regular finite uniform bisimulations because we wish to avoid cer-

tain “pathological" finite uniform bisimulations, as will become clear when we discuss the

necessary conditions for the existence of finite uniform bisimulations in Section 7.3.2.

7.1.2 Deterministic Finite State Bisimulation Models

Given a finite uniform bisimulation ∼ on S of system (216), it is straightforward to

construct a deterministic finite state machine (DFM) that is bisimilar to the original system

when the latter is restricted to evolve on S. Indeed:

Definition 8. Given a system (216) denoted by P and a finite uniform bisimulation ∼ on S

of P , consider the DFM P̂ defined by

qt+1 = f∼(qt, ut), (219)

where t ∈ N is the time index, qt ∈ Q is the state, ut ∈ U is the input, Q = {[x]|x ∈ S}

(essentially Q is the finite quotient set of S under equivalence relation ∼), U is the input
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alphabet of system (216), and state transition function f∼ : Q× U → Q is defined as

f∼(q, u) = [f(x, u)], ∀ x ∈ q. (220)

We say that P̂ is uniformly bisimilar to P .

Note that since ∼ is a finite uniform bisimulation, it follows from (217) that f∼ is well-

defined.

7.2 Problem Setup and Formulation

7.2.1 Systems of Interest and Problem Statement

We first introduce the specific class of systems (216) that we will study in this section.

Consider a discrete-time dynamical system described by

xt+1 = Axt +But, (221)

where t ∈ N is the time index, xt ∈ Rn is the state, ut ∈ U is the input, and A ∈ Rn×n

and B ∈ Rn×m are given. We enforce that the input ut can only take finitely many values

in U ⊂ Rm (that is, |U| <∞).

For this class of systems, we are interested in questions of existence and construction

of finite uniform bisimulations on a subset S of the state space Rn. Particularly, in order

for the bisimulation relation to yield a meaningful “equivalent" DFM, we require the set S

be an invariant set of the system:

Definition 9. A set S ⊂ Rn is an invariant set of system (221) if for any input sequence

{ut}∞t=0 ∈ UN

x0 ∈ S ⇒ xt ∈ S, for all t ∈ N. (222)

We are now ready to state the first problem of interest:
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Problem 4. Given system (221), under what conditions on A,B,U does there exist a finite

uniform bisimulation ∼ on some invariant set S of system (221)?

When Problem 4 has an affirmative answer, another set of problems naturally follows:

Problem 5. Given a system (221) that admits a finite uniform bisimulation on some invari-

ant set S, under what conditions onA,B,U can an arbitrarily large number of equivalence

classes be generated by a finite uniform bisimulation?

Note that we seek (and propose) both analytical and constructive, algorithmic solutions

to the above problems.

7.2.2 Comparison with Existing Work on Finite Bisimulations

Before presenting our main results, we briefly discuss the similarities and differences

between the current problem of interest and some of the previous developments on finite

bisimulations:

• Our definition of finite uniform bisimulation is stronger than that of finite bisimula-

tion used in some of the literature, of which we pick [34] as a representative paper. In

particular in that setting, the definition requires that if two states are bisimilar (x ∼ y)

and x transitions to x′ under input u, then there exists an input u′ such that y transi-

tion to y′ under u′ and y′ ∼ y. Note that u and u′ need not be the same, and thus a

finite bisimulation as in [34] is not necessarily a finite uniform bisimulation. We will

use Example 6 in Section 7.5 to illustrate this difference.

• Our definition of finite uniform bisimulation is in accordance with the definitions of

finite bisimulation introduced in [3, 35]. However, the sufficient conditions for exis-

tence of finite bisimulations derived in [3] concern linear vector fields, and as such

correspond to special cases of (221) where B is the zero matrix, whereas the present

contribution addresses the more general case where B is nonzero. Likewise, the dy-

namics of the system of interest in [35] are different, as the authors study systems of
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the form xt+1 = Aσ(t)xt, where σ(t) is the switching signal and is considered to be

the input.

• Finally, the finite input alphabet setup is unique in the literature, in contrast to typ-

ically studied setups where the input signal takes arbitrary instantaneous values in

Euclidean space, or else the input signal is of certain form such as polynomial, expo-

nential or sinusoidal as in [36].

7.3 Conditions for the Existence of Finite Uniform Bisimulations

7.3.1 Sufficient Conditions

We begin by defining a set that will be useful for formulating a sufficient condition for

the existence of finite uniform bisimulations.

Definition 10. Given system (2), define set As as

As = {α ∈ Rn|α =
t∑

τ=0

At−τBuτ , u(·) ∈ U , t ∈ N}. (223)

Essentially, As is the collection of forced responses of system (2) in the state-space.

Now, we are ready to propose a sufficient condition for the existence of finite uniform

bisimulations on some invariant subset of the state space.

Theorem 13. Given system (221) with 0 ∈ U , assume that A has all eigenvalues within the

unit disc. If cl(As) is not connected, then there exists a finite uniform bisimulation on a

subset of Rn that is an invariant set of system (221).

To show this result, we first introduce several Lemmas which will be instrumental in

this derivation of Theorem 13.

Lemma 6. Given system (221), if matrix A has all eigenvalues within the unit disc, then

cl(As) is compact.

Proof. If A ∈ Rn×n has all eigenvalues within the unit disc, then
∑∞

τ=0 ‖Aτ‖1 converges

(pp. 298, [24]). Since U is finite, max{‖Bu‖1 : u ∈ U} is also finite. Combining these
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two facts, and applying triangle inequality, we conclude that As is bounded and therefore

cl(As) is bounded. Since cl(As) is closed and bounded in Rn, cl(As) is compact.

Next, we study the structure of set As as defined in (223). By the definition of As and

0 ∈ U , and recall (234), we have

q⋃
j=1

S1
j = cl(As). (224)

Generally, for any k ∈ Z+, let {u1,u2, . . . ,uqk} be an enumeration of the set Uk, where

uj = (u1
j , . . . , u

k
j ), u1

j , . . . , u
k
j ∈ U , we define sets {Skj }

qk

j=1 as follows

Skj = Bu1
j + ABu2

j + · · ·+ Ak−1Bukj + cl(AkAs), j = 1, 2, . . . , qk. (225)

We also have
qk⋃
j=1

Skj = cl(As). (226)

Now we introduce the following Lemma.

Lemma 7. Given system (221), assume that A has all eigenvalues within the unit disc. If

open setsW and V is a disconnection of cl(As), then there exists k∗ ∈ Z+ such that for all

j ∈ {1, . . . , qk∗},

Sk∗j ∩W 6= ∅ ⇒ Sk∗j ⊂ W (227)

Proof. We show this Lemma by contradiction. We first assume that for all k ∈ Z+, there

is j(k) ∈ {1, . . . , qk} such that Skj(k) ∩ W 6= ∅ and Skj(k) ∩ V 6= ∅. For each k, choose

wk ∈ Skj(k)∩W and vk ∈ Skj(k)∩V . Then we have constructed two sequences {wk}∞k=1 and

{vk}∞k=1.

Since {wk}∞k=1 ⊂ cl(As), {vk}∞k=1 ⊂ cl(As) and cl(As) is compact (by Lemma 6),

there exists a subsequence {wkl}∞l=1 that converges to a point in cl(As). Similarly, there

also exists a subsequence of {vkl}∞l=1 that converges to a point in cl(As). By relabeling, we
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have found two sequences {wkp}∞p=1 and {vkp}∞p=1 such that

lim
p→∞

wkp = w, and lim
p→∞

vkp = v (228)

where w, v ∈ cl(As).

By the construction of Skj (225), we see that for any j, diam(Skj ) ≤ ‖Ak‖1diam(As).

Since A has all eigenvalues within the unit disc, lim
k→∞

Ak = 0n×n (pp.298, [24]). By bound-

edness of set As, diam(As) is finite. Therefore diam(Skj ) goes to 0 as k tends to infinity.

Note that wkp ∈ S
kp
j(kp) and vkp ∈ S

kp
j(kp), and kp ≥ p, therefore limp→∞ ‖wkp − vkp‖1 = 0.

Combine with (228), we have limp→∞wkp = limp→∞ vkp = w, where w ∈ cl(As). With-

out loss of generality, let w ∈ W . Since W is open, there exist ε > 0 such that the open

ball Bε(w) ⊂ W . SinceW ∩ V = ∅, {vkp}∞p=1 ∩ Bε(w) = ∅. Therefore ‖vkp − w‖1 ≥ ε

for all p. This is a contradiction with limp→∞ vkp = w. Therefore (227) holds.

Next, we introduce another Lemma which is based on Lemma 7.

Lemma 8. Given system (221), assume that A has all eigenvalues within the unit disc. If

open setsW and V is a disconnection of cl(As), then there exist open setsW ′ and V ′ in Rn

such that the pairW ′ and V ′ is also a disconnection of cl(As), and for all j ∈ {1, . . . , q}

S1
j ∩W ′ 6= ∅ ⇒ S1

j ⊂ W ′ (229)

Proof. By Lemma 7 , (227) holds, and we only need to consider the case when k∗ ≥ 2.

Define a function f : Rn → Rn as :f(x) = Ax. Clearly f is continuous. For any set S,

use f−1(S) to denote the set f−1(S) = {x ∈ Rn|f(x) ∈ S}.

For {Sk∗j }
qk
∗

j=1 as constructed in (225), let u be an element of U , then define an index set

J as

J = {j ∈ {1, . . . , qk∗} : u1
j = u},
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then |J | = qk
∗−1. Define sets

S̃k∗j = −Bu+ Sk∗j , j ∈ J . (230)

For any j ∈ J , by (227), either S̃k∗j ⊂ −Bu +W or S̃k∗j ⊂ −Bu + V . Write W ′ =

f−1(−Bu+W) and V ′ = f−1(−Bu+ V), then either f−1(S̃k∗j ) ⊂ W ′ or f−1(S̃k∗j ) ⊂ V ′.

For each j ∈ J , by (225), (230), and the compactness of cl(As), we have

S̃k∗j = A(Bu2
j + · · ·+ Ak

∗−2Buk
∗

j + cl(Ak
∗−1As))

for some (u2
j , . . . , u

k∗
j ) ∈ Uk∗−1. Consequently, we can determine one and only one j′ ∈

{1, . . . , qk∗−1} such that

Sk∗−1
j′ ⊂ f−1(S̃k∗j ). (231)

We also observe that ⋃
j∈J

(u2
j , u

3
j , . . . , u

k∗

j ) = Uk∗−1. (232)

Recall (226), (231), we see that

cl(As) =

qk
∗−1⋃

j′=1

Sk∗−1
j′ ⊂

⋃
j∈J

f−1(S̃k∗j ) ⊂ W ′ ∪ V ′. (233)

It is clear thatW ′ and V ′ are disjoint open sets. Therefore (227) holds for k∗ − 1 and

W ′, V ′. Repeat this argument k∗ − 1 times, we conclude that (229) holds.

Finally, we provide the proof of Theorem 13.

Proof. (of Theorem 13) Since cl(As) is not connected, let W and V be a disconnection

of cl(As). Then by Lemma 8, (229) holds. We propose an equivalence relation on As.

Since As is an invariant set of system (221), the proof is complete if we can show that this

equivalence relation satisfies (217) and (218).

Given open sets W ′ and V ′ that satisfy (229), let X1 = As ∩ W ′ and X2 = As ∩ V ′.
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Define an equivalence relation ∼ as

x ∼ x′ ⇔ x ∈ Xi and x′ ∈ Xi for some i ∈ {1, 2}.

For any x, x′ ∈ As, any uj ∈ U , if x ∼ x′, then Ax+ Buj ∈ S1
j and Ax′ + Buj ∈ S1

j . By

(229), we see that Ax+Buj ∼ Ax′+Buj . Therefore (217) is satisfied. Since 1 < 2 <∞,

(218) is also satisfied. This completes the proof.

Next, we continue to study Problem 5. It turns out that additional assumptions are

needed to guarantee the existence of arbitrarily many equivalence classes, as we shall see

in Section 7.5 Example 7. In order to describe such conditions, we first define a relevant

collection of subsets of the state space Rn: Given system (221), let U = {u1, u2, . . . , uq}

for q ∈ Z+ and define sets {S1
j }

q
j=1 as follows

S1
j = Buj + cl(AAs), j = 1, 2, . . . , q. (234)

We can now propose a sufficient condition for the existence of an arbitrarily large number

of equivalence classes.

Theorem 14. Given system (221) with 0 ∈ U and |U| > 1, assume thatA has all eigenvalues

within the unit disc. If A is invertible, and {S1
j }

q
j=1 (234) are disjoint, then for any z ∈ Z+

there is a finite uniform bisimulation∼ of system (221) such that the number of equivalence

classes associated with ∼ is greater than z.

The derivation of this result is given in Section 7.4.

7.3.2 Necessary Conditions

Next, we investigate necessary conditions for the existence of finite uniform bisim-

ulations. We quickly realize that system (221) may admit “pathological" finite uniform

bisimulations: If A,B,U have entries in Q, then the partition Qn and Rn \ Qn affords a

finite uniform bisimulation of system (221). This motivates us to study regular finite uni-
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form bisimulations. We propose a necessary condition for the existence of regular finite

uniform bisimulations.

Theorem 15. Given system (221) with 0 ∈ U . If ∼ is a regular finite uniform bisimulation

on an invariant set S of system (221), 0 ∈ int([0]), and [0] is bounded, then ρ(A) ≤ 1.

Remark. Theorem 15 states that under certain assumptions, there do not exist regular finite

uniform bisimulations for Schur unstable systems (221). This justifies why we study Schur

stable systems in Theorem 13.

Proof. (of Theorem 15) We will prove by contradiction. Assume ρ(A) > 1, let Av = λv

with |λ| > 1, ‖v‖1 = 1, λ ∈ C, v ∈ Cn. And for any w ∈ Cn, we use Re(w) to denote the

real part of w. Define a set O as

O = {α ∈ R+|Re(γv) ∈ [0], for all |γ| ≤ α, γ ∈ C}. (235)

We show that O is non-empty and bounded in the following. Write v = [v1 v2 . . . vn]T ,

where v1, . . . , vn ∈ C and |v1|+· · ·+|vn| = 1. For any γ ∈ C, we have |Re(γvi)| ≤ |γ‖vi|,

therefore

‖Re(γv)‖1 =
n∑
i=1

|Re(γvi)| ≤ |γ|
n∑
i=1

|vi| = |γ|.

Since Br(0) ⊂ [0] for some r > 0 by assumption, for all γ with |γ| ≤ r/2, Re(γv) ∈

Br(0). Therefore r/2 ∈ O, and O is nonempty.

Next, we show that O is bounded. Since [0] is bounded by assumption, let [0] ⊂ Bσ(0)

for some σ > 0. Since v = [v1 v2 . . . vn]T 6= 0n×1, let |vk| > 0 for some 1 ≤ k ≤ n. Write

vk as vk = |vk|eiφ for some φ ∈ [0, 2π). Assume O is unbounded, then there exist α ∈ O

with |α| > 2σ/|vk|. Let γ = (2σ/|vk|)ei(−φ), then |γ| < α. By the definition of O (235),

we have Re(γv) ∈ [0]. Observe that

‖Re(γv)‖1 ≥ |Re(γvk)| = |Re(
2σ

|vk|
ei(−φ)|vk|eiφ)| = |Re(2σ)| = 2σ.

Therefore Re(γv) /∈ Bσ(0), and consequently Re(γv) /∈ [0], which draws a contradiction.
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Therefore O is bounded.

Next, we define β = supO. Since O is non-empty and bounded, we have 0 < β <∞.

Then for any ε > 0, there is 0 ≤ δ < ε such that Re(κv) /∈ [0] for some κ ∈ C and

|κ| = β + δ. Choose ε = ( |λ|−1
2

)β, and let κ′ = κ
λ

, then

|κ′| = |κ|
|λ|

=
β + δ

|λ|
<
β + ε

|λ|
<
β + (|λ| − 1)β

|λ|
= β.

Therefore |κ′| < β. Since β = supO, there exists α ∈ O such that α > |κ′|. By (235),

we see that Re(κ′v) ∈ [0], or equivalently Re(κ′v) ∼ 0. Since ∼ is a finite uniform

bisimulation, by (217) and letting the input u be zero, we have ARe(κ′v) ∼ 0. We observe

that

ARe(κ′v) = Re(Aκ′v) = Re(κ′(Av)) = Re(κ′λv) = Re(κv),

therefore Re(κv) ∼ 0 ,which draws a contradiction. We conclude that the assumption

ρ(A) > 1 is false, and therefore ρ(A) ≤ 1.

We point out that the condition “[0] is bounded" in Theorem 15 cannot be dropped (see

Example 8 in Section 7.5). However, the condition “[0] is bounded" in Theorem 15 can be

dropped for scalar systems, where we restrict our attention to instances of (221) described

by

xt+1 = axt + but (236)

where xt ∈ R, ut ∈ U , and a, b ∈ R. U is a finite subset of R.

Corollary 1. Given system (236) with 0 ∈ U . If ∼ is a regular finite uniform bisimulation

on an invariant set S of system (236) and 0 ∈ int([0]), then |a| ≤ 1.

Proof. We will prove by contradiction. Assume |a| > 1, and use [0] to denote the equiva-

lence class [0] = {x ∈ S|x ∼ 0}. By the assumption Br(0) ⊂ [0] for some r > 0, define β

as

β = sup{x ∈ S|[0, x] ⊂ [0]}, (237)
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where [0, x] is the closed interval between 0 and x. Since int([0]) is nonempty, there is ε

such that [0, ε) ⊂ [0], therefore the supremum is well defined, and β > 0.

First, we consider the case β < ∞. Clearly [0, β) ⊂ [0]. By the definition of β, we

have that for any ε > 0, there is 0 ≤ δ < ε such that

β + δ /∈ [0]. (238)

Let ε = (a2 − 1)β > 0, and let δ denote the nonnegative number that satisfy (238). We

observe that

z =
β + δ

a2
< β,

therefore z ∼ 0. Since ∼ is a finite uniform bisimulation, when the input is 0 we have

az ∼ 0, and a2z ∼ 0. This draws a contradiction with (238).

For the case β = ∞, let β′ = inf{x ∈ S|[x, 0] ⊂ [0]}, then β′ > −∞, otherwise for

any x ∈ R, x ∈ [0], which implies R = [0] and there is only one equivalence class. Next,

for any ε > 0, there is 0 ≤ δ < ε such that β′ − δ /∈ [0]. Choose ε = (1 − a2)β′ and

z = (β′ − δ)/a2, then the preceding argument follows.

7.4 Constructive Algorithms

In this section, we present algorithms for computing finite uniform bisimulations when

the sufficient conditions are satisfied. First, when the conditions in Theorem 13 are satis-

fied, we propose an algorithm, and we show that the proposed Algorithm 1 is guaranteed

to generate a finite uniform bisimulation when the sufficient condition is satisfied.

We begin by introducing the notation of binary partitions of the finite input set U with

|U| > 1: A pair (U1,U2) is a binary partition of U if U1,U2 are nonempty, disjoint subsets

of U , and U1 ∪ U2 = U . The order of U1,U2 is not relevant: (U1,U2) is the same as

(U2,U1). Since U is a finite set, there are finitely many distinct binary partitions of U . We

use {(U (i)
1 ,U (i)

2 ) : i = 1, . . . , r} to denote the collection of all binary partitions of U . Here

r = (C1
q +C2

q + · · ·+Cq−1
q )/2, where q = |U|, and Cj

q = q!
j!(q−j)! represents the quantity “q
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choose j". Now we are ready to present the following algorithm to compute finite uniform

bisimulations of system (221).

Algorithm 1 Computing a Finite Uniform Bisimulation
Input: Matrix A, B, set U

1: Compute: h = max{‖Bu‖1 : u ∈ U}
2: Choose: ε such that 0 < ε < 1− ρ(A).
3: Compute: Matrix T , invertible, such that ‖T−1AT‖1 ≤ ρ(A) + ε.
4: Compute: All binary partitions of U : (U (i)

1 ,U (i)
2 ), i = 1, . . . , r.

5: Compute: κ = 2‖T‖1‖T−1‖1
1−ρ(A)−ε

6: k ← 1.
7: loop
8: Compute: lk = h‖Ak‖1

9: i← 1.
10: while i ≤ r do
11: Compute: C(i)

1 = {Bu1 +ABu2 + · · ·+Ak−1Buk : u1 ∈ U (i)
1 , u2, . . . , uk ∈ U}

C(i)
2 = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 ∈ U (i)

2 , u2, . . . , uk ∈
U}

12: Compute: d(i)
k = min{‖α− β‖1 : α ∈ C(i)

1 , β ∈ C(i)
2 }

13: if d(i)
k ≥ κlk then

14: ĩ← i, k̃ ← k.
15: Exit the loop
16: end if
17: i← i+ 1.
18: end while
19: k ← k + 1.
20: end loop

21: Compute: S = {x ∈ Rn : ‖T−1x‖1 <
d
(̃i)

k̃

2‖T‖1}
22: Compute: X1 = C (̃i)

1 + S,X2 = C (̃i)
2 + S

23: Return: X1,X2

Remark. In the preceding algorithm, one approach to compute matrix T involves Schur’s

triangularization of matrix A (pp. 79, [24]). We refer interested readers to [24] on the

specifics of computing matrix T such that ‖T−1AT‖1 ≤ ρ(A) + ε is satisfied.

Remark. Here we explain why Algorithm 1 returns two equivalence classes. We first point

out that if the conditions in Theorem 13 are satisfied, the number of equivalence classes

generated by a finite uniform bisimulation could be greater than two, which is the case in

Example 9 in Section 7.5. However, for certain systems (see Example 7 in Section 7.5),
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two, and only two equivalence classes can be generated based on the analytical result stated

in Theorem 13. Therefore Algorithm 1 returns two equivalence classes, since it is capable

of computing finite uniform bisimulations for any system that satisfies the conditions in

Theorem 13. As we shall see next, we propose another algorithm in case more equivalence

classes are desired.

We claim that Algorithm 1 is guaranteed to generate a finite uniform bisimulation when

the sufficient condition is satisfied.

Theorem 16. Given system (221), and let the hypotheses in Theorem 13 hold, then Algo-

rithm 1 terminates, and returns X1,X2 such that X1,X2 afford a finite uniform bisimulation

on an invariant set S, namely S = X1 ∪ X2, of system (221).

Proof. To derive Theorem 16, we first show that Algorithm 1 terminates, and then show

that the equivalence classes X1,X2 returned by Algorithm 1 afford a finite uniform bisim-

ulation on X1 ∪ X2.

Given system (221), since matrix A has all eigenvalues within the unit disc, and cl(As)

is not connected, by Lemma 8, there is a disconnection of cl(As),W and V , such that for

all j ∈ {1, . . . , q}

S1
j ∩W 6= ∅ ⇒ S1

j ⊂ W (239)

where q = |U|. Let U∗1 = {uj ∈ U|S1
j ∩ W 6= ∅}, and U∗2 = U \ U∗1 . Recall (224),

we see that U∗1 is nonempty, otherwise cl(As) ∩ W = ∅, which contradicts with W and

V being a disconnection of cl(As). U∗2 is also nonempty, otherwise cl(As) ⊂ W , then

cl(As) ∩ V = ∅, which draws a contradiction. We also observe that |U| > 1, otherwise

U = 0 by assumption, and cl(As) = 0 is connected. Therefore the binary partitions of U

are well-defined. Since U∗1 and U∗2 are nonempty, disjoint subsets of U , and U∗1 ∪ U∗2 = U ,

there is a binary partition of U , (U (i∗)
1 ,U (i∗)

2 ), such that

(U (i∗)
1 ,U (i∗)

2 ) = (U∗1 ,U∗2 ) (240)
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where i∗ is an integer between 1 and r.

Since for any k ∈ Z+,

d
(i)
k = min{‖α− β‖1 : α ∈ C(i)

1 , β ∈ C(i)
2 }, (241)

we claim that d(i∗)
k (241) is uniformly bounded away from zero, that is: There exists d > 0

such that

d
(i∗)
k ≥ d, for all k ∈ Z+. (242)

To see this claim, we define two sets G1, G2 by

G1 =
⋃
j∈U∗1

S1
j , G2 =

⋃
j∈U∗2

S1
j . (243)

By the definition of U∗1 , we see that G1 ⊂ W . Recall (224) and that W and V is a dis-

connection of cl(As), we see that G2 ⊂ V . Because V and W are disjoint, G1 and G2 are

also disjoint. Since G1 is a finite union of closed sets, G1 is closed. By Lemma 6, cl(As)

is bounded, and therefore G1 is bounded. We see that G1 is closed, bounded, and there-

fore compact. Similarly, G2 is also compact. By an observation in analysis: The distance

between two disjoint compact sets is positive (pp. 18, [31]), we have

d = inf{‖α− β‖1 : α ∈ G1, β ∈ G2} > 0. (244)

Since

C(i)
1 = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 ∈ U (i)

1 , u2, . . . , uk ∈ U}

C(i)
2 = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 ∈ U (i)

2 , u2, . . . , uk ∈ U}
(245)

and recall (234), (240), and (243), we observe that: For all k ∈ Z+,

C(i∗)
1 ⊂ G1, C(i∗)

2 ⊂ G2. (246)
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Recall (241), we have d(i∗)
k ≥ d > 0 for all k ∈ Z+.

Since matrixA is Schur stable, we see that lk = h‖Ak‖1 → 0 as k →∞. Consequently,

there exists k∗ ∈ Z+ such that

d
(i∗)
k∗ ≥ κlk∗ =

2‖T‖1‖T−1‖1

1− ρ(A)− ε
lk∗ .

Now we see that the loop in Algorithm 1 terminates, and returns two sets X1,X2:

X1 = C (̃i)
1 + S,

X2 = C (̃i)
2 + S.

(247)

For the second part of this derivation, we show that X1∪X2 is an invariant set of system

(221), and that X1,X2 afford a finite uniform bisimulation on X1 ∪ X2.

For any x ∈ X1 ∪X2, by (245) and (247), there exist (u1, . . . , uk̃) ∈ U k̃ and s ∈ S such

that

x = Bu1 + ABu2 + · · ·+ Ak̃−1Buk̃ + s. (248)

Then for any u ∈ U ,

Ax+Bu = (Bu+ ABu1 + · · ·+ Ak̃−1Buk̃−1) + (Ak̃Buk̃ + As). (249)

Recall ‖T−1AT‖1 ≤ ρ(A) + ε, κ = 2‖T‖1‖T−1‖1
1−ρ(A)−ε , and h = max{‖Bu‖1 : u ∈ U}, we
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observe that
‖T−1(Ak̃Buk̃ + As)‖1

≤ ‖T−1Ak̃Buk̃‖1 + ‖T−1As‖1

≤ ‖T−1‖1‖Ak̃‖1‖Buk̃‖1 + ‖(T−1AT )T−1s‖1

≤ ‖T−1‖1lk̃ + ‖(T−1AT )‖1‖T−1s‖1

< ‖T−1‖1
1− ρ(A)− ε
2‖T‖1‖T−1‖1

d
(̃i)

k̃
+ (ρ(A) + ε)

d
(̃i)

k̃

2‖T‖1

=
d

(̃i)

k̃

2‖T‖1

.

Therefore (Ak̃Buk̃ +As) ∈ S. By (245), we see that (Bu+ABu1 + · · ·+Ak̃−1Buk̃−1) ∈

C ĩ1 ∪ C ĩ2, therefore, we have

Ax+Bu ∈ X1 ∪ X2. (250)

We conclude that X1 ∪ X2 is an invariant set of system (221).

Next, we show X1 ∩ X2 = ∅. We show by contradiction: Assume z ∈ X1 ∩ X2, then

by (247), there exist c1 ∈ C ĩ1, c2 ∈ C ĩ2, s1 ∈ S, and s2 ∈ S such that z = c1 + s1, and z =

c2 + s2, and recall S = {x ∈ Rn : ‖T−1x‖1 < d
(̃i)

k̃
/(2‖T‖1)}, we have

‖c1 − c2‖1 ≤ ‖c1 − z‖1 + ‖z − c2‖1

= ‖s1‖1 + ‖s2‖1

= ‖T (T−1s1)‖1 + ‖T (T−1s2)‖1

≤ ‖T‖1(‖T−1s1‖1 + ‖T−1s2‖1)

< d
(̃i)

k̃
.

But by (241), we have ‖c1−c2‖1 ≥ d
(̃i)

k̃
, which draws a contradiction. Therefore X1∩X2 =

∅.

Now we are ready to define an equivalence relation ∼ on X1 ∪ X2 as:

x ∼ x′ ⇔ x ∈ Xi and x′ ∈ Xi for some i ∈ {1, 2}.
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We show that ∼ is a finite uniform bisimulation on X1 ∪ X2. For any x, x′ ∈ X1 ∪ X2, and

any u ∈ U , if x ∼ x′, we consider two cases: If u ∈ U ĩ1, recall (245), (247), and (249), we

see that Ax+Bu ∈ X1 and Ax′+Bu ∈ X1, therefore Ax+Bu ∼ Ax′+Bu. Similarly, if

u ∈ U ĩ2, then Ax+Bu ∈ X2 and Ax′ +Bu ∈ X2, therefore Ax+Bu ∼ Ax′ +Bu. Since

(U ĩ1,U ĩ2) is a binary partition of U , we see that (217) is satisfied.

Since {[x]|x ∈ X1 ∪ X2} = {X1,X2}, we have |{[x]|x ∈ X1 ∪ X2}| = 2, and (218)

is satisfied. Therefore ∼ is a finite uniform bisimulation on X1 ∪ X2. This completes the

proof.

Next, we present a second algorithm, which is an extended version of Algorithm 1, to

generate an arbitrarily large number of equivalence classes when the conditions in Theorem

14 are satisfied.
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Algorithm 2 Computing a Finite Uniform Bisimulation with Many Equivalence Classes

Input: Matrix A, B, set U = {u(1), u(2), . . . , u(q)}, integer z: Lower bound of the
number of equivalence classes.

1: Compute: h = max{‖Bu‖1 : u ∈ U}
2: Choose: ε such that 0 < ε < 1− ρ(A).
3: Compute: Matrix T , invertible, such that ‖T−1AT‖1 ≤ ρ(A) + ε.
4: Compute: κ = 2‖T‖1‖T−1‖1

1−ρ(A)−ε
5: k ← 1.
6: loop
7: Compute: lk = h‖Ak‖1

8: Compute: C(k)
1 = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 = u(1), u2, . . . , uk ∈ U}
C(k)

2 = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 = u(2), u2, . . . , uk ∈ U}
...

C(k)
q = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 = u(q), u2, . . . , uk ∈ U}

9: Compute: dk = min{‖α− β‖1 : α ∈ C(i)
v , β ∈ C(i)

w , w 6= v, 1 ≤ w, v ≤ q}
10: if dk ≥ κlk then
11: k̃ ← k.
12: Exit the loop
13: end if
14: k ← k + 1.
15: end loop
16: Compute: S = {x ∈ Rn : ‖T−1x‖1 <

dk̃
2‖T‖1}

17: Compute: X̄1 = C(k̃)
1 + S, X̄2 = C(k̃)

2 + S, . . . , X̄q = C(k̃)
q + S

18: Choose: η ∈ Z+ such that qη+1 > z.
19: Compute: An enumeration {u1,u2, . . . ,uqη} of the set Uη, where uj = (u1

j , . . . , u
η
j ).

20: Compute: Xk = Bu1 + ABu2 + · · · + Aη−1Buη + AηX̄i, 1 ≤ k ≤ qη+1, where
(u1, . . . , uη) = uj for some 1 ≤ j ≤ qη, and 1 ≤ i ≤ q.

21: Return: X1, . . . ,Xqη+1

Again, we claim that Algorithm 2 is guaranteed to generate a finite uniform bisimu-

lation with many equivalence classes when the corresponding conditions are satisfied. In

particular, we claim that the sets X1, . . . ,Xqη+1 returned by Algorithm 2 afford a finite

uniform bisimulation on ∪q
η+1

k=1 Xk of system (221).

Corollary 2. Given system (221), and let the hypotheses in Theorem 14 hold, then for any

z ∈ Z+, Algorithm 2 terminates, and returns a finite uniform bisimulation ∼ that has more

than z equivalence classes.

Remark. These equivalence classes computed by Algorithm 2 can also be made arbitrarily
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fine, that is to say, the diameter of each equivalence class can be made arbitrarily small (see

the following derivation).

Proof. (of Theorem 14 and Corollary 2)

To show Theorem 14 and Corollary 2, it suffices to show that Algorithm 2 terminates,

and that the sets X1, . . . ,Xqη+1:

Xk = Bu1 + ABu2 + · · ·+ Aη−1Buη + AηX̄i, 1 ≤ k ≤ qη+1, (251)

returned by Algorithm 2 afford a finite uniform bisimulation∼ on ∪q
η+1

k=1 Xk of system (221).

By Algorithm 2, the number of equivalence classes qη+1 is guaranteed to be greater than z.

By assumption, {S1
j }

q
j=1 (234) are disjoint. By Lemma 6, S1

j is also compact for all

j ∈ {1, . . . , q}. Since the distance between two disjoint compact sets is positive, we have

min{d(S1
w, S

1
v) : w 6= v, 1 ≤ w, v ≤ q} > 0.

Recall

C(k)
1 = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 = u(1), u2, . . . , uk ∈ U},

C(k)
2 = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 = u(2), u2, . . . , uk ∈ U},

...

C(k)
q = {Bu1 + ABu2 + · · ·+ Ak−1Buk : u1 = u(q), u2, . . . , uk ∈ U},

(252)

we observe that C(k)
j (252) is a subset of S1

j for any j ∈ {1, . . . , q} and any k ∈ Z+,

therefore dk = min{‖α − β‖1 : α ∈ C(i)
v , β ∈ C(i)

w , w 6= v, 1 ≤ w, v ≤ q} is uniformly

bounded away from zero:

dk ≥ min{d(S1
w, S

1
v) : w 6= v, 1 ≤ w, v ≤ q} > 0, ∀ k ∈ Z+. (253)

Since lk tends to zero as k tends to infinity, we see that Algorithm 2 terminates.
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Recall
X̄1 = C(k̃)

1 + S,

X̄2 = C(k̃)
2 + S,

...

X̄q = C(k̃)
q + S,

(254)

we observe that X̄1, . . . , X̄q afford a finite uniform bisimulation on ∪qj=1X̄j of system

(221) by the derivation of Theorem 16. We will use this observation to show that sets

X1, . . . ,Xqη+1 (251) also afford a finite uniform bisimulation.

We first show that ∪q
η+1

k=1 Xk is an invariant set of system (221). For any x ∈ Xk, by

(251), we can write

x = Bu1 + ABu2 + · · ·+ Aη−1Buη + Aηx̄

for some (u1, . . . , uη) ∈ Uη and some x̄ ∈ X̄i with 1 ≤ i ≤ q. Then for any u ∈ U ,

Ax+Bu = Bu+ ABu1 + A2Bu2 + · · ·+ Aη−1Buη−1 + Aη(Ax̄+Buη).

Since ∪qj=1X̄j is an invariant set of system (221), we have (Ax̄ + Buη) ∈ X̄j for some

1 ≤ j ≤ q. Recall (251), we see that (Ax + Bu) ∈ Xk for some 1 ≤ k ≤ qη+1, and

therefore ∪q
η+1

k=1 Xk is an invariant set of system (221).

Next, we use an inductive approach to show that the sets Xk, k = 1, . . . , qη+1 (254) are

disjoint. Write U = {u(1), . . . , u(q)}, we observe that the q2 sets Bu(i) +AX̄j , i = 1, . . . , q,

j = 1, . . . , q are disjoint. Indeed, consider any Bu(i1) + AX̄j1 and Bu(i2) + AX̄j2 with

(i1, j1) 6= (i2, j2). If i1 = i2, then j1 6= j2. Since X̄1, . . . , X̄q are disjoint, we have

X̄j1 ∩ X̄j2 = ∅. Since A is invertible by assumption, we have AX̄j1 ∩ AX̄j2 = ∅, and

therefore (Bu(i1) + AX̄j1) ∩ (Bu(i2) + AX̄j2) = ∅. If i1 6= i2, from the second part of the

derivation of Theorem 16 (equation (248) through (250)) and the construction of X̄j (252),

(254), we see that (Bu(i1) + AX̄j1) ⊂ X̄i1 and (Bu(i2) + AX̄j2) ⊂ X̄i2 . Since X̄1, . . . , X̄q
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are disjoint, we have X̄i1∩X̄i2 = ∅, and therefore (Bu(i1) +AX̄j1)∩(Bu(i2) +AX̄j2) = ∅.

We conclude that the sets Bu(i) + AX̄j , i = 1, . . . , q, j = 1, . . . , q are disjoint, where

U = {u(1), . . . , u(q)}.

For the ease of exposition, we use X 1
j , j = 1, . . . , q2 to denote the q2 disjoint sets

Bu(i) + AX̄j , i = 1, . . . , q, j = 1, . . . , q. We observe that the q3 sets Bu(i) + AX 1
j ,

i = 1, . . . , q, j = 1, . . . , q2 are also disjoint. Indeed, consider any Bu(i1) + AX 1
j1 and

Bu(i2) + AX 1
j2 with (i1, j1) 6= (i2, j2). If i1 = i2, then j1 6= j2. Since X 1

j , j = 1, . . . , q2

are disjoint, we have X 1
j1 ∩X 1

j2 = ∅. Since A is invertible by assumption, we have AX 1
j1 ∩

AX 1
j2 = ∅, and therefore (Bu(i1) + AX 1

j1) ∩ (Bu(i2) + AX 1
j2) = ∅. If i1 6= i2, by the

preceding paragraph, we see that X 1
j1 ⊂ X̄l for some 1 ≤ l ≤ q, and therefore

(Bu(i1) + AX 1
j1) ⊂ (Bu(i1) + AX̄l) ⊂ X̄i1 .

Similarly, we see that (Bu(i2) + AX 1
j2) ⊂ X̄i2 . Since X̄1, . . . , X̄q are disjoint, we have

X̄i1 ∩ X̄i2 = ∅, and therefore (Bu(i1) + AX 1
j1) ∩ (Bu(i2) + AX 1

j2) = ∅. We conclude that

the sets Bu(i) + AX 1
j , i = 1, . . . , q, j = 1, . . . , q2 are disjoint.

Repeating this argument η times, we conclude that the qη+1 sets Xk, k = 1, . . . , qη+1

(254) are disjoint.

Next, we define an equivalence relation ∼ on ∪q
η+1

k=1 Xk as

x ∼ y ⇐⇒ x ∈ Xk and y ∈ Xk for some 1 ≤ k ≤ qη+1.

We claim that ∼ is a finite uniform bisimulation. Indeed, for any 1 ≤ k ≤ qη+1, by

(251), write Xk as Xk = Bu1 + ABu2 + · · · + Aη−1Buη + AηX̄i. Then for any u ∈ U ,

AXk + Bu = Bu + ABu1 + A2Bu2 + · · · + Aη−1Buη−1 + Aη(AX̄i + Buη). Since

(AX̄i +Buη) ⊂ X̄j for some 1 ≤ j ≤ q, we have

(AXk +Bu) ⊂ (Bu+ ABu1 + A2Bu2 + · · ·+ Aη−1Buη−1 + AηX̄j) = Xk′
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for some 1 ≤ k′ ≤ qη+1. Therefore (217) is satisfied. Since qη+1 is finite, (218) is also

satisfied. This completes the proof of Theorem 14 and Corollary 2.

Lastly, we comment on the fact that the diameter of the equivalence classes Xk can be

made arbitrarily small. For any 1 ≤ k ≤ qη+1, we have

diam(Xk) ≤ ‖Aη‖1diam(C(k̃)
i + S) ≤ ‖Aη‖1(diam(As) + diam(S))

Since A is Schur-stable, diam(As) is finite, and ‖Aη‖1 can be made arbitrarily small

by choosing η large enough. diam(S) is finite by construction, and we conclude that

diam(Xk) can be made arbitrarily small by choosing η sufficiently large.

7.5 Illustrative Examples

In this section, we present a set of illustrative examples: In Example 6, we illustrate

the difference between the notion of finite uniform bisimulation and the notion of finite

bisimulation stated in [34]; in Example 7, we show that additional assumptions, besides

the conditions in Theorem 13, are needed to guarantee the existence of arbitrarily many

equivalence classes; in Example 8, we show that the condition “[0] is bounded" in Theorem

15 cannot be dropped; in Example 9, we illustrate the analytical result in Theorem 13,

discuss how to construct a DFM approximation of the original system, and apply Algorithm

2 to construct many equivalence classes.

Example 6. (Example 2.14, [34]) Consider system (221) with parameters

A =


2 0 −1

−1 −7 11

0 4 6

 , B =


1 2

1 1

1 1


According to [34], a finite bisimulation with eight equivalence classes {q1, . . . , q8} is

constructed. If we choose x = [1 − 2 − 3]T ∈ q1, x′ = [8,−18,−24]T ∈ q1 and let input

u = [0 60]T , then Ax + Bu = [125 40 34]T ∈ q2, and Ax′ + Bu = [160 − 86 − 156]T ∈
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q1. Therefore this finite bisimulation is not a “finite uniform bisimulation" as defined in

Definition 6.

Example 7. Consider system (221) with parameters

A =

 0.5 0

0 0

 , B =

 1 0

0 1

 (255)

and

U =


 1

0

 ,
 0

1

 ,
 0

−1

 ,
 0

0


We calculate, and plot cl(As):

cl(As) = {(x, y) ∈ R2|x = 0,−2 ≤ y ≤ 2} ∪ {(x, y) ∈ R2|x = 1,−1 ≤ y ≤ 1} (256)

Figure 7: 2 and only 2 equivalence classes.

In the above figure, W and V represents a disconnection of cl(As). We see that both

cl(As)∩W and cl(As)∩V are connected. Therefore, we cannot apply the analytical result

in Theorem 13 to generate more than two equivalence classes, because such result relies on

the disconnectedness of an invariant set.

Example 8. Given system (221) with parameters: A = diag({2, 0.5}) (a diagonal matrix

with diagonal entries 2 and 0.5), B is the identity matrix, and U = {[0 0]T}. Let X1 =
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{(x, y) ∈ R2 : 1 < |y| < 2}, and X2 = {(x, y) ∈ R2 : |y| < 1}, then we see that

X1,X2 afford a regular finite uniform bisimulation on X1 ∪ X2, which is an invariant set,

and Br(0) ⊂ [0] for r = 0.5, and ρ(A) = 2 > 1.

Example 9. Consider system (221) with parameters:

A =

 0.25 −0.15

0 0.1

 , B =

 1 0

0 1

 (257)

and

U =


 1

0

 ,
 −1

0

 ,
 0

1

 ,
 0

−1

 ,
 0

0


Since A is diagonalizable, we have

An =

 (1/4)n (1/10)n − (1/4)n

0 (1/10)n

 , n = 0, 1, 2, · · ·

and we can show that cl(As) is a subset of:

⋃
{(±1,±1), (0, 0)}+ {(x, y) : x ∈ [−4

9
,
4

9
], y ∈ [−1

9
,
1

9
]}

Therefore cl(As) is not connected.

By the derivation of Theorem 13, we find a finite uniform bisimulation∼ on an invariant

set of this system:
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Figure 8: 2-d finite uniform bisimulation example.

X1, . . . ,X5 shown in Figure 8 afford a finite uniform bisimulation ∼ on an invariant set

S = ∪5
i=1Xi of system (221). The points a, b, c, d are given by:

a = (
22

9
,
10

9
), b = (

10

9
,−10

9
), c = (

4

9
,
1

9
), d = (

4

9
,−1

9
)

and Figure 8 is symmetric with respect to the origin. Particularly, the set S is the convex

hull of points: {a, b,−a,−b}.

Given ∼, we can construct a DFM that is uniformly bisimilar to the original system.

Particularly, we associate each equivalence class Xi to a discrete state qi of the DFM, i =

1, . . . , 5. The state transitions of the DFM can be determined based on (220): For instance,

if the current state of the DFM is q1, and the current input is [0 1]T , then the next state of

the DFM is q3.

Since this example also satisfies the conditions in Theorem 14, we can also use Al-

gorithm 2 to generate a finite uniform bisimulation with an arbitrarily large number of

equivalence classes. In particular, we generate two finite uniform bisimulations with 5

equivalence classes, and 25 equivalence classes respectively.
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(a) 5 classes. (b) Zoom in on 1 class.

(c) 25 classes. (d) Zoom in on 1 class.

Figure 9: Finite uniform bisimulations with many equivalence classes.

In the above, Figure 9a shows the 5 equivalence classes generated by Algorithm 2, and

Figure 9b shows one particular equivalence class (the boxed rectangular area in Figure 9a).

Similarly Figure 9c shows the 25 equivalence classes, and Figure 9d shows one particular

equivalence class. As shown in Figure 9b and Figure 9d, an equivalence class computed

by Algorithm 2 is the union of all the polytopes (in this case parallelograms). This is in

accordance with the construction of the equivalence classes.

7.6 Summary

In this section we propose notions of finite uniform bisimulation and regular finite uni-

form bisimulation. We then present a sufficient condition for the existence of finite uniform

bisimulations: If the forced response of a Schur stable system is not connected, then the

system admits a finite uniform bisimulation. In this case, we construct an algorithm to com-

pute finite uniform bisimulations. Furthermore, we discuss the existence and construction

of an arbitrarily large number of equivalence classes. We also present a necessary condi-

tion for the existence of regular finite uniform bisimulation. Future works include closing
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the gap between necessary conditions and sufficient conditions, and extending the current

result to systems with more general dynamics.
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8 Conclusions and Future Work

8.1 Conclusions

In this dissertation, we motivate the need for and formulate a notion of observability of

systems over finite alphabets in the sense of how well the output of the system can be es-

timated based on past input and output information. We characterize this proposed notion

by deriving both necessary and sufficient conditions of observability in terms of system

parameters. For system (2), such conditions involve both the dynamics of the underlying

LTI system and the discontinuous points of the quantizer. Based on this notion of observ-

ability, we propose a control design problem which has the flavor of predictive control and

reachability analysis for systems (2) with constraints on the system state. We also discuss

a new construction of DFM observers, their connections to existing results on DFM ap-

proximations, and we study conditions under which an existing construct for finite state

approximation can be simplified. Finally, we apply our results to address a relevantly open

problem in the theory of bisimulation, bringing in a topological approach.

8.2 Directions for Future Work

An immediate direction is to continue charactering the proposed notions of observabil-

ity with an eye on systems with more general dynamics. A more interesting direction would

be further developing the observability analysis in order to address applications in control

design and compare our approach with that of contemporary researchers.
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