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Abstract

Estimation of short-run inflation dynamics is important to policy makers for the

effective implementation of monetary policy. My dissertation studies the estimation

of inflation dynamics at the aggregate level by considering more disaggregated level

data. The first chapter employs a regional framework to study the potential im-

provement of estimating the inflation dynamics in the US with regional variation and

instrument selection. The second chapter switches the angle of disaggregate data

by focusing on estimating sector inflation dynamics and implied aggregate inflation

dynamics. The third chapter studies the inflation dynamics in the euro area by esti-

mating country-specific inflation dynamics of each member state. All three chapters

study the inflation dynamics in a hybrid New Keynesian Phillips curve and the many

instruments issue is solved by instrument selection using a kernel-weighted Lasso

method introduced in the first chapter.

The first chapter examines the inflation dynamics in a hybrid New Keynesian

Phillips Curve (NKPC) that encounters the many instruments problem. Monte-Carlo

simulations demonstrate that the NKPC can be better estimated in finite samples
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ABSTRACT

if the instruments are selected by a kernel-weighted Lasso method. In addition, I

consider a disaggregated regional NKPC model and show that this can further help

with the efficient estimation of national inflation dynamics. I apply these methods

to US data and find that the inflation process is more forward-looking than typically

found in other studies. I also find a statistically significant trade-off between na-

tional inflation and unemployment in the short run, that is only evident when using

disaggregated data.

The second chapter examines inflation dynamics for US sectors with emphasis on

the various pricing behavior across sectors. It estimates inflation dynamics for the

aggregate US economy and for each separate sector. Sectors are assumed to have

different pricing behavior and this feature is incorporated in the sector specific New

Keynesian Phillips curve. In the model part, I derive the sector inflation dynamics

in the NKPC model by assuming asymmetric behavior of the firms, and the result

suggests that sector inflation should be examined in separate sector regressions. In

the empirical part, I apply US quarterly sector data to estimate the disaggregate and

aggregate New Keynesian Phillips curves. I discuss the sector specific results and

explain the possible reasons for the heterogeneous behavior across sectors through

international competition. More importantly, I find that disaggregate sector inflation

dynamics can help uncover a significant relationship between inflation and unemploy-

ment at the aggregate level.

The third chapter empirically investigates inflation dynamics for the euro area in
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ABSTRACT

the presence of heterogeneous economic conditions across member states. It reviews

the inflation dynamics since 2000 for the euro area as a whole and for individual

euro area countries. Cross-country heterogeneity is considered and incorporated in

separate national New Keynesian Phillips curves. Moreover, this paper highlights the

improvement of the estimates of aggregate inflation dynamics through national esti-

mates aggregation and instrument selection. In the empirical part, I apply monthly

national and euro area data to estimate the national and euro-wide New Keynesian

Phillips curves. I discuss country-specific inflation dynamics, but more importantly,

I find that disaggregate national estimates can help uncover a significant relationship

between inflation and unemployment in the euro area by reducing the standard errors

of the implied parameters. Although the Phillips curve is not a sufficient tool to gauge

inflation dynamics as already discussed in the literature, a more precise estimate of

the relation still helps with monetary policy formation in the euro area for ECB and

national central banks.

Advisors: Jonathan Wright, Richard Spady, Olivier Jeanne
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Chapter 1

Estimating Short-run Inflation

Dynamics with Disaggregate

Information and Selected

Instruments

1.1 Introduction

Short-run inflation dynamics are critical to the effective implementation of mone-

tary policy and have received extensive attention in recent theoretical and empirical

work. How a central bank decides between higher or lower inflation depends on the

short-run trade-off between inflation and real activity, and also on the effect of ex-
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CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

pectations of future economic activity on current price settings. These two factors

that importantly affect inflation dynamics can be examined using the “New Keyne-

sian Phillips curve” (NKPC). The NKPC has gained early success in fitting empirical

data, but recently economists observed a flatter Phillips curve [1]. The model’s fit de-

teriorates after the inclusion of the recent Great Recession into the sample; economists

have observed that inflation has not fallen as much as the traditional Phillips curve

predicts [2]. The rate of inflation fell far less over the period 2007-2013 than in the

period 1979-1985, despite similar large increases in the unemployment rate [3]. Using

traditional methods, the New Keynesian Phillips curve could not find a significant

trade-off between inflation and unemployment during this period.

This paper improves the estimation of the New Keynesian Phillips Curve by in-

troducing instrument selection and regional variation into the model. I show that the

New Keynesian Phillips curve can be better estimated in finite samples with instru-

ments selected by a kernel-weighted Lasso method. Moreover, I show that regional

variation can further help with the efficient estimation of national inflation dynam-

ics. I apply US metropolitan area data to estimate the disaggregated regional NKPC

model, which results in two important findings. First, both the national and regional

inflation process are more forward-looking than would be estimated without using

instrument selection. Second, there exists a statistically significant trade-off between

national inflation and unemployment when estimating regional data, including the

Great Recession period.
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CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

There are two main reasons for considering instrument selection and disaggregate

information in order to improve the estimation of inflation dynamics. First, instru-

ment selection is important and necessary to guarantee an unbiased estimate in finite

samples: the endogeneity problem is prevalent in the NKPC model and the instru-

ments are lagged variables, so there are many choices of predetermined variables that

could be used as instruments (see [4]; [5]). It is well known that the usage of many

instruments can lead to finite sample instrumental variable (IV) estimates that are

biased towards OLS1. Second, the introduction of regional variation improves esti-

mation efficiency by enlarging the data set, and narrowing the confidence intervals

of estimates. It is also interesting to consider the inflation dynamics at regional level

since the underlying trade-off between inflation and unemployment is more stable at

the regional level. A number of economists argue that the statistically insignificant

trade-off between inflation and unemployment may be arising from the central bank’s

targeting a certain level of inflation [8]. The regional inflation rate, on the other

hand, would be allowed to react more freely to changes in regional unemployment.

By estimating the regional NKPC, one can get to know not only the regional inflation

dynamics, but also the national inflation dynamics implied from the regional inflation

behavior.

This paper contributes to improving the estimation of short-run inflation dynamics

in three steps. First, I show that the many instrument issues can be solved by selecting

1See [6] and [7]
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CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

instruments using Lasso and kernel-weighted Lasso methods. As first introduced by

[9], Lasso, short for Least Absolute Shrinkage and Selection Operator, automatically

selects instruments without imposing any prior information on the original instrument

set2. In addition, given the belief that more recent instruments contain more informa-

tion than more distant ones [13], the kernel-weighted Lasso method is developed to

select instruments with lag structure. This method is not limited to the linear New

Keynesian models, but can be applied to any other linear time series models with

endogeneity that may potentially need instrument selection. In the Monte-Carlo sim-

ulation, I show that finite sample bias is reduced and efficiency is improved when

the estimators are obtained with selected instruments using kernel-weighted Lasso at

both the national and regional levels.

Second, I derive a theoretical regional New Keynesian Phillips curve that incor-

porates staggered price adjustments and mixed pricing behavior of regional firms,

following that of two seminal papers, [14]; [15]. The issue with many instruments

still exists as the lagged regional variables enter the choice set of potential instru-

ments. The introduction of more data cannot fix this issue, but rather introduces

more instruments to the first stage of the model. The regional estimate is obtained

2There exists a vast literature of using Lasso to deal with endogeneity problems and select in-
struments. For example, [10] constructs the optimal instrument for each endogenous variable under
many instruments setup. They contribute to the literature on IV estimation by considering the
use of Lasso and post-Lasso for estimating the first-stage regression of endogenous variables on
the instruments. The IV estimator based on using Lasso or post-Lasso is root-n consistent and
asymptotically normal. [11] used an adaptive Lasso estimator to select strong instruments in the
first stage, and used the selected instruments in the generalized empirical likelihood estimation. In
another example, [12] with many moments in GMM estimation, where they achieved three goals
in one step, including to distinguish and select valid and relevant moments, as well as to estimate
parameters of interest.
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CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

by using the Metropolitan area data in the US in the regional NKPC model with in-

struments selected by kernel-weighted Lasso. The regional model estimation suggests

that inflation is more forward-looking, as the impact of a unit change in future infla-

tion expectation on current inflation is 0.75. In a model estimated with traditional

method, this forward-looking impact is only 0.6.

Last, this paper shows how more precise and efficient national inflation dynamics

can be inferred from the regional model, compared to the national inflation patterns

obtained directly using national data. Previous literature has shown an insignificant

relation between national inflation and unemployment when including the Great Re-

cession. However, if the national inflation dynamics are estimated and inferred using

regional data in a regional model, there is a significantly negative relation between

inflation and unemployment. This helps to explain recent puzzling inflation behavior.

The paper proceeds as follows. Section 2 describes the estimation of the inflation

dynamics in the classic hybrid NKPC model and introduces the econometric method.

The Lasso and kernel-weighted Lasso methods are also described in this section to

provide instrument selection. Section 3 extends the model to the regional level where

a nation with a continuum of regions is assumed. This regional model allows for

the same price rigidity and the proportion of backward-looking firms across regions.

The instrument selection procedure is still necessary in the regional model where the

many instruments issue is prevalent. Regional inflation and implied national infla-

tion dynamics are estimated using the derived regional model accordingly. Section 4
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CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

explores the empirical study with US statistical metropolitan area data, and a full

conclusion is presented in section 5.

1.2 National NKPC Estimation

In this section, the national New Keynesian Phillips curve will be introduced,

and the econometric issues with estimating the NKPC model will be discussed. The

kernel-weighted Lasso method will be presented to select instruments among the

instrument set with a lag structure. The model can be estimated using the optimal

instruments selected and constructed by applying the kernel weighted Lasso in the

first stage.

1.2.1 Model Setup

The “New Keynesian Phillips curve” is derived from a model of staggered price

adjustment, take from [16]. [14] added backward-looking pricing behavior in addition

to the purely forward-looking NKPC and argued that this Phillips curve with hybrid

pricing behavior could better fit the data. In this section, I focus on the hybrid

national NKPC taking the following form:

πt = c+ γfEt(πt+1) + γbπt−1 + αxt + ut (1.1)

6
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where πt is the inflation rate of period t and xt is the forcing variable of period t.

In this paper, I am using the unemployment rate as the forcing variable. Et(πt+1) is

the expectation of inflation rate of period t + 1 given the information set of period

t. Based on model (1.1), national inflation is determined by future inflation expec-

tations, previous inflation, and real economic activity. The parameter γf measures

the forward-looking behavior of national inflation, while γb measures the backward-

looking behavior of inflation. A popular restriction, supported by both theory and

empirical data, is that the inflation coefficients sum up to 1, i.e., γf + γb = 1. In

addition, parameter α measures the trade-off between inflation and unemployment.

Therefore, precise estimation of model (1.1) is important to understand inflation pat-

terns as well as the trade-off between inflation and unemployment.

Notice that the expectation term Et(πt+1) is unobservable, and following the lit-

erature (see [17]) 3, it can be replaced by the realized inflation at the next period

πt+1 with a one-period-ahead inflation forecasting error, as shown in the following

equation:

πt+1 = Et(πt+1) + et+1 (1.2)

3There are two other approaches in the literature to deal with the unobserved expectation term,
also documented in [17]. The first of the two is to assume the reduced-form dynamics of inflation can
be represented by a finite-order VAR, and thus called VAR approach (see [18] and [19]). But this
assumption can be restrictive. Another way is to use survey data to measure rational expectation
[20], and there are two arguments against the use of survey data in this paper. First, survey data
is potentially endogenous, depending on when the survey is collected and whether other third-party
shocks can affect both the inflation and people’s expectations in the survey. Also the survey data is
not good proxy for rational expectations since people seldom have the incentive to consider actual
expectation and measurement error issues will rise. Second, this paper is estimating disaggregated
level NKPC model and no survey data will be available.
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where et+1 stands for the inflation forecast error and can only be determined by new

information from period t to t+ 1. After replacement, model (1.1) is rewritten as

πt = c+ γfπt+1 + γbπt−1 + αxt + ũt.

where ũt = ut−γfet+1. The NKPC model is potentially endogenous after the replace-

ment of expected inflation rates. First, the unemployment rate is endogenous since a

supply shock affects both the pricing behavior of firms, as well as the hiring process

in the labor market. Also, future inflation rate πt+1 is correlated with the forecasting

error et+1, shown in the measurement equation(1.2), and thus πt+1 is endogenous and

correlates with the error term ũt.

A common identification strategy in the literature requires a structural error term

in the national hybrid NKPC model (1.1), i.e. Et−1(ut) = 0. By excluding previous

variables from the model, NKPC assumes current and future shocks are not affected

by previous information. I use instrumental variables to deal with the endogeneity

problem. More specifically, I use linear generalized method of moments (GMM, [21])

to estimate the parameters. Let Zt stand for the potential instrument vector, and the

unconditional moments are constructed as the following equation:

E[Z ′tũt] = 0 (1.3)

Given the identification strategy discussed above, lagged variables are valid in-
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struments. At the same time, lagged variables are often believed to be relevant

instruments due to the persistence of macro-economic variables. This property forms

a specific lag structure of instruments that often appears in similar models with ra-

tional expectations. For example, if there are p series that are initially correlated

with the inflation rate or unemployment rate, the instrument set Zt will use from one

period lag to M period lag of those p series. The instrument can be re-noted as Zt,M ,

but for simplicity we stick to Zt in this paper. In total, there are Mp instruments in

the instrument set.

There is an infinite number of predetermined variables that can be used as instru-

ments, and different results arise from different choices of instruments. The choice of

M is rather arbitrary. Many macro-economic variables are persistent, and thus M

can be as large as the length of the series T . The Newey-West truncation number

[22] is one popular choice, and in the following simulations and empirical sections, I

set M as the Newey-West HAC estimator truncation number. However, the direct

use of the arbitrarily large instrument set can lead to substantial problems in finite

samples: as a consideration of the limiting case where the number of instruments is

the same as the sample size reveals. In that case the first-stage yields perfect fit, and

so 2SLS is identical to OLS. Consequently, effective instrument selection is necessary

to precise estimation. In the next section, I will discuss the econometric methods that

will be used to select instruments from the original instrument set with lag structure.

9
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1.2.2 Lasso and Kernel Weighted Lasso

We have discussed the necessity of selecting instruments. In this part, I show

the procedure of instrument selection and estimation using Lasso type methods in

the first stage. 4 By using Lasso, one can automatically select the most relevant

instruments without requiring prior knowledge or making further restrictions on the

instrument set. Start from a single endogenous variable, the first stage regression

between the endogenous variable and all instruments take the following form:

xt = ZtΠ + εt (1.4)

where εt is assumed to be i.i.d. and normally distributed. The use of many instru-

ments will over-fit the model, and make the fitted value of x and original x exactly

the same. In reality, not every instrument in Zt is helpful in explaining the exogenous

variation in xt, and thus deleting irrelevant instruments will improve the performance

of the first stage estimator.

Assume that the instrument vector Zt has a sparse structure. Thus, the parame-

4In the instrument selection literature, various shrinkage methods other than the Lasso have
been used. For example, [23] considered an approach to instrument selection based on the boosting
method. [24] used another way of implementing shrinkage method which is the use of ridge regression
for estimating the first-stage regression. The IV estimation with Lasso shrinkage in the first stage
has better performance than the other approaches in the sense that Lasso does not require a priori
knowledge of the strongest instruments. As long as the estimator satisfies the sparsity assumption
which will be specified later in the model section, Lasso can provide effective instrument selection
without requiring any priori knowledge.

10
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ters in the above equation(1.4) estimated with Lasso takes the following form:

Π̂lasso = arg min
Π

[
1

T

T∑
t=1

(xt − ZtΠ)2 + λ‖Π‖1] (1.5)

where ‖Π‖1 =
∑Mp

j=1 |Πj| and λ ≥ 0 is a penalty parameter. The existence of the

l1−norm penalty term has the potential to shrink the absolute value of the coefficients

toward zero. Due to the l1−geometry, the Lasso is performing variable selection

in the sense that it can shrink the coefficients of irrelevant instruments to exactly

zero. Also the tuning parameter can alter the estimation greatly. With a larger

penalty parameter λ, more coefficients will be shrunken to zero. On the other side,

a smaller λ will result in more non-zero coefficients. The choice of λ is based on the

criterion that the Lasso variable selection should achieve the oracle property, under

which circumstance the Lasso performs as well as if the true model is known. Other

than that, as pointed by [9], the Lasso method requires initial standardization of the

regressors, so that the penalization scheme is fair to all instruments. The instrument

set Zt should be normalized to have zero mean and unit variance. The normalized

instruments will only be used for instrument selection, and after certain instruments

are selected, I will use the original value of selected instruments to form the moments.

However, Lasso may not be optimal in selecting instruments with lag structure.

Given the feature that more recent instruments contain more information than more

distant ones, the kernel-weighted Lasso distinguishes instruments of different lags by

11
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imposing higher penalty loadings to instruments with more lags, instead of treating

all instruments equally as in the Lasso (1.5). [13] proposed a generalized class of

GMM estimators based on kernel weighted moment restrictions. According to his

work, kernel weighting is one way to take care of the correlated moments in the lag

structure and thus reduce the higher order bias of GMM estimators. Inspired by the

kernel-weighting approach, the modified Lasso estimator with kernel weights in the

first stage is:

Π̂k−lasso = arg min
Π

[
1

T

T∑
t=1

(xt − ZtΠ)2 + λ‖W−1
T Π‖1] (1.6)

where more weights will be imposed on more recent instruments and thus less penalty

in the kernel-weighted Lasso objective function. To do this, WT is a Mp × Mp

weighting matrix as WT = (wM
⊗

Ip) and wM is a diagonal matrix:

wM = diag(k(0), · · · , k((M − 1/M))′.

where k(•) is a monotonically decreasing kernel function and k(0) = 1. There are sev-

eral well-known kernels such as the truncated kernel, the Bartlett kernel, the Parzen

kernel and the Tukey-Hanning kernel. The instrument set Zt is ordered from the

most recent to most distant period. Notice that the weighting matrix WT is con-

structed by the Kronecker product of a diagonal matrix wM and identity matrix Ip.

The identity matrix is to make sure that instruments of the same period have the

12
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same penalty loading, and the diagonal matrix wM with non-increasing elements on

diagonal manages to impose different weights to instruments of different lags. Also

it is easy to show that Lasso is a special case of kernel-weighted Lasso as long as

WT = IMp. Therefore, the kernel-weighted Lasso is more flexible than the standard

Lasso.

One can notice that both Lasso and kernel-weighted Lasso estimators in the first

stage rely on the choice of the tuning parameter λ. The changes of tuning parameter

could easily alter the selected instrument set. Ideally, the tuning parameter λ should

be simultaneously chosen with solving the objective function (equation (1.5) and

(1.6)). Using kernel-weighted Lasso estimator as an example, the idea of picking

the tuning parameter is the following. Since a sufficient and necessary condition for

the minimizer is attained in the kernel-weighted Lasso problem as in equation (1.6)

is that 0 belongs to the sub-differential of the convex objective function in (1.6).

Equivalently, it means

2

T
max

1≤j≤Mp
|
T∑
t=1

(xt − ZtΠ)W
(j)
T Z

(j)
t | ≤ λ

Define a random variable

Λ =
2

T
max

1≤j≤Mp
|
T∑
t=1

εtW
(j)
T Z

(j)
t | (1.7)

The value for λ is solved empirically by simulating the random variable Λ and the
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tuning parameter λ is set to bound Λ with a large probability:

λ = c · Λ(1− α|Z1, · · · , ZT ) (1.8)

where Λ(1−α|Z1, · · · , ZT ) is the (1−α)−quantile of Λ conditional on the instrument

set, and c > 1 is a constant. Thus λ can be chosen based on the distribution of the

random variable Λ.

Following [25] and [10], λ can be attained by the simulation of the random variable

Λ. According to equation (1.7) and (1.8), the distribution of Λ depends on the error

term ε in the first stage (1.4). Given the assumption of the normal distributed error

term εt, Λ follows a normal distribution as well. Therefore, with the observables Y ,

X and Z, we can first estimate the initial variance of ε by running the first-stage

regression and estimate the unbiased variance of the residuals. This initial variance

of ε can be used to calculate the kernel-weighted Lasso estimator in equation (1.6),

and thus select the instruments with non-zero coefficients. The kernel-weighted Lasso

estimator is updated by using the updated variance of ε calculated by running the

first stage regression between endogenous variables and the selected instruments in

the previous step. This procedure is repeated for several steps until the selected

instrument set converges. In this paper, I repeat these step for 20 times since it

generally provides a converging variance of ε and choice of tuning parameter. Then

we can simulate the random variance Λ and pick the (1 − α)−quantile of Λ. Here I
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use c = 2 5.

Notice that the first stage equation (1.4) requires a scalar endogenous variable xt.

The above procedure of estimating the Lasso and kernel-weighted Lasso estimators

in the first stage is applied to every endogenous variable in the NKPC model (1.1). I

allow the penalty parameter λ to be different for different endogenous variables.

Returning to the original goal, we try to form the optimal instruments for the

moment conditions (1.3). We adopt a post-Lasso procedure that follows the sugges-

tion of [10]: the penalty term will shrink all coefficients towards zero, including the

active instrument coefficients. Instead of using Π̂klasso directly, we run another OLS

regression with endogenous variables on the selected instruments from the Lasso and

kernel-weighted Lasso estimators. In order to reduce the bias, as well as to take ad-

vantage of the variable selection procedure, one can benefit by using post-Lasso to

form optimal instruments. In particular, still using kernel-weighted Lasso method as

an example

x̃t = PZt,Sklassoxt

where PZt,Sklasso is the projection matrix of Zt,Sklasso , and Zt,Sklasso stands for the in-

strument set selected by picking the non-zero coefficient instruments from the original

instrument set.

Therefore, the parameters in the model (1.1) can be estimated by the GMM

5c may not always equal to 2. The larger c is, the larger penalizing power the kernel-weighted
Lasso will have. In general, a larger c will harm the choice of the kernel-weighted Lasso instrument
selection.
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estimation using the moments:

E[X̃ ′tũt] = 0

where X̃t is the vector of optimal instruments.

1.2.3 Simulation Results

In order to check the performance of the instrument selection with kernel weighted

Lasso, a simulation study will be provided in this section based on the hybrid national

NKPC model with the coefficient restriction γf + γb = 1:

πt = c+ γfEt(πt+1) + (1− γf )πt−1 + αxt + ut (1.9)

where the parameter of interest here is θ = (c, γf , α), and the true values of the

parameters are θ0 = (0, 0.7,−0.3). In order to solve for the reduced-form dynamics

of inflation rates and unemployment rates, a VAR(2) dynamics equation system is

defined:

πt = cπ + ξπ1πt−1 + ξx1xt−1 + ξπ2πt−2 + ξx2xt−2 + επt (1.10)

and

xt = cx + ηπ1πt−1 + ηx1xt−1 + ηπ2πt−2 + ηx2xt−2 + εxt (1.11)

where the coefficients for the reduced-form of η is calibrated using inflation and unem-

ployment series from 1960 to 2014. η is calibrated by the OLS estimator of equation
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(1.11), and (ηπ1, ηx1, ηπ2, ηx2) = (0.008, 0.976, 0.017,−0.030)). The variance covari-

ance matrix Ω of(επt, εxt) is set Ω = ((0.133, 0.034)′, (0.034, 0.049)′), which is a typical

estimate of the disturbance covariance matrix in reduced-form OLS regressions on the

1960-2014 sample, using inflation series with the unemployment rate as the forcing

variable. The reduced-form dynamics of πt can be solved using the known parameters

following the AIM algorithm of [26]. This is the basic data generating process (DGP)

of the two series: the inflation rate and the unemployment rate. The sample period

T = 75 is chosen to be consistent with the sample size examining in the empirical

study in later sections, and the truncation parameter M = 6.

The instrument set Zt originally includes up to 6-period lag of inflation rates,

unemployment rates and four other fixed series following a multinomial distribution.

I start off by running plain linear GMM with all available instruments. Lasso and

kernel-weighted Lasso are also used in the first stage to select instruments. Within

the fixed DGP, three types of estimators of the national NKPC model are used for

comparison, in terms of finite sample bias, median bias, mean square error as well as

the empirical probability of true value included in the confidence intervals.

The method of picking the tuning parameter λ is already discussed in the previous

section. In each loop of the simulation, we need to pick the tuning parameters λ for

the Lasso and kernel-weighted Lasso estimation. Also in this model we have two

endogenous variables, and the tuning parameter λ needs to be picked respectively for

each endogenous variable.
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Table 1 presents the simulation results of national NKPC model using DGP dis-

cussed above. First, in terms of finite sample property, the results estimated with

selected instruments using Lasso or kernel weighted Lasso could benefit from signif-

icant bias reduction compared to the IV estimators using all available instruments.

Second, the root mean square error (RMSE) column is calculated as the square root of

the sum of mean bias square and variance of estimates. Instrument selection can help

improve the root mean squared error of the estimates for γf . Third, the last column

coverage is comparing the inference made by different estimators. Inference made by

GMM estimators using all instruments is misleading since the empirical probability

of true values being included in the confidence interval is not consistent with the

significance level of the confidence intervals, and thus tests that use all instruments

could worsen the inference. As shown in Table 1, coverage rates have been improved

with instrument selection and estimates with instruments selected by kernel-weighted

Lasso achieve the best performance among the three categories.

More specifically, the national model shows how inflation dynamics is affected

by future expectations and unemployment rate. The forward-looking behavior of in-

flation can be measured by γf , and the estimator of γf performs best when using

instruments selected via kernel-weighted Lasso method. The root mean squared error

of the kernel-weighted Lasso method is the lowest (0.116) among the three compared

methods. It is well known that more instruments can help improve the efficiency of

estimation, however, this just leads to misleading confidence intervals in finite sam-
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ples (shown in the column of the coverage rate). Root mean squared error is one of

the criterion to assess the finite sample performance of the estimators, and the perfor-

mance improved after selecting instruments using kernel-weighted Lasso. Meanwhile,

the trade-off between inflation and unemployment is captured by the parameter α,

and the finite sample bias of the kernel-weighted Lasso selected instruments is small-

est (0.074) among the three estimates. Estimates with instruments selected by Lasso

achieve the lowest root mean squared error.

However, in the national NKPC model, instrument selection by Lasso and kernel-

weighted Lasso does not succeed in reducing the root mean squared error of the

estimate for α. It is because, by selecting instruments, on the one hand, the estimation

bias is reduced due to using fewer but better instruments, but on the other hand, fewer

instruments will harm the efficiency of estimation. In the next section, more data

will be introduced and efficiency will be improved due to a larger data set. The

performance of kernel-weighted Lasso instrument selection can be further improved.

1.3 Regional NKPC Estimation

In this section, regional variation will be introduced, and a regional NKPC model

will be derived to explore the regional inflation dynamics. The regional Phillips curve

is important not only because it is interesting by itself, but also because it may give

more information about the national Phillips curve.
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Several papers in the literature have considered the importance of disaggregate

information to help improving the estimation of the NKPC model. In one example,

[27] made use of regional variations to distinguish the impacts of short-term and long-

term unemployment on inflation rates. Originally the national short-term and long-

term unemployment rates are highly correlated, and it is hard to directly distinguish

the pressures each exerts on inflation. By introducing regional data, more variations

are brought in to the closely co-moving series. [28] argued that the regional trade-off

of inflation and unemployment is consistent, with the central banks trying to stabilize

the national inflation.

Inspired by the literature, there are two reasons of considering the regional NKPC

model. First, more data will be used for estimation, and resulting in a more efficient

estimation. Second, the structural relationship between inflation and unemployment

will be more significantly revealed at the regional level. At the national level, without

considering the central bank, there exists a trade-off between the unemployment rate

and the inflation rate. For instance, a positive shock to the labor market will lower

the unemployment rate and increase the nominal wage. A higher nominal wage will

result in higher prices of goods, and thus higher inflation in the economy. But this

relationship applies only when there is no central bank trying to stabilize the inflation

rate. In the United States, the Fed has dual mandates: to stabilize inflation and to

maximize employment. The first mandate does not allow inflation to react freely

with the changes in the unemployment rate. And with the central bank putting more
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weights on inflation stabilization, one can observe the relationship between inflation

and unemployment become less significant.

All of this underscores the benefits of studying regional inflation dynamics. The

rationale for the trade-off of regional inflation and unemployment is similar to the

national case. However, given the fact that the country is comprised of many small

regions, any regional shocks will not alter the central bank’s policy decisions. The

regional inflation is allowed to freely react to the changes in regional unemployment,

while the structural relationship still exists at the regional level. Also, by bringing

the regional variation into the model, one is allowed to estimate the coefficients more

efficiently. The regional NKPC model not only reveals how the regional inflation

dynamics look, but also implies more precise national inflation dynamics.

The regional NKPC model should be derived to incorporate the following charac-

teristics in order to capture the benefits. First, regional and national factors should

play independent roles in affecting regional inflation rates. For example, the regional

shocks affect only regional variables, while national shocks affect both regional and

national variables. Second, regional firms follow the staggered price adjustment and

mixed pricing behavior: that is, whenever they have chances to update the price, a

proportion of firms, will follow forward-looking behavior while the rest of them will

follow backward-looking rule-of-thumb principles.
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1.3.1 Regional New Keynesian Phillips Curve

In this part, a theoretical framework of the regional NKPC model will be derived.

The model is an extension of previous work on the New Keynesian model in the

open economy by [15] by adding the backward-looking pricing rules of firms into the

regional model introduced in [14].

Suppose the national economy is modeled with a continuum of small regions, rep-

resented by the unit interval. The measure of each region is zero. Different regions

are subject to different productivity shocks. Each region has a representative house-

hold and a continuum of firms producing a differentiated good, also represented by

the unit interval. Compared to the rest of the nation, the performance of each single

region does not have impact on the national economy. Also, each region is assumed

to be symmetric in terms of identical consumer preferences and firm pricing behavior.

There will be a brief idea of how the regional NKPC is derived, and more detailed

derivations are in the appendix. All variables of lower-case letters represent the log

of the variables with upper-case letters. I discuss the macroeconomic variables in the

home region H. All other variables with subscript i ∈ [0, 1] refer to region i. Region

F represents a general notation for all other regions i ∈ [0, 1] outside of region H.

Taking P i
H,t as an example, it represents the price index of goods produced in region

H at period t but finally consumed by consumers in region i. The superscript H is

omitted for notation simplicity. Also, the Law of One Price holds for prices of the

same good consumed in different regions, i.e., P i
H,t = PH,t, and piH,t = pH,t. Thus the

22



CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

superscripts for price variables are omitted.

We assume that firms from region H set prices as follows. In each period, 1 − θ

random selected firms will set new prices, while the rest of the firms do not adjust

prices, with an individual firm’s probability of re-optimizing in any given period being

independent of the time elapsed since it last reset its price. Meanwhile, a fraction

1− w of the firms, which we refer to as forward-looking firms, choose the price that

maximizes the current market value of the profits generated while that price remains

effective. The remaining firms, of measure w, which we refer to as backward-looking,

instead use a simple rule of thumb that is based on recent aggregate pricing behavior.

Suppose at period t and in region H, if the firm is “randomly selected” to reset its

price, a forward-looking firm will choose the price P f
H,t, while the backward-looking

firm will pick P b
H,t. By law of large numbers, the aggregate price level of goods

produced in region H evolves as a combination of last period’s price and the average

of current rest prices, under a zero steady-state inflation assumption:

pH,t = θpH,t−1 + (1− θ)p̄∗H,t (1.12)

where the index for newly set prices can be expressed as p̄∗H,t = (1− w)pfH,t + wpbH,t.

The aggregate price level of goods produced in region i can be obtained in the same

way, and thus the general notation pF,t. Inflation of goods produced in region H is

given by πH,t = pH,t−pH,t−1, πi,t = pi,t−pi,t−1 denotes the inflation of goods produced
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in region i, and πF,t =
∫ 1

0
πi,tdi denotes the inflation of goods produced outside home

region. Notice that the regional CPI is defined as pt = (1 − α)pH,t + αpF,t, and

regional inflation rate πt = (1 − α)πH,t + απF,t, with the parameter α capturing the

home region bias of household consumption.

Therefore, in order to discover the factors that could affect the regional inflation,

one seeks to explain how firms from the home region and other regions will pick

prices given their pricing behavior. For a forward-looking firm from region H, with

the price rigidity, maximization over all expected discount future profits induces firms

to take into account the probability that they will not be able to reset their prices

optimally in the future. Let β denote the discount factor. The optimal price for a

forward-looking firm can be expressed as follows in a finite-order linearization,

pfH,t = (1− βθ)
∞∑
k=0

(βθ)kEt(m̂ct+k + pH,t+k) (1.13)

where m̂ct+k denotes the difference between the real marginal cost at time t+k and its

steady state value, and the production function is Cobb-Douglas with labor elasticity

1. And it can be derived that

pfH,t − pH,t−1 = (1− βθ)m̂ct + πH,t + βθ(pfH,t+1 − pH,t) (1.14)

by shifting equation (1.13) forward by one period and taking rational expectations
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on both sides. Similarly, forward-looking firms from region i will set prices following:

pfi,t − pi,t−1 = (1− βθ)m̂cit + πii,t + βθ(pfi,t+1 − pii,t) (1.15)

On the other side, I assume that backward-looking firms obey a rule of thumb that

has the following two features (Gali and Gertler, 1999): first, no persistent deviations

between the rule and optimal behavior (i.e., in a steady state equilibrium the rule

is consistent with the optimal behavior); (b) the price in period t given by the rule

depends only on information dated t − 1 or earlier. I also assume that the firm is

unable to tell whether any individual competitor is backward-looking or forward-

looking. All firms across the country can be potential competitors to a specific firm.

Then firms from region H that follow the backward-looking rule will reset their price

as

pbH,t = (1− α)p̄∗H,t−1 + αp̄∗F,t−1 + πt−1 (1.16)

In other words, a backward-looking firm at t from region H sets its price equal to the

average price set in the most recent price adjustments, with a correlation for regional

inflation.

The hybrid regional NKPC can be obtained:

πit = c+ γfEt(πi,t+1) + γb1πi,t−1 + γb2πt−1 + γcπt + α1xit + α2xt + uit (1.17)
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where i = 1, 2, · · · , N and t = 1, 2, · · · , T . N denotes the number of regions and T

is the sample period. According to the regional Phillips curve, the current regional

inflation rate depends on the future regional inflation expectation, previous regional

and national inflation rates, current national inflation, as well as current regional and

national unemployment rates. Unemployment rates move in opposite directions with

the real marginal cost, and thus are used as a proxy. This pool regression model

assigns independent roles to regional and national factors. More specifically, param-

eters γf , γb1 and α1 measure the effects of regional factors on the regional inflation

rate, while γb2 and α2 measure the effects of national factors on the regional infla-

tion rate. Moreover, the coefficients in front of inflation variables sum up to one:

γf + γb1 + γb2 = 1 and this restriction is supported by the model and empirical data.

However, the regional NKPC model still encounters endogeneity and un-observability

issues. Regional expectations of inflation rates cannot be observed by econometri-

cians. There is a lack of valuable survey data tracking the inflation expectations at

the regional level. By assuming the rational regional inflation expectation rate, one

can replace the expectation term with its realization and impose an innovation term

to the error term. Notice that the new error term including the innovation correlates

with the realized future regional inflation rate. Besides, a regional shock in the lo-

cal labor market that might both affect regional firms’ pricing behavior and hiring

process, and this causes the correlation between regional unemployment and inflation
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rates. Similar rationale applies to national shocks.

πit = c+ γfπi,t+1 + γb1πi,t−1 + γb2πt−1 + γcπt + α1xit + α2xt + ũit

where

ũit = uit + γf (Et(πi,t+1)− πi,t+1)

Therefore, the potential endogenous variables are πi,t+1, πt, xit and xt. Dealing

with the endogenous variables, the identification strategy is similar to that which

was introduced in the national model. I assume that for any region i, the error term

uit does not depend on any previous information Et−1(uit) = 0. Under the rational

expectations of regional firms, innovation term is not affected by previous information

as well, and this implies Et−1(ũit) = 0.

There is a large set of instruments available for the estimation of the regional

model, and the many instruments issue is not solved by introducing regional variation

to the model. This is because on one side, lagged variables are taken as instruments,

and meanwhile, both regional and national series can be considered as relevant in-

struments which have broadened the instrument choice to a large extent. Instrument

selection is still important and necessary in the estimation of the regional model, and

the Lasso-type methods can be carried over from the national model.
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1.3.2 Implications for the National NKPC model

The regional model discussed above is used to estimate the inflation dynamics,

and more importantly, the national inflation dynamics is implied from the regional

model. Assume that the national variables are weighted averages of corresponding

regional variables:

πt =
1

N
wi

N∑
i=1

πit xt =
1

N

N∑
i=1

wixit

where wi refers to the weight of region i,
∑N

1 wi = 1. Taking weighted average across

regions on both sides of model (1.17), the national inflation dynamics can be implied

as

πt =
c

1− γc
+

γf
1− γc

Et(πt+1) +
γb1 + γb2
1− γc

πt−1 +
α1 + α2

1− γc
xt +

ut
1− γc

(1.18)

This equation is called the implied national inflation dynamics in the following paper.

By comparing to the national NKPC model,
γf

1−γc determines by how much proportion

that the national inflation is forward-looking and α1+α2

1−γc shows the trade-off between

national inflation and unemployment. The coefficients of the implied national model

estimated using regional data can be compared with the coefficients of the national

model estimated using national data directly.
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1.3.3 Simulation: Regional Model

The simulation study is based on model (1.17) with assumption that γf + γb1 +

γb2 + γc = 1:

πit = c+ γfEt(πi,t+1) + γb1πi,t−1 + γb2πt−1 + γcπt + α1xit + α2xt + uit (1.19)

where the parameter of interest is θR = (c, γf , γb1, γb2, α1, α2), γc is determined due

to the coefficient constraint: γc = 1− γf − γb1 − γb2. In the data generating process,

we set the true value of parameter θR as θR,0 = (0, 0.7, 0.3, 0,−0.3, 0). The reduced-

form dynamics of regional inflation and unemployment are solved in the same way as

shown in the national simulation study. Also, the national variables are calculated as

simple averages of the regional variables. In this simulation, I generate the variables

of 20 independent regions from the above setups.

To be consistent with real data, the length of the sample period is set to T = 75.

Also we calculate the Newey-West HAC variance since we are using lagged variables

in moment conditions. The lag truncation number is set as M = 6, and we thus

use up to six lags of variables as instruments. In order to get a better comparison

between the GMM estimates with all instruments and Lasso suggested instruments,

we also include four other lagged random variables as instruments besides the lagged

inflation rates and unemployment rates. In total, we use 72 potential instruments to
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estimate the regional NKPC (1.19).

The Monte-Carlo simulation results report the estimation statistics from 1000 rep-

etitions. In Table 2-4, I report for each parameter, the true value, mean of the 1000

estimates, median of the 1000 estimates, standard deviations of estimates, root mean

squared errors, and the coverage rates corresponding to each parameter. Note that

the coverage rate is the probability that the true value of parameter is contained in the

95% confidence intervals. The confidence intervals are constructed using the asymp-

totic standard errors of the estimates. Also, each table is constructed by three parts:

GMM estimates with all instruments, GMM estimates with instruments selected from

Lasso, and GMM estimates with instruments selected from the kernel-weighted Lasso.

Table 2 to 4 provide the regional estimation results (1.17), implied national results

(1.18) and the national estimation results (1.1), respectively. In general, GMM esti-

mators with selected instruments outperform estimates with unselected instruments

both in finite sample property and coverage rates of confidence intervals. Meanwhile,

regional variation helps improve the efficiency of estimation in the regional model as

well as the implied national model.

In order to discuss the finite sample performance of the estimators, I check the

parameters in the three models respectively. In the regional NKPC model, for exam-

ple, the estimates for forward-looking parameter γf are compared in terms of finite

sample bias and root mean squared error. The GMM estimator with Lasso selected

instruments can reduce the root mean squared error by roughly 5% (from 0.093 to
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0.088), while the estimator with kernel-weighted Lasso selected instruments reduce

the bias by 50% (from 0.093 to 0.047). This improvement in root mean squared error

comes mainly from bias reduction after instrument selection, and at the same time,

the efficiency of estimation is not affected after introducing regional variation. In the

implied national model, GMM estimator of the implied forward-looking parameter

γf
1−γc in model (1.18) obtained from selected instruments using kernel weighted Lasso

also has the smallest root mean squared error 0.076 among the three categories of

estimates. The reduction of RMSE is applicable to the national NKPC model as well.

Other than the finite sample performance, the coverage rates of 95% confidence

interval for the estimates using all instruments are misleading in the implied national

model and the national model, meaning that the corresponding asymptotic distri-

butions in the finite sample are not plausible. Although it might be true that the

asymptotic standard error of the GMM estimators using all instruments is smaller

due to the use of more instruments, the standard error calculated in the finite sample

is not consistent with that calculated in infinite samples. Meanwhile, the coverage

rates approach the ideal 95% as the instruments are selected by the Lasso-type meth-

ods. For example, for the estimate of forward-looking parameter
γf

1−γc in the implied

national model, the coverage rate of the 95% confidence interval rises from 70.9% (cal-

culated by the estimates with all instruments) to 86% (calculated by the estimates

with kernel-weighted Lasso selected instruments). The improvement of the coverage

also applies to the national model.
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It is also interesting to compare the implied national results (as in table 3) with

the real national results (as in table 4). As mentioned above, the regional NKPC

model can not only allow us to explore the regional inflation dynamics and regional

Phillips trade-off, but also to infer a more efficient national model. By comparing

the estimates of the forward-looking parameter
γf

1−γc in the implied national and γf

in the national models, the Lasso-type estimators can outperform the estimators

without instrument selection in reducing mean bias, reducing root mean squared

error, and improving the coverage. Moreover, the standard deviations of all estimates

in the implied national model are significantly lower than those in the national model.

For instance, if the instruments are selected by kernel-weighted Lasso, the standard

deviation of the forward-looking parameter
γf

1−γc in the implied national model is 0.045,

while the standard deviation of the forward-looking parameter γf in the national

model is 0.099. In short, implied national estimates are more efficient than national

estimates for all instrument selection methods. Therefore, I conclude that the regional

variation can help improve the efficiency of the national inflation dynamics estimates.

1.4 Empirical Results

In this section, I apply the instrument selection methods to the US metropolitan

area data and estimate the regional New Keynesian Phillips curve. The inflation

dynamics in the regional, implied national and national models will be shown respec-
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tively.

1.4.1 Data

For the regional NKPC model, the data source is mainly from Bureau of Labor

Statistics. The national and regional New Keynesian Phillips curves are both esti-

mated over the sample periods from the year 1990 to 2014 based on a semi-annual

frequency. The Consumer Price Index (CPI) excluding food and energy is used as a

measure for price and hence is used to calculate the inflation series. Also, we use the

civilian unemployment rate as the forcing variable in the regional model. Moreover,

the wage rate series is also taken as potential instruments.

I examined 23 large metropolitan areas (MSA) for the United States. The choice

of MSA follows [27] except that Washington-Baltimore area is not included in the

data since the regional data are only available within a short time series(after 2000).

The metropolitan areas we consider are New York-Northern New Jersey-Long Is-

land, Philadelphia-Wilmington-Atlantic City, Boston-Brockton-Nashua, Pittsburgh,

Chicago-Gary-Kenosha, Detroit-Ann Arbor-Flint, St. Louis, Cleveland-Akron, Minneapolis-

St. Paul, Milwaukee-Racine, Cincinnati-Hamilton, Kansas City, Dallas-Fort Worth,

Houston-Galveston-Brazoria, Atlanta, Miami-Fort Lauderdale, Los Angeles-Riverside-

Orange County, San Francisco-Oakland-San Jose, Seattle-Tacoma-Bremerton, San

Diego, Portland Salem, Honolulu, and Denver-Boulder-Greeley.

Therefore, in the regional data set, I explore the inflation and unemployment series
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over 50 sample periods, 23 regions as well as the nation. Notice that the national

variables are obtained through the national averages of all regions across the country.

The chosen regions in the data account for around 55-60% of GDP in US in 2015.

It is reasonable to assume all other regions should perform similar to the 23 regions

examined in the data. Also the instruments are formed by up to M-lags of inflation,

unemployment, employment growth rate and wage inflation rate. M is picked by the

Newey-West truncation number, which is set to 6 in the data.

1.4.2 Results

Tables 5-7 show the regional results based on equation (1.17), the implied national

results from the regional model (1.18), and the national results based on equation

(1.1). As discussed, the series of previous periods can be treated as valid and relevant

instruments due to the persistent effects of macro-economic variables and the inde-

pendence between innovations and past information. Three categories of estimates

are compared: the GMM estimates with all instruments and with optimal instruments

formed by Lasso and kernel-weighted Lasso respectively.

There are several interesting findings by comparing the three tables. First, the

regional results shown in table 5 suggest that the inflation rate is more forward-

looking in the regional level. The estimates with selected instruments imply a more

forward-looking behavior of regional inflation dynamics than the estimates without

instrument selection. Estimation using all instruments suggests that roughly 60% of
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the regional inflation is driven by future regional expectations, while the estimation

using kernel-weighted Lasso selected instruments shows that the regional inflation is

around 70%-75% driven by expectations. Meanwhile, table 5 also shows that the

role of previous national inflation (as estimated by γb2) becomes insignificant when

the model is estimated with selected instruments. In short, the IV estimators us-

ing selected instruments suggest that regional inflation is more forward-looking, and

regional factors play a more important role than the national factors. Meanwhile,

the regional NKPC model can also reveal the trade-off between the inflation and

unemployment rates.

Second, the implied national model estimates derived from the regional model

show a significant negative relation between inflation and unemployment. This finding

is an very important contribution of the paper. The regional NKPC can be used

to explain recent inflation behavior after the Great Recession. Without introducing

regional variations into the model, the national estimates could not show the negative

relationship even after selecting the instruments (as shown in table 7).

Lastly, by comparing the national estimates and the implied national estimates, as

in tables 6 and 7, the implied national estimates are more efficient than the national

estimates, and therefore, one can obtain a narrower confidence interval from the im-

plied national model. For instance, in table 7, the estimate of α in the national model

has a 95% confidence interval of [−0.0216, 0.1084] with instruments selected by Parzen

kernel-weighted Lasso method. While the estimate of α1+α2

1−γc using the same instru-
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ment selection method in table 6 has a 95% confidence interval of [−0.0356,−0.0084].

The way of revealing the significant trade-off in the implied national model is through

efficiency improvement.

1.5 Conclusion

This paper examines the estimation of inflation dynamics with selected instru-

ments and regional data. The set of potential instruments is large compared to the

sample size due to the use of lagged variables. The benefit of selecting instruments is

substantial in finite samples. Also a kernel-weighted Lasso method is specified to deal

with the lag structure in the instrument set. By taking into account that more recent

variables contain more information, the kernel-weighted Lasso selected instruments

can outperform the plain Lasso method. Finite sample bias and inference are shown

to be improved by selected instruments in Monte-Carlo simulations.

Moreover, regional variation is introduced to improve the efficiency of estimation.

A theoretical model at the regional level is derived by following previous work combin-

ing the multiple-region framework and firm’s hybrid pricing behavior. The regional

model estimate can not only show the regional inflation dynamics, but also imply a

more efficient national estimate. In the empirical work, I show that both national

and regional inflation dynamics are more forward-looking than would be estimated

without instrument selection. Meanwhile, there exists a negative relation between
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regional inflation and unemployment. In addition, the relation between national in-

flation and unemployment is significantly negative if estimated using regional data.

Therefore, regional New Keynesian Phillips curve can be considered as a direction to

try to explain the puzzling inflation behavior after the Great Recession.

Future work could consider inflation dynamics across different sectors. Different

from the regional NKPC model, where firms from different regions in a country are

assumed to be symmetric in terms of price adjustment speed, the sector inflation

dynamics can also allow variations across sectors. Price rigidities can be different

across sectors, and the proportion of forward and backward-looking firms can vary

across sectors as well. Sector inflation dynamics are important not only because it

can show how sectoral inflation rates differ from one another, but also because it can

provide more information for understanding national inflation dynamics.
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CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

Table 1.5: Regional Empirical Results

All instruments

Const. γf γb1 γb2 α1 α2

Estimates 0.0431 0.6074 0.2518 0.1408 -0.0567 0.0494
Std.Error 0.0419 0.0582 0.0379 0.0621 0.0116 0.0145

Lasso

Estimates 0.1133 0.6889 0.2318 0.0793 -0.0281 0.0094
Std.Error 0.0441 0.0945 0.0506 0.0752 0.0171 0.0195

Kernel-weighted Lasso–Tukhan

Estimates 0.1277 0.7141 0.2113 0.0745 -0.0231 0.0018
Std.Error 0.0444 0.0983 0.0491 0.0761 0.0175 0.0199

Kernel-weighted Lasso–Barlett

Estimates 0.1280 0.7206 0.2115 0.0679 -0.0231 0.0016
Std.Error 0.0456 0.1104 0.0489 0.0784 0.0183 0.0209

Kernel-weighted Lasso–Parzen (most preferred)

Estimates 0.1326 0.7482 0.1962 0.0556 -0.0202 -0.0018
Std.Error 0.0447 0.1041 0.0498 0.0767 0.0184 0.0207

Kernel-weighted Lasso–kBias

Estimates 0.1326 0.7532 0.1982 0.0486 -0.0198 -0.0022
Std.Error 0.0448 0.1045 0.0494 0.0765 0.0181 0.0205

Notes: The table shows the estimates of regional NKPC model
for GMM with all instruments, Lasso selected instruments and
kernel-weighted Lasso selected instruments. The asymptotic
standard errors are also provided.
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Table 1.6: Implied National Empirical Results

All instruments

Const.
γf

1−γc
α1+α2

1−γc
Estimates 0.0431 0.6074 -0.0074
Std.Error 0.0418 0.0505 0.0064

Lasso

Estimates 0.1133 0.6889 -0.0187
Std.Error 0.0430 0.0700 0.0065

Kernel-weighted Lasso–Tukhan

Estimates 0.1277 0.7141 -0.0213
Std.Error 0.0440 0.0680 0.0067

Kernel-weighted Lasso–Barlett

Estimates 0.1280 0.7206 -0.0215
Std.Error 0.0446 0.0749 0.0068

Kernel-weighted Lasso–Parzen (most preferred)

Estimates 0.1326 0.7482 -0.0220
Std.Error 0.0440 0.0708 0.0068

Kernel-weighted Lasso–kBias

Estimates 0.1326 0.7532 -0.0220
Std.Error 0.0445 0.0704 0.0069

Notes: The table shows the estimates of im-
plied national NKPC model for GMM with
all instruments, Lasso selected instruments and
kernel-weighted Lasso selected instruments.

43



CHAPTER 1. INFLATION DYNAMICS WITH REGIONAL VARIATION

Table 1.7: National Empirical Results

All instruments

Const. γf α
Estimates -0.2450 0.5044 0.0500
Std.Error 0.3040 0.1846 0.0551

Lasso

Estimates -0.4297 0.5279 0.0658
Std.Error 0.2595 0.1335 0.0466

Kernel-weighted Lasso–Tukhan

Estimates -0.4083 0.6065 0.0631
Std.Error 0.2607 0.1468 0.0469

Kernel-weighted Lasso–Barlett

Estimates -0.2928 0.6314 0.0434
Std.Error 0.1831 0.1331 0.0325

Kernel-weighted Lasso–Parzen (most preferred)

Estimates -0.2928 0.6314 0.0434
Std.Error 0.1831 0.1331 0.0325

Kernel-weighted Lasso–kBias

Estimates -0.4083 0.6065 0.0631
Std.Error 0.2607 0.1468 0.0469

Notes: The table shows the estimates of na-
tional NKPC model for GMM with all instru-
ments, Lasso selected instruments and kernel-
weighted Lasso selected instruments.
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Chapter 2

Sector Inflation Dynamics

2.1 Introduction

The first chapter argues that regional variation can help improve the estimation

of New Keynesian Phillips curve by introducing more observations (also see [27]). It

shows that using traditional methods, New Keynesian Phillips curve could not find

a significant trade-off between inflation and unemployment with recent Great Re-

cession period included in the sample. Instead, by introducing instrument selection

and regional variation into the model, the estimation of NKPC can be improved and

better implemented. While this chapter switches the focusing angle to the argument

that estimation of aggregate inflation dynamics can be improved by considering dis-

aggregated sector dynamics. On the other hand, the inflation dynamics across sectors

possess various behavior, and in particular, this paper focuses on improving the esti-
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mation of the New Keynesian Phillips curve by considering disaggregated sector data

with instrument selection procedures applied in the estimation. A growing body of

literature has discussed the potential gains of understanding the total inflation dy-

namics from estimating disaggregate sector level data. [29] discuss that one potential

explanation for the weak performance of Phillips curve is that measures of core in-

flation track a wide array of goods and services whose prices change in response to

different sectors. They argue that the influence of resource gap factors, such as the

difference between the measured unemployment and its “natural” rate, may affect

the costs of services more directly and substantially than the costs of goods. They

demonstrate strong evidence and show that, while services inflation depends on long-

run inflation expectations and the degree of slack in the labor market, goods inflation

depends on short-run inflation expectations and import prices. Moreover, [30] show

that they could improve the forecast of aggregate inflation by forecasting each sub-

component, goods and services, respectively. Similarly, [31] discuss the measurement

of trend inflation can be improved by using disaggregated data on sectoral inflation.

The reason to consider instrument selection is to reduce finite sample bias in

each separate regression, similar to that in the national and regional cases (see [4];

[5];[6];[7]). There are two main reasons for considering disaggregated sector informa-

tion in this chapter. First, sector inflation dynamics are often driven by different

processes, and estimating sector inflation dynamics might shed light on divergent

movements in different sectors. [32] identifies a shift in 1994 in the gap between
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goods and services inflation and implicitly concludes that goods and services infla-

tion are influenced by different factors. Also the work of [33] finds that flexible-price

inflation is more responsive to the degree of economic slack than sticky-price infla-

tion, while sticky-price inflation is more responsive to inflation expectations than

flexible-price inflation. The results of existing literature indicate that variables can

have markedly different explanatory power for price movements of different sectors.

Second, the introduction of sector information improves the estimation efficiency of

aggregate inflation dynamics by enlarging the data set and reducing the standard

errors of implied aggregate inflation dynamics coefficients. Thus the estimation of

aggregate inflation dynamics can be further improved by averaging separate sector

inflation dynamics. It is pointed out in the literature that variables may become less

informative when used directly to explain movements in inflation at the aggregate

level (see [30], [34]).

The estimation of aggregate inflation dynamics is improved in the following three

steps. First, I show that divergent price movements across sectors are governed by

different processes in a theoretical sector New Keynesian Phillips curve. Firms across

different sectors are allowed to have various speeds of price adjustment and pricing

strategies, and thus a sector NKPC is derived to demonstrate inflation dynamics

in each sector. To obtain sector inflation dynamics, we need to estimate separate

sector regressions, which may encounter many instrument issues with lagged sector

variables used as instruments. This is a similar case to the national inflation dynamics
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estimation discussed in the first chapter, and the kernel-weighted Lasso method is

applied to select instruments with lag structure and reduce finite sample estimation

bias.

Second, based on sector specific estimation results, the aggregate inflation dynam-

ics can be implied more precisely and efficiently by taking weighted averages of each

sector inflation dynamics. The previous literature has shown an insignificant relation

between aggregate inflation and unemployment during the great recession [2]. How-

ever, if the aggregate inflation dynamics are estimated and inferred using sector data

in separate sector models, this paper shows that there exists a statistically significant

trade-off between inflation and unemployment.

Third and last, I estimate sector inflation dynamics individually and find empirical

evidence of previous assumptions that price movements across sectors are affected by

different factors. On average, inflation dynamics in services sectors are more affected

by local labor market conditions while those in goods sectors rely more on global

competition. Services sectors are more sticky-priced compared to goods sectors, and

I find that firms in services sectors are more forward-looking compared to firms in

goods sectors.

The paper proceeds as follows. Section 2 derives the sector level New Keynesian

Phillips curve model where a nation with a continuum of sectors is assumed. Each

separate sector model allows for different price rigidities and different proportions of

backward-looking firms across sectors. Sector inflation and implied aggregate infla-
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tion dynamics are estimated and compared to the aggregate inflation dynamics. The

estimation of each sector NKPC and also the aggregate NKPC needs to deal with

many instruments issues since lagged variables are considered as potential instru-

ments. Section 3 describes the econometric methods used for instrument selection.

The Lasso and kernel-weighted Lasso methods are introduced in the first chapter and

will be used for instrument selection in this section. Section 4 explores the empirical

study with US sector data. Implied aggregate inflation dynamics as well as separate

inflation dynamics will be estimated and discussed. A structural break in the sample

will also be considered as an extension of the empirical study, and a full conclusion

is presented in section 5.

2.2 Model Structure

In this section, I will derive the model specification of the sector NKPC following

the spirit of [14] and [15], which will be used in separate sector regressions and imply

aggregate results. Suppose the aggregate economy is modeled with a continuum of

small sectors, represented by the unit interval [0, 1]. Different sectors are subject to

imperfectly correlated productivity shocks. Each sector has a representative house-

hold and a continuum of firms producing a differentiated good, also represented by

the unit interval. Compared to the rest of the economy, the performance of each sec-

tor does not have any impact on the aggregate economy. Also, each sector is assumed
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to be asymmetric in terms of divergent firms’ pricing behavior across sectors.

I discuss the above macroeconomic variables in a randomly selected small sector

A. Sector B represents a general notation for all other sectors i ∈ [0, 1] other than

sector A. Taking Ci
A,t as an example, the subscript {A, t} represents the consumption

good produced in sector A at period t, and the superscript i represents the good is

finally consumed by consumer from sector i. Also CA,t represents the consumption

goods produced in sector A at period t while consumed by consumer from sector A,

and here the superscript A is omitted for notation simplicity.

2.2.1 Households

A representative household works at sector A and maximizes

E0

∞∑
t=0

βtU(Ct, Nt) (2.1)

where Nt denotes the hours of labor, and Ct is a consumption bundle index defined

by

Ct =
[
(CA,t)

η−1
η + (CB,t)

η−1
η

] η
η−1

(2.2)

where η captures the substitution elasticity of goods consumption between sector A

and other sectors, denoted as B. CA,t is an index of consumption of goods produced
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in sector A given by the constant elasticity of substitution function

CA,t =

(∫ 1

0

CA,t(j)
1− 1

ε dj

) ε
ε−1

where j ∈ [0, 1] denotes the good variety. Similarly, CB,t is an index of consumption

of goods produced in other sectors i ∈ [0, 1], i 6= A, given by

CB,t ≡
(∫ 1

0

(Ci,t)
1− 1

γ di

) γ
γ−1

where Ci,t is an index of the quantity of goods consumed by household working in

sector A and produced in sector i. By analogy, the consumption index Ci,t is given

by the same CES function as in the consumption index produced in sector A

Ci,t ≡
(∫ 1

0

Ci,t(j)
1− 1

ε dj

) ε
ε−1

The maximization is subject to the the following budget constraint:

∫ 1

0

PA,t(j)CA,t(j)dj +

∫ 1

0

∫ 1

0

Pi,t(j)Ci,t(j)djdi+ Et [Qt,t+1Dt+1] ≤ Dt +WtNt + Tt

(2.3)

for t = 1, 2, · · · where PA,t(j) is the market price of good j produced at sector A, while

Pi,t(j) is the price of good j produced in sector i. Note that due to the Law of One

Price, consumers from different sectors should be able to buy the same good with the
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same price, i.e., Pi,t(j) = P i
i,t(j), and PA,t(j) = P i

A,t(j). Therefore, the superscripts

of the price indices are omitted due to the LOOP. Nt denotes hours of work, Wt is

the nominal wage, Tt denotes the lump-sum transfers/taxes, and Dt+1 is the nominal

payoff in period t+ 1 of portfolio held at the end of period t. Qt,t+1 is the stochastic

discount factor (SDF) between period t and t + 1. Assume that households have

access to a complete set of contingent claims, traded nationally.

Now the household must decide how to allocate its consumption expenditures

among the differentiated goods produced within sector A, i.e., given the total expendi-

tures spent on goods produced in sector A, the households maximize the consumption

index CA,t:

max CA,t s.t.∫ 1

0

PA,t(j)CA,t(j)dj ≡ ZA,t

where we can write down the Lagrangian equation and derive the first order condition

for every good produced in sector A, and thus obtain the demand equation for each

firm j in sector A:

CA,t(j) =

(
PA,t(j)

PA,t

)−ε
CA,t;Ci,t(j) =

(
Pi,t(j)

Pi,t

)−ε
Ci,t (2.4)

where the second equality can be obtained similarly as the demand function for each

firm j in sector i by households from sector A. PA,t =
(∫ 1

0
PA,t(j)

1−εdj
) 1

1−ε
is the sector
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A’s producer price index and Pi,t =
(∫ 1

0
Pi,t(j)

1−εdj
) 1

1−ε
is the sector i’s price index. It

can also be shown that
∫ 1

0
PA,t(j)CA,t(j)dj = PA,tCA,t and

∫ 1

0
Pi,t(j)Ci,t(j)dj = Pi,tCi,t.

Furthermore, the allocation of consumption for household in sector A among the

goods produced in other sectors can be similarly decided:

Ci,t =

(
Pi,t
PB,t

)−γ
CB,t (2.5)

where PB,t ≡
(∫ 1

0
P 1−γ
i,t di

) 1
1−γ

is the price index for all consumed goods produced in

other sectors. Notice that
∫ 1

0
Ci,tPi,tdi = CB,tPB,t.

Finally, the optimal allocation of expenditures between goods produced in home

sector or other sectors CA,t, CB,t is decided by

maxCt w.r.t. CA,t, CB,t

s.t. PA,tCA,t + PB,tCB,t ≡ Zt

By writing down the Lagrangian equation and the optimal allocation of expenditures

between sectors is

CA,t =

(
PA,t
Pt

)−η
Ct;CB,t =

(
PB,t
Pt

)−η
Ct (2.6)

where Pt = [(PA,t)
1−η + (PB,t)

1−η]
1

1−η is the CPI. Accordingly, the period budget
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constraint can be rewritten as

PtCt + Et [Qt,t+1Dt+1] ≤ Dt +WtNt + Tt (2.7)

Moreover, assume the utility function has the form U(Ct, Nt) =
C1−δ
t

1−δ −
N1+ϕ
t

1+ϕ
.

Then the intra-temporal optimal condition is obtained from the trade-off between

consumption and labor within the same period, i.e. the complete differential of Ct

and Nt should satisfy both the objective function and the budget constraint:

Cσ
t N

ϕ
t =

Wt

Pt
(2.8)

Meanwhile, the inter-temporal optimal condition can be derived from the trade-off of

consumptions of period t and t+ 1:

β

(
Ct+1

Ct

)−σ (
Pt
Pt+1

)
= Qt,t+1 (2.9)

Taking conditional expectation on both sides:

Qt = βEt

[(
Ct+1

Ct

)−σ (
Pt
Pt+1

)]
(2.10)

where Qt ≡ Et[Qt,t+1]denotes the price of a one-period discount bond paying off one

unit of currency in t + 1. The two optimal conditions can be respectively written in
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log-linearized form as

wt − pt = σct + ϕnt (2.11)

ct = Et (ct+1)− 1

σ
(it − Et(πt+1)− ρ) (2.12)

Aside from the above optimal conditions from the consumer’s decision making,

one would like to know the relations between the identities mentioned above. Starting

from the CPI and rewrite the formula:

Pt =
[
(PA,t)

1−η + (PB,t)
1−η] 1

1−η

The log linearization can be done by approximating around the steady state where

all price indices are constant: Pt = PA,t = PB,t = P0. Suppose pt = log(Pt), pA,t =

log(PA,t) and pB,t = log(PB,t),

exp(pt) =
[
(exp (pA,t))

1−η + (exp (pB,t))
1−η] 1

1−η

The following relation holds:

pt =
1

2
pA,t +

1

2
pB,t (2.13)
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Assume πA,t = pA,t − pA,t−1,πB,t = pB,t − pB,t−1 and πt = pt − pt−1 = 1
2
πA,t + 1

2
πB,t.

Revisiting the inter-temporal condition for households of sector A:

β

(
Ct+1

Ct

)−σ (
Pt
Pt+1

)
= Qt,t+1

and by the symmetry of households from different sectors

β

(
Ci
t+1

Ci
t

)−σ (
P i
t

P i
t+1

)
= Qt,t+1 (2.14)

Without sector bias, we can derive the following relation between consumption:

Ct = CB
t (2.15)

2.2.2 Firms

Assume a typical firm from sector A produces a differentiated good represented

by the production function (constant returns to scale)

Yt(j) = AtNt(j)

where j ∈ [0, 1] is a firm-specific index.

We assume that firms from sector A set prices as follows. In each period, 1− θA

random selected firms will set new prices, while the rest of the firms do not adjust
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prices, with an individual firm’s probability of re-optimizing in any given period being

independent of the time elapsed since it last reset its price. Meanwhile, a fraction

1−wA of the firms, which we refer to as forward-looking firms, choose the price that

maximizes the current market value of the profits generated while that price remains

effective The remaining firms, of measure wA, which we refer to as backward-looking,

instead use a simple rule of thumb that is based on recent pricing behavior.

Suppose at period t and in sector A, if the firm is ”randomly selected” to reset its

price, a forward-looking firm will choose the price P f
A,t, while the backward-looking

firm will pick P b
A,t. Let S(t) ⊂ [0, 1] represent the set of firms not re-optimizing

the price in period t. Sf (t) ⊂ Sc(t) represents the set of forward-looking firms who

re-optimize its price in period t, and Sb(t) ⊂ Sc(t) is the backward-looking firms

re-optimizing the price in period t.

PA,t =

[∫ 1

0

PA,t(j)
1−εdj

] 1
1−ε

=

[∫
S(t)

PA,t−1(j)1−εdj +

∫
Sf (t)

(P f
A,t)

1−εdj +

∫
Sb(t)

(P b
A,t)

1−εdj

] 1
1−ε

=

[
θA (PA,t−1)1−ε + (1− θA) (1− wA)

(
P f
A,t

)1−ε
+ (1− θA)wA

(
P b
A,t

)1−ε
] 1

1−ε

And the log-linearization of the above formula around the steady state follows:

pA,t = θApA,t−1 + (1− θA)
[
(1− wA) pfA,t + wAp

b
A,t

]
(2.16)
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where the index for newly set prices can be expressed as p̄∗A,t = (1− wA) pfA,t+wAp
b
A,t.

And hence pA,t = θApA,t−1 + (1− θA) p̄∗A,t.

πA,t = pA,t − pA,t−1 = (1− θA)
(
p̄∗A,t − pA,t−1

)
(2.17)

Therefore, sector inflation πA,t depends on the price index p̄∗A,t. To investigate the

determinants of the prices, one should identify the price setting process of the two

kinds of firms: forward-looking and backward-looking.

The optimal price-setting strategy for the typical forward-looking firm in sector

A is identical to the firms in Calvo model:

pfA,t = (1− βθA)
∞∑
k=0

(βθA)k Et (m̂ct+k + pt+k)

= (1− βθA) (m̂ct + pA,t) + (βθA)Et

(
pfA,t+1

)
pfA,t − pA,t−1 = (1− βθA) (m̂ct + πA,t) + (βθA)Et

(
pfA,t+1 − pA,t−1

)
= (1− βθA) m̂ct + πA,t + (βθA)Et

(
pfA,t+1 − pA,t

)

where mct+k is the real marginal cost of firms from sector H at period t + k, and

m̂ct+k is the deviation from the steady state level mc.

Following Gali and Gertler(1999), the backward-looking firms obey a rule of thumb

that has the following two features: (1) no persistent deviations between the rule and

optimal behavior; i.e., in a steady state equilibrium the rule is consistent with optimal
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behavior; (2) the price in period t given by the rule depends only on information dated

t − 1 or earlier. These features lead us to a rule that is based on the recent pricing

behavior of the firm’s competitors

pbA,t = p̄∗A,t−1 + πA,t−1 (2.18)

And we have

pbA,t − pA,t−1 =
πA,t−1

1− θA
(2.19)

Therefore, the sector inflation dynamics follows the following hybrid behavior:

[1− (1− θA) (1− ωA) + βθAωA] πA,t = (βθA)Et (πA,t+1) + ωAπA,t−1

+ (1− βθA) (1− θA) (1− ωA) m̂ct

πA,t = γAf Et (πA,t+1) + γAb πA,t−1 + λAm̂ct (2.20)

2.2.3 Equilibrium

One the demand side, for sector A, the goods market clearing requires:

Yt (j) = CA,t (j) + CB
A,t (j) (2.21)

=

(
PA,t (j)

PA,t

)−ε(
PA,t
Pt

)−η
Ct (2.22)

59



CHAPTER 2. SECTOR INFLATION DYNAMICS

Plugging into the aggregate sector output Yt ≡
[∫ 1

0
Yt (j)1− 1

ε dj
] ε
ε−1

yields

Yt =

(
PA,t
Pt

)−η
Ct (2.23)

Taking logs of both sides

yt = ct −
η

2
(pA,t − pB,t) (2.24)

And similarly

yBt = cBt −
η

2
(pB,t − pA,t) = ct −

η

2
(pB,t − pA,t)

The aggregate national output y∗t = yt + yBt = ct + cBt = 2ct = c∗t .

On the supply side, the aggregate employment

Nt ≡
∫ 1

0

Nt(j)dj =
Yt
At

∫ 1

0

(
PA,t(j)

PA,t

)−ε
dj (2.25)

and up to a first-order approximation, yt = at + nt.
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Next the real marginal cost

mct = (wt − pA,t)−mpnt

= (wt − pA,t)− at

= (wt − pt) + (pt − pA,t)− at

= σct + ϕnt + 1/2 (pB,t − pA,t)− at

=
σ

2
y∗t + ϕyt − (1 + ϕ) at + 1/2 (pB,t − pA,t)

Substituting the relation 1/2 (pB,t − pA,t) =
yt−1/2y∗t

η
we are able to derive that the

real marginal cost is determined by sector output as well as total output.

2.2.4 Comparisons and Implications to the Aggre-

gate NKPC Model

The equilibrium in the goods market and the labor market, as well as the sector-

specific hybrid pricing strategy support the following New Keynesian Phillips curve

model:

πA,t = cA + γAf Et(πA,t+1) + γAb πA,t−1 + αA1 xA,t + αA2 xt + uA,t

where inflation of sector A depends on sector specific inflation expectations, previous

sector inflation, as well as economic slackness at sector level and aggregate level.

In the recent work of Stock and Watson (2016), they regressed sector inflation on
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national unemployment gap in a sector-level Phillips curve and found that cyclical

behavior varied substantially across sectors. Therefore, sector-varying coefficients

are supported by theoretical model and empirical evidence. In the empirical part,

I will be using unemployment gap as the measure for economic slack, and there

are no unemployment gap variables available at sector level. For other measures of

economic slackness such as the output gap variables, the aggregate and sector specific

variables might be highly correlated with each other, and it makes identification of

parameters even harder with potential endogeneity and multi-collinearity problems.

Thus the sector NKPC considered from now on will focus on the relation between

sector inflation and aggregate unemployment, and it seeks the main drivers of inflation

dynamics in specific sectors with the general assumption across sectors that sector

inflation is affected by sector specific inflation expectations, previous sector inflation,

as well as current aggregate unemployment gap.

The sector A inflation dynamics can be extended to other sectors in the economy.

Suppose the aggregate economy decomposes to N sectors. The producers from dif-

ferent sectors might have different pricing behavior. For example, the tradable goods

prices change more frequently than the services prices. Meanwhile, the pricing be-

havior of firms from a specific sector can be affected by total employment status and

the effect across sectors are allowed to vary. Therefore, in order to incorporate the

pricing behavior across different sectors, the following separate regression on sector

inflation dynamics are considered:
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πit = ci + γ
(i)
f Etπi,t+1 + γ

(i)
b πi,t−1 + β(i)ugapt + uit (2.26)

where i = 1, · · · , N and ugapt represents the unemployment gap of the national

economy at period t. A normalization of the parameters γ
(i)
f + γ

(i)
b = 1 holds in

general, since the two coefficients tell us how the forward-looking and backward-

looking pricing behavior are partitioned among firms in each sector. The current

inflation rate in sector i depends on its own sector’s future inflation expectation,

previous sector inflation, as well as total unemployment gap. The parameters vary

from sector to sector. Therefore, the estimates of this regression provide information

on the determinants of sector inflation dynamics.

Moreover, besides the sector specific inflation dynamics, the total inflation rate

can be measured by the weighted value of sectoral inflation rates, and thus predicted

by averaging up each separate regression. By adding up the weighted average of sector

inflation dynamics on both sides, a closed-form implied aggregate NKPC model may

not be derived in the same form as the implied national model from regional variation

(see chapter 1) due to the sector specific parameters in the regression. Instead, the

aggregate inflation is derived to be affected by disaggregate inflation rates directly:

N∑
i=1

ωiπit =
N∑
i=1

ωici +
N∑
i=1

ωiγ
(i)
f Etπi,t+1 +

N∑
i=1

ωiγ
(i)
b πi,t−1 +

N∑
i=1

ωiβ
(i)ugapt +

N∑
i=1

ωiuit

πt = c+
N∑
i=1

ωiγ
(i)
f Etπi,t+1 +

N∑
i=1

ωiγ
(i)
b πi,t−1 + (

N∑
i=1

ωiβ
(i))ugapt + ut
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where πt =
∑N

i=1 ωiπit is the weighted average of inflation rates across sectors. After

taking aggregation, the aggregate inflation is affected by disaggregate information

and the weighted regression cannot be directly reduced to the form of pure aggre-

gate information due to the sector-varying coefficients. However, one can still make

implications to the aggregate inflation dynamics based on the sector inflation dynam-

ics, and these results can be compared to the implications made from the aggregate

NKPC directly estimated using aggregate data:

πt = c+ γfEt(πt+1) + γbπt−1 + βugapt + ut

Although the weighted sector inflation dynamics is not directly comparable with

the aggregate inflation dynamics, comparisons of related parameters in these two mod-

els can still be informative. For instance, if one expect there would be a 1% increase

in the inflation expectations in all sectors, then the expectation for the aggregate

inflation will also increase by 1%. Implied by the estimators of the sector NKPC

model, this will cause the current total inflation rate to increase by (
∑N

i=1 wiγ
(i)
f )%.

While the aggregate NKPC model suggests the increase in current inflation rate will

be πf%. Implications on inflation dynamics can be made by comparing the estimation

of these two parameters. Meanwhile, notice that the slackness measurement ugapt is

invariant across sectors, and one can measure the pressure of national slackness on

total inflation rate by adding up sectoral estimates
∑N

i=1wiβ
(i) and compare to the

64



CHAPTER 2. SECTOR INFLATION DYNAMICS

aggregate estimate β.

2.2.5 Econometric Approach

Nevertheless, the sector NKPC model has to deal with the endogeneity problem.

The sector inflation expectations are unobservable, and at the same time, the unem-

ployment gap rates are potentially endogenous. There might be cost push shocks that

can both affect prices as well as employment decisions. The proxies used to measure

the expectation terms are the corresponding realized sector inflation rates, as being

used a lot in the literature (see [35], [36], [20], and [14]). For each sector, one can

write down the following regressions:

πit = ci + γ
(i)
f πi,t+1 + γ

(i)
b πi,t−1 + β(i)ugapt + ũit

where ũit = uit + γ
(i)
f (πei,t+1 − πi,t+1). The potentially endogenous variables in each

separate regression are πi,t+1 and ugapt. The identification strategy is that for any

sector i, the error term uit does not depend on any previous information, on both

aggregate level and disaggregate level, Et−1(uit) = 0. Therefore, the parameters in

each regression can be identified and thus estimated by the linear GMM method.

Lagged variables are considered as both valid instruments and relevant instru-

ments due to the identification assumption imposed above and persistence in macroe-

conomic variables. Originally if we consider p time series as potential instruments,
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the instrument vector Zit will use up to M lags of these p series, and thus we con-

struct the unconditional moments E(ũitZit) = 0. As a result, the instrument set Zit

contains Mp instruments in total. There might exist an infinite number of predeter-

mined variables as potential instruments. However, too many instruments will cause

weak instruments issues and result in biased estimates in finite samples. Meanwhile,

the choice of lag M is arbitrary and M can be as large as the sample period T .

Consequently, a careful choice of M and effective instrument selection procedure are

crucial for precise estimation. In the following estimation, I choose M following the

line of [22].

Within each sector NKPC, potential instruments include lagged aggregate and

disaggregate sectoral inflation rates, consumption expenditure growth rates as well

as previous unemployment gap. In the following empirical part, Lasso and kernel-

weighted Lasso procedures are applied in separate sector regressions for instrument

selection. As was discussed in the first chapter, Lasso and kernel-weighted Lasso

methods manage to shrink the coefficients of unimportant instruments to zero in the

first stage regression, while the latter also deals with the assumption that more recent

instruments contain more information than more distant ones. After the instruments

are selected using specific approaches, the selected instruments are used directly to

form the unconditional moments for GMM estimation, as the post-Lasso estimation

method in [10].

In the first chapter, there are simulation studies showing that GMM estimates
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with selected instruments from kernel-weighted Lasso outperform the estimates using

instruments selected by Lasso or no selection, both in national and regional level. For

each sector, the sector regression is similar to the national regression and thus we

believe that GMM estimates using kernel-weighted Lasso selected instruments should

be more plausible than the alternative approaches. Therefore, in the empirical part, I

will discuss the comparisons between estimates and focus on the improvement in the

estimation from using kernel-weighted Lasso to select instruments and the benefits to

the estimation through considering sector variation.

2.3 Empirical Results

This section discusses the sector specific estimation results as well as implied

aggregate coefficients. The GMM estimators with different instrument selection pro-

cedures are provided and compared. Furthermore, a comparison between the implied

aggregate results from sector estimates and the direct aggregate results will be made,

along with further discussions on cyclical behavior of sectoral inflation.

2.3.1 Data

The data set consists of observations on thirteen components of inflation used

to construct the core PCE price index from NIPA tables 2.3.4 and 2.3.5, including

4 durable goods, 2 nondurable goods, and 7 service sectors. The raw data in the
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sample are quarterly observations from 1980Q1 to 2016Q4. Throughout, inflation is

measured in percentage points at an annual rate.

The unemployment gap variable is calculated by subtracting NAIRU (available

from Congressional Budget Office) from the quarterly unemployment rates down-

loaded from Bureau of Labor Statistics. Lagged personal consumption expenditures

by sector downloaded from NIPA table 2.3.5 are also used as potential instruments.

Import penetration or exposure data are also considered to link to the various

cyclical behavior across sectors. The variables I refer to are the changes of upstream

and downstream import exposure by industry publicly available from David Dorn’s

website. I aggregate the more disaggregated industry components to sub-sectors in

order to match with the core personal consumption expenditure sectors.

2.3.2 Results

Table 8 shows the estimates of the forward-looking parameter γf and economic

slackness pressure (Phillips coefficient) β in the aggregate model as well as the sector-

implied aggregate model. As discussed, the series of previous periods can be treated

as relevant and valid instruments due to the persistent effects of macro-economic

variables and the independence between innovations and past information. With 148

quarterly observations from 1980 to 2016, I use up to 5 lags of core and sectoral

inflation rates, personal consumption expenditure and national unemployment gap

rates. In total, 145 instruments are used in the original instrument set. I calculate
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the share weight of each sector based on the consumption expenditure and assume it

is constant over the selected period. Three categories of estimates are compared: the

GMM estimates with all instruments and with optimal instruments formed by Lasso

and kernel-weighted Lasso respectively.

There are several interesting findings. First, in both aggregate and sectoral es-

timates, selected instruments suggest a more forward-looking behavior of firms. For

example, in the implied aggregate estimation results (
∑N

i=1wiγ
(i)
f ), estimates using all

instruments suggest that roughly 57.4% of inflation is driven by future expectations,

while the estimation using kernel-weighted Lasso selected instruments shows that the

aggregate inflation is around 64.8% driven by expectations.

Second, the implied aggregate model estimates derived from the sector model

show a significant negative relation between inflation and unemployment gap. If we

only focus on aggregate data, the aggregate estimates fail to show the significantly

negative relationship even after selecting the instruments with kernel-weighted Lasso.

The Phillips curve has been extensively discussed in recent papers and in the speeches

of policy makers ([8], [2], [17]). It is accepted that the relation has become flatter

and insignificant. One possible reason might be the time-varying coefficients from

the aggregate New Keynesian Phillips curve, in which case there are only 148 quar-

terly observations available. Similar reasons have been discussed in the first chapter,

and the introduction of disaggregated sector data could contribute to more precise

parameter estimates by enlarging the data set and thus reducing the standard errors
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of the corresponding estimates. More specifically, in the sector model, we have both

sector specific variables as well as aggregate variables considered in the regression.

From the results, it is noticeable that the standard errors of the weighted coefficients∑N
i=1 ωiγ

(i)
f and

∑N
i=1 ωiβ

(i) are much smaller than their aggregate counterparts γf

and β. The calculation of these standard errors needs to take cross-sector and cross-

period correlation of moments into consideration. The covariances of cross-sector

coefficients are obtained by computing the weighted sum of the covariances of mo-

ment conditions, where the weight factor is similarly defined as in Newey-West HAC

estimator. Detailed construction procedures are shown in the appendix.

In order to take a closer look at how firms from different sectors are affected

by real economic activity, table 9 and table 10 show the estimation results of each

sector. Table 9 shows the sector estimation results of γf obtained via the kernel-

weighted Lasso approach. We consider 13 types of goods and services produced in

different sectors and consumed by private consumers. Sectors 1 to 4 are considered

as durable goods, sector 5 and 6 are nondurable goods, while the rest of them are

referring to the services sector. As shown in table 8, the implied aggregate inflation

is more forward-looking after instruments are selected by kernel-weighted Lasso, and

this increase is contributed by each separate sector regression. If we compare firms’

forward-looking behavior across the two larger categories: goods and services, table

9 suggests that firms in service sectors are more forward-looking compared to other

firms in goods sectors. To a large extent, the forward-looking behavior of a firm’s
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pricing strategy is affected by the price rigidity in the sector. And the estimation

results show that on average, firms in goods sector adjust prices more frequently than

firms in service sectors.

Table 10 presents the estimation of β for each sector. Unfortunately, most of

these β’s are insignificant due to lack of observations and time-varying coefficients,

for similar reasons to the aggregate estimation. However, these estimates are still

informative for us to discuss how real economic factors affect firms across sectors

differently. While goods prices are more driven by short-term price adjustment and

import prices, sector prices depend on forward-looking expectations as well as slack-

ness in the labor market. For example, the β estimate for health care services sector

is significantly negative, while the estimates in most goods sectors, especially durable

goods sectors, are insignificant and even with the wrong sign.

The insignificance might arise from international competition that when goods

are trade-able across nations, specific inflation dynamics might rely less on local la-

bor market. Table 11 provides a comparison of β estimates and import penetration

index for selected sectors. Since there is no exact one-to-one mapping between indus-

try code and PCE sectors, here I compare eight selected sectors: four from durable

goods sector, two from nondurable goods sector and two from services sector. Import

penetration index (IPI for short in table) is a scaled measure of changes in import

of a specific sector. A higher downstream import exposure means there exists more

competition for the sector from imports. On average, the import penetration index

71



CHAPTER 2. SECTOR INFLATION DYNAMICS

is highest for durable goods sectors while lowest for services sectors, since firms from

durable goods sectors might face more international competition than those from

services sectors. Instead, firms from services sectors may rely more on local labor

market conditions. Table 11 shows the link between β estimates and import penetra-

tion index. Even though most estimates of β are not significant, we can still find that

the Phillips coefficients of services sectors are more significant than those of goods

sectors.

2.3.3 Extension: Structural Break

As was discussed in earlier sections, the Phillips curve has become “flatter” re-

cently, and time-varying Phillips coefficients is a potential reason that causes insignif-

icance in the recent national estimates. Therefore, it is also interesting to check

whether there exist structural breaks within the sample, and if so, whether we can

obtain any implications by running separate regressions on split subsamples.

In the literature, there have been empirical evidence showing that the slope of the

Phillips curve has been flatter since the early 2000s [1]. And in this section, I divide

the original sample into two subsamples, with the first quarter of 2000 being the

starting period of the second subsample. The sector specific regression and aggregate

regression will be estimated based on the two subsamples, with instruments selected

using the proposed sparse methods. Direct aggregate and implied aggregate estima-

tion results can be compared across samples to see if there exist structural breaks in
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the Phillips curve during the selected sample period.

Tables 12 and 13 show the empirical aggregate and implied aggregate empirical es-

timation of forward-looking behavior (the γf ’s) and Phillips coefficient (the β’s) based

on the two subsamples. We can draw similar conclusions about the improvement from

the implied aggregate estimates using selected instruments on both subsamples as on

the whole sample. If we compare the results across samples, the implied aggregate

results with kernel-weighted Lasso suggest that after 2000, firms are more forward-

looking and it might arise from a focus of expectation management used as monetary

policy tools to stabilize inflation in recent years. According to the implied aggre-

gate inflation dynamics, a 1% increase in inflation expectations will contribute to

around 0.6 percent increase in aggregate inflation, while after 2000, the change in

inflation will increase to around 0.78 percent. Other than the changes of the pa-

rameter on forward-looking inflation behavior, there also exists evidence on the slope

changes during the period: after 2000, economic slackness imposes a lower pressure

on the pricing behavior compared to the impact before 2000. Table 12 shows that be-

fore 2000, relation between inflation and unemployment gap is significantly negative

and relatively high (around -0.067), while in table 13, the corresponding coefficient

(
∑N

i=1 ωiβ
(i)) decreases to -0.0143 and becomes insignificant. One possible reason for

the insignificance might result from lack of observations after 2000. It might also

be the result of international competition and globalization which leads to a flatter

Phillips curve.
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2.4 Conclusion

This paper examines the potential for a better understanding the aggregate in-

flation dynamics, by considering disaggregated sector level data, as well as selected

instruments. Instead of regressing regional data in a pooled regression in the first

chapter, I derive sector specific NKPC by incorporating divergent pricing behavior of

firms across sectors. Within each sector, there exists a large set of potential instru-

ments: lagged sector variables and aggregate variables. The first chapter shows that

the GMM estimators with instruments selected by kernel weighted Lasso approach

performs the best in finite samples with instruments of lag structure. Therefore, the

instrument selection method is carried over from the first chapter and applied to

estimate the sector specific regressions.

As sector variation is introduced and sector specific inflation dynamics are studied,

we get to know the sector inflation dynamics from the estimates of each sector model.

Furthermore, the sector model estimates can not only show the sector inflation dy-

namics, but also imply a more efficient aggregate estimate. In the empirical work,

I show that both sector and aggregate inflation dynamics are more forward-looking

that would be estimated without instrument selection. Meanwhile, there still exists

a negative relation between sector inflation and aggregate labor market slackness for

most sectors. The relation becomes more significant when it comes to services sectors

instead of goods sectors. In addition, the relation between aggregate inflation and

unemployment is significantly negative if the sector inflation dynamics are averaged
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up to aggregate dynamics.

75



CHAPTER 2. SECTOR INFLATION DYNAMICS

Table 2.1: Empirical Results: Comparison of Aggregate and Disaggregate Estimates

All Instruments Lasso Kernel-weighted Lasso

estimates S.E. estimates S.E. estimates S.E.
γf N.A. N.A. 0.6005 0.0378 0.6911 0.0631∑N

i=1wiγ
(i)
f 0.574 0.0099 0.6190 0.0102 0.6478 0.0116

β -0.0089 0.0956 0.0091 0.0303 -0.0306 0.0344∑N
i=1wiβ

(i) -0.0395 0.0258 -0.0057 0.0072 -0.0207 0.0092

Notes: Based on quarterly US sector data in the period 1980-2016. This table
reports the estimation of the US NKPC parameters using aggregate data only
in the aggregate model: πt = c+ γfEt(πt+1) + (1− γf )πt−1 + βugapt + ut, as
well as the weighted parameters obtained by estimating the sector NKPC :
πit = ci+γ

i
fEt(πi,t+1)+γibπi,t−1+βiugapt+uit. Correspondingly, the standard

errors are also reported.
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Table 2.2: Sector Results of γf : kernel-weighted Lasso approach

Sector Name estimates S.E. t-statistic

1. Motor Vehicles and Parts 0.677 0.026 26.388
2. Furnishings and durable household equipment 0.680 0.043 15.959
3. Recreational goods and services 0.490 0.039 12.581
4. Other durable goods 0.543 0.032 17.030
5. Clothing and footwear 0.761 0.035 21.930
6. Other nondurable goods 0.673 0.033 20.341
7. Housing and utilities 0.611 0.026 23.820
8. Health care 0.570 0.040 14.122
9. Transportation services 0.683 0.030 22.970
10. Recreation services 0.697 0.032 21.701
11. Financial services and insurance 0.651 0.049 13.385
12. Other services 0.780 0.041 19.122
13. Final consumption expenditures of nonprofit institutions 0.710 0.042 17.066

Notes: Based on quarterly US sector data in the period 1980-2016. This table reports the
GMM estimates of γf with Kernel-weighted Lasso selected instruments of the sector model:

πit = ci + γ
(i)
f Et(πi,t+1) + γ

(i)
b πi,t−1 + β(i)ugapt + uit as well as the corresponding standard

errors and t statistic for each sector.

Table 2.3: Sector Results of β: kernel-weighted Lasso approach

Sector Name estimates S.E. t-statistic

1. Motor Vehicles and Parts -0.019 0.050 -0.373
2. Furnishings and durable household equipment 0.023 0.043 0.528
3. Recreational goods and services -0.053 0.031 -1.677
4. Other durable goods 0.006 0.048 0.125
5. Clothing and footwear -0.079 0.056 -1.397
6. Other nondurable goods -0.054 0.036 -1.519
7. Housing and utilities -0.018 0.016 -1.139
8. Health care -0.044 0.016 -2.711
9. Transportation services 0.013 0.041 0.313
10. Recreation services -0.040 0.032 -1.238
11. Financial services and insurance 0.004 0.022 0.192
12. Other services 0.017 0.023 0.722
13. Final consumption expenditures of nonprofit institutions 0.040 0.068 0.586

Notes: Based on quarterly US sector data in the period 1980-2016. This table reports the
GMM estimates of β with Kernel-weighted Lasso selected instruments of the sector model:
πit = ci + γ

(i)
f Et(πi,t+1) + γ

(i)
b πi,t−1 + β(i)ugapt + uit as well as the corresponding standard

errors and t statistic for each sector.
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Table 2.4: Import Penetration Index (IPI) and Sector Specific β Estimates

Sector Name IPI estimates S.E. t-statistic

1. Motor Vehicles and Parts 1.06 ∼ 6.02 -0.019 0.050 -0.373
2. Furnishings and durable household equipment 0 ∼ 3.85 0.023 0.043 0.528
3. Recreational goods and services 0 ∼ 10.75 -0.053 0.031 -1.677
4. Other durable goods 0.15 ∼ 4.59 0.006 0.048 0.125
5. Clothing and footwear 0.59 ∼ 3.71 -0.079 0.056 -1.397
6. Other nondurable goods 0.11 ∼ 2.91 -0.054 0.036 -1.519
8. Health care 0.28 ∼ 1.28 -0.044 0.016 -2.711
10. Recreation services 0.26 ∼ 0.98 -0.040 0.032 -1.238

Notes: This table links the GMM estimates of β using KLasso selected instruments with the
import penetration index of each sector. Notice that higher index corresponds with more
significant relation between sector inflation and economic slackness.

Table 2.5: Empirical Results: Split Sample 1980Q1-1999Q4

All Instruments Lasso Kernel-weighted Lasso

estimates S.E. estimates S.E. estimates S.E.
γf 0.5579 0.0802 0.4649 0.0933 0.6073 0.1329∑N

i=1wiγ
(i)
f 0.5148 0.0468 0.5032 0.0252 0.5913 0.0352

β 0.0481 0.0579 -0.0238 0.0912 -0.0564 0.0559∑N
i=1 wiβ

(i) -0.0401 0.0471 -0.0234 0.03 -0.067 0.0334

Notes: Based on quarterly US sector data in the period 1980-1999. This table
reports the estimation of the US NKPC parameters using aggregate data only
in the aggregate model: πt = c+ γfEt(πt+1) + (1− γf )πt−1 + βugapt + ut, as
well as the weighted parameters obtained by estimating the sector NKPC :
πit = ci+γifEt(πi,t+1)+γibπi,t−1 +βiugapt+uit on the first half of the sample.
Correspondingly, the standard errors are also reported.
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Table 2.6: Empirical Results: Split Sample 2000Q1-2016Q4

All Instruments Lasso Kernel-weighted Lasso

estimates S.E. estimates S.E. estimates S.E.
γf 0.4966 0.1005 0.5255 0.0439 0.6618 0.1012∑N

i=1wiγ
(i)
f 0.4267 0.0789 0.5566 0.0268 0.7858 0.044

β 0.0175 0.0298 0.018 0.0224 -0.0078 0.0261∑N
i=1 wiβ

(i) 0.0487 0.0928 0.0058 0.0211 -0.0143 0.023

Notes: Based on quarterly US sector data in the period 2000-2016. This table
reports the estimation of the US NKPC parameters using aggregate data only
in the aggregate model: πt = c + γfEt(πt+1) + (1 − γf )πt−1 + βugapt + ut,
as well as the weighted parameters obtained by estimating the sector NKPC
: πit = ci + γifEt(πi,t+1) + γibπi,t−1 + βiugapt + uit on the second half of the
sample. Correspondingly, the standard errors are also reported.
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Chapter 3

Inflation Dynamics in the Euro

Area

3.1 Introduction

Since 1999, the member states of the euro area have transferred their power of

monetary policy to the European central bank (ECB). [37] pointed out that the

official stance of the ECB has been that policy decisions are reflective of changing

economic conditions of the euro area as a whole rather than its individual constituent

countries. The effectiveness of this “one size fits all” monetary policy has faced

criticism from many aspects, and the relationship between member states and the

euro area is different from that between the regions and the United States. In US,

regional imbalances tend to be more mean-reverting, owing to higher levels of labor
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mobility and more flexible product and labor market [38]. While the first chapter

considers a pooled regression for regional inflation dynamics in the US, for the analysis

of inflation dynamics of euro area in this paper, cross-country heterogeneity needs to

be taken care of in order to gauge the effectiveness of the joint monetary policy.

After the recent crisis, not only in the US, but also in other advanced economies,

such as the euro area, we observe missing disinflation with respect to a considerable

level of slackness if predicted using a Phillips curve estimated before the crisis. This

chapter looks at the inflation dynamics in the euro area by considering cross-country

heterogeneity and more importantly, it seeks the potentials to improve the estimation

of aggregate inflation dynamics in this area by incorporating disaggregate level data.

A growing body of literature has compared the performance of a single monetary

policy for all euro area members relative to other alternatives (see [39]; [40]; [41]).

Notably, [42], [43] and [44] compare the performance of a monetary policy rule based

on aggregate euro area data as a whole against an alternative policy rule that relies on

national data by taking into account country-specific idiosyncrasies. [45] discuss two

potential reasons of remarkably stable inflation since the Great Recession even though

unemployment has increased significantly: more anchored inflation expectations due

to increased central banks’ independence, and a flatter Phillips curve relationship.

One monthly bulletin of [46] argues that the evolution of Phillips curve and its im-

plications for future inflation in the euro area rely on choices of specifications, the

slackness measure used in the Phillips curve and cross-country heterogeneity. Mean-
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while, the short history of the central bank has hampered earlier empirical work on

the euro area monetary policy, with potential structural breaks within the available

sample period. The limitations and uncertainties in the Phillips curve suggest a

comprehensive consideration of disaggregate information.

The reason to consider instrument selection is to reduce finite sample bias in each

separate regression, similar to that in the national, regional and sectoral cases (see

[4]; [5];[6];[7]). There are two main reasons for considering disaggregated national

information in the euro area in order to further improve the estimation of total in-

flation dynamics. First, national inflation dynamics are often driven by different

processes, due to country heterogeneity in economic structure. In order to assess real

economic and price developments, it is also interesting and important to pay atten-

tion to separate national inflation dynamics. The results of the existing literature not

only indicate that variables can have markedly different explanatory power for price

movements of different countries, but also suggest that the variables may become less

informative when used directly to explain movements in inflation at the aggregate

level. Second, the introduction of national information improves the estimation ef-

ficiency of aggregate inflation dynamics by enlarging the data set and reducing the

standard errors of implied aggregate inflation dynamics coefficients. Thus the estima-

tion of aggregate inflation dynamics can be further improved by averaging separate

disaggregate national regressions.

This paper contributes to improving the estimation of aggregate inflation dynam-
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ics in the following aspects. First, I show in a conceptual model that there are various

specifications of the Phillips curve across countries. This phenomenon is particularly

relevant in the euro area, whose constituent countries display substantial heterogene-

ity in economic structure and institutional landscape, especially relating to labor and

product market. On average, firms located in different countries are allowed to have

various speeds of price adjustment and pricing strategies, and thus national NKPC

is defined to demonstrate specific inflation dynamics for each country. To obtain

national inflation dynamics, we need to estimate separate regressions, which may en-

counter many instrument issues with lagged variables used as instruments. This is a

similar case to the inflation dynamics of national, regional or sector level discussed

in the first and second chapters, and the kernel-weighted Lasso method is applied to

select instruments with lag structure and reduce finite sample estimation bias.

Second, I show that aggregate inflation dynamics can be estimated more precisely

and efficiently by a taking weighted average of each separate national inflation dy-

namics. The previous estimates using aggregate information have shown insignificant

estimates of the Phillips curve slope, no matter what instrument selection method is

applied. However, if the aggregate inflation dynamics are estimated and inferred us-

ing national data in separate models, this paper shows that there exists a statistically

significant trade-off between inflation and unemployment on average.

Last but not least, I also pay attention to the individual estimates of national in-

flation dynamics. Country heterogeneity in labor or product market in the euro area
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has been shown in the separate estimates. All the member states in the euro area can

be divided into different categories according to the national specific estimates. It is

also interesting to discuss why some countries still show a strong trade-off between

inflation and unemployment even with the onset of financial crisis, while others be-

come insignificant. These heterogeneous patterns of national inflation dynamics are

informative to understand the aggregate economic developments.

This chapter proceeds as follows. Section 2 discusses the New Keynesian Phillips

curve for each country and for the euro area with a continuum of small countries. Each

separate national model allows for different price rigidities and different proportions

of backward-looking firms across countries. National inflation and implied aggregate

inflation dynamics are estimated and compared to the aggregate inflation dynamics.

The estimation of each disaggregate NKPC and also the aggregate NKPC needs to

deal with many instruments issues since many lagged variables are considered as

potential instruments. Lasso and kernel-weighted Lasso techniques are applied to

select instruments. Section 4 explores the empirical study with the euro area data.

Implied aggregate inflation dynamics as well as separate inflation dynamics will be

estimated and discussed, and a full conclusion is presented in section 5.
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3.2 A Conceptual Model

In this section, I will describe a conceptual model of the NKPC for each nation

within the euro area following the line of [15], which will be used in separate na-

tional regressions and can imply aggregate results. Suppose the euro area economy

is modeled with a continuum of small nations, represented by the unit interval [0, 1].

Different countries are subject to imperfectly correlated productivity shocks. Each

country has a representative household and a continuum of firms producing a dif-

ferentiated good, also represented by the unit interval. Compared to the rest of the

euro area economy, the performance of each nation does not have an impact on the

whole euro area. Also, each country is assumed to share identical consumer prefer-

ences, but meanwhile, to display substantial heterogeneity in economic structure and

institutional landscape. The relations of the macroeconomic variables and the agents’

behavior are discussed in the home country H and compared to all the other foreign

countries F . The country index F represents a general notation for all other foreign

countries i ∈ [0, 1] other than home country.

3.2.1 Households and Firms

From the demand side, the consumer’s problem is similar to the problems we

have discussed in the regional and sectoral NKPC models in previous chapters. The

optimal consumption allocation for each good produced by either domestic or foreign
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firms depends on the relative prices as well as the substitution elasticities of goods.

Also, national CPI is a weighted average of domestic produced goods price index

and foreign produced goods price index, with the weight being defined as home bias

parameter. Therefore, roughly speaking, national CPI inflation dynamics depends

on both domestic and foreign firms’ pricing decisions, and the parameters in each

country’s inflation dynamics should be allowed to vary across countries due to firms’

asymmetric pricing behavior.

From the perspective of the supply side, we assume that firms’ pricing behavior

in each country display heterogeneous impact coefficients magnitudes. Empirical

evidence shows that countries in the euro area focus on producing different types

of goods or services as a result of comparative advantage and trade specialization.

For example, there are countries specializing in industry and manufacturing, like

Germany and Ireland in the euro area, while other countries might have comparative

advantages on wholesale, transportation or service sector. Each industry has its own

price adjustment speed, and the difference on average will cause the firms of one

country have different price adjustment speeds from firms of another country, due to

the country’s specialization. Then, for home country H, domestic firms can update

prices with a country-specific probability 1 − θH , and during one period, a fraction

1−ωH of all the firms that are updating their prices choose the price that maximizes

the current market value of the profits generated while that price remains effective.

The remaining firms, of measure ωH and referred to as backward-looking firms, use
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a rule of thumb that is based on recent domestic and foreign pricing behavior.

By solving the pricing decisions of both forward-looking and backward-looking

types of firms, as well as the equilibrium in the goods market and the labor market,

the country-specific hybrid pricing strategy support the following New Keynesian

Phillips curve model for the country i:

πit = ci + γif1Et(πi,t+1) + γib1πi,t−1 + γib2πt−1 + αi1xit + uit (3.1)

where inflation of country i (πi,t) depends on: (1) national inflation expectations

Et(πi,t+1), (2) previous national inflation πi,t−1, (3) previous euro area inflation πt−1

and (4) national unemployment rate xit. Suppose the total inflation rate in the euro

area is decomposed to N countries, and i = 1, 2, · · · , N . The euro area aggregate

inflation rate πt is a weighted average of inflation rates across countries at period t:

πt =
∑N

i=1 ωiπit,
∑N

i=1 ωi = 1. Parameters with subscript 1 refer to the impacts of

national specific determinants on national inflation, while parameters with subscript

2 refer to the impacts of area or global determinants on national inflation dynamics.

In the equation above, α1 is a parameter referred to as the slope of the country

specific Phillips curve. We introduce both rational expectations of inflation and lagged

inflation to allow for forward-looking behavior of firms and some inflation persistence.

The parameters γif1 and γib1 capture the proportions of national factors. Meanwhile,

γib2 represents the effect of area inflation persistence on current domestic inflation
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rates and this coefficient incorporates the contention that globalization makes inflation

dependent on global or area factors. For instance, import prices changes can have

effect on national inflation rates. A normalization of the parameters γif1 + γib1 +

γib2 = 1 holds in general, and these coefficients tell us how the forward-looking and

backward-looking pricing behavior are partitioned among firms in each country, and

how national specific inflation relies on national factors as well as area-wide factors.

The parameters vary from country to country. The regression equation also allows for

transitory national shocks uit, which captures fluctuations in national inflation that

may be driven by temporary country-specific supply factors.

We can also consider euro area inflation expectations (Et(πt+1)) and total unem-

ployment rates (xt) as potential determinants of national inflation dynamics in the

regression above. These two variables are not used in this paper here for the following

reasons. First, the aggregate inflation expectations are highly correlated with the na-

tional inflation expectations, and both of them are not directly observed in the data

and potentially endogenous. It might cause some identification issues to estimate the

regression with both expectation terms. Second, the euro area is a monetary union

within which the members use the same currency and are affected by the joint mone-

tary policy. However, the countries still have their own independence in other aspects

of the economy, such as different fiscal policies and different status of economic re-

forms. The labor markets across countries in the euro area are relatively less mobile

than those local labor markets in the US. Hence the firms’ pricing behavior are more
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related to the local labor market condition than they are related to the area-wide

labor market. For these two reasons, I exclude the two aggregate level variables from

the national regression.

[47] argues that the estimation of inflation dynamics in the euro area might be

improved by increasing the length of sample period or the level of disaggregation. The

relationship between inflation and unemployment are changing over time, especially

after the recent crisis, there might exist structural changes in the Phillips curve rela-

tion. The euro area data only exists after 2000, with possible structural changes in

the dataset, researchers argue that forecasting the euro area inflation may suffer from

estimation errors. In order to improve the estimation precision and the forecasting

performance of the euro area inflation, it helps to consider more disaggregated data

to increase the sample size and thus reduce the estimation error. Therefore, country-

specific NKPC model and coefficients are reasonable concerns when estimating the

inflation dynamics in the euro area. By studying the separate regression on each coun-

try, one can learn not only the national inflation dynamics for each country within the

euro area, including the mixed pricing behavior of the firms, but also the structural

relationship between inflation and unemployment at national level. Moreover, the

total inflation rate can be measured by the weighted value of national inflation rates,

and thus predicted by averaging up each separate regression.
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3.2.2 Comparisons and Implications to the Euro

Area NKPC Model

Since the total average inflation rate in the euro area is the weighted average of

national inflation rates, several important implications on national inflation dynamics

can be revealed. By adding up the weighted average of national inflation dynamics

on both sides, a closed-form implied overall NKPC model may not be derived as the

implied euro area model from national variation, instead, the total inflation is affected

by disaggregated inflation to different degrees.

N∑
i=1

ωiπit =
N∑
i=1

ωici +
N∑
i=1

ωiγ
i
f1Et(πi,t+1) +

N∑
i=1

ωiγ
i
b1πi,t−1

+
N∑
i=1

ωiγ
i
b2πt−1 +

N∑
i=1

ωiα
i
1xit +

N∑
i=1

ωiuit

πt = c+
N∑
i=1

ωiγ
i
f1Et(πi,t+1) +

N∑
i=1

ωiγ
i
b1πi,t−1

+
N∑
i=1

ωiγ
i
b2πt−1 +

N∑
i=1

ωiα
i
1xit +

N∑
i=1

ωiuit

where πt =
∑N

i=1 ωiπit as already defined above. Since the coefficients vary across

countries, it is hard to imply to the area average inflation dynamics directly from all

the separate national regressions. However, one can still derive implications to the

total inflation dynamics based on national inflation dynamics. The total area NKPC
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takes the following form:

πt = c+ γfEt(πt+1) + γbπt−1 + αxt + ut

in which πt is the weighted average inflation rate in the euro area at time t, and xt

is the unemployment rate in the euro area, roughly approximated by the weighted

average of national unemployment rates within this union: xt =
∑N

i=1 ωixit. Although

the weighted national inflation dynamics is not directly comparable with the total

NKPC model, comparisons of related parameters in these two models can still be

informative. For instance, if one expect there would be a 1% increase in the inflation

expectations in all nations, the inflation expectations of the euro area will also increase

by 1%. According to the two models, we can make two different implications on the

aggregate euro area inflation rate. The national specific estimates suggest that the

current total inflation rate will increase by (
∑N

i=1wiγ
i
f1)%, compared to the direct

euro area NKPC model estimation, which is referred to as πf%. Meanwhile, notice

that the national slackness measurement xit is variant across countries, and one can

measure the pressure of total slackness on total inflation rate by adding up national

estimates
∑N

i=1wiα
i
1 and compare to the national estimate α.
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3.2.3 Identification Strategy and Econometric Is-

sues

The national NKPC model has to deal with the endogeneity problem. The na-

tional expectations are unobservable, while at the same time, the unemployment rates

are potentially endogenous. There might be supply shocks that can both affect na-

tional inflation and unemployment. The proxies used to measure the expectation

terms are the realized national inflation rates. For each country, one can write down

the following regressions:

πit = ci + γif1πi,t+1 + γib1πi,t−1 + γib2πt−1 + αi1xit + ũit

where ũit = uit + γif1(πei,t+1 − πi,t+1). The potentially endogenous variables in each

separate regression are πi,t+1 and xit. The identification strategy is that for any

country i, the error term uit does not depend on any previous information, on both

aggregate level and disaggregate level, Et−1(uit) = 0. Therefore, the parameters in

each regression can be identified and estimated by the linear GMM method.

As lagged variables are valid instruments, and meanwhile, lagged variables are

often believed to be relevant instruments due to the persistence of macroeconomic

variables. Suppose the instrument set is defined as Zit, thus the moments for the

national specific regression are E(uitZit) = 0. If there are p series that are initially

correlated with the inflation rate or unemployment rate, the instrument vector Zit
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will use from one period lag to M period lag of those p series. In total, there are Mp

instruments. There is an infinite number of predetermined variables that can be used

as instruments, and different estimation results arise from different choices of instru-

ments. The choice of M is rather arbitrary in the literature 1. Many macroeconomic

variables are persistent, and thus M can be as large as the length of the series T .

In the following empirical sections, I set M as the Newey-West HAC estimator trun-

cation number. Consequently, effective instrument selection is necessary for precise

estimation, and in the following part, I will show that different instrument sets will

result in different estimation results, and imply different patterns for the national and

area-wide inflation dynamics.

Within each national NKPC, potential instruments include lagged national and

area inflation rates, as well as previous unemployment rates. Due to the necessity of

instrument selection in the many-instrument environment, Lasso and kernel-weighted

Lasso instrument selection procedures will be applied in separate sector regressions

for instrument selection. Detailed procedures have been discussed in the first chapter

of this dissertation. The Lasso-type estimators and their l1 norm property can shrink

the coefficients of the redundant instruments to zero in the first stage and automat-

ically select instruments. Moreover, if we assume that more recent variables contain

more information than more distant ones to explain the variations in the endogenous

variables, the kernel-weighted Lasso instrument selection procedure is designed to

1see, for example, [22]
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fit in this feature by assigning a higher penalty to more distant instruments. Nu-

merically, it is shown that the GMM estimator of the New Keynesian Phillips curve

performs the best in finite samples with instruments selected by the kernel-weighted

Lasso. In the empirical results section, GMM estimators with three different instru-

ment selection procedures will be provided: all instruments without selection, Lasso

selected instruments, and kernel-weighted Lasso selected instruments.

3.3 Empirical Results

This section shows the data sets that will be used to construct and estimate the

national NKPC as well as total euro area NKPC models. GMM estimates with all

instruments, selected instruments by Lasso and kernel-weighted Lasso will also be

shown. A comparison between the implied euro area results from national estimates

and the direct aggregate results will be made.

The data set consists of macroeconomic variables including inflation rates and

total unemployment rates. More specifically, Harmonized Indices of Consumer Prices

(HICPs) are designed for international comparisons of consumer price inflation. HICP

is used for example by the European Central Bank for monitoring of inflation in the

Economic and Monetary Union and for the assessment of inflation convergence. In

this paper, changes of the HICP excluding energy and food for each country in the

euro area and for the whole monetary union will be considered as measures of inflation
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rates in the NKPC models. Meanwhile, the unemployment rates in specific countries

as well as the whole monetary union will be used as measures of slackness in the labor

market.

I consider observations on the variables above in the nineteen components of the

euro area and the total area from Eurostat website. The raw data in the sample are

monthly observations from January 2001 to March 2017. Throughout, inflation is

measured in percentage points at an annual rate. The measures of national slackness

xit use total unemployment rates in each country.

The euro area is a monetary union of 19 member states which have adopted the

euro (e) as their common currency. It consists of Austria, Belgium, Cyprus, Estonia,

Finland, France, Germany, Greece, Ireland, Italy, Latvia, Lithuania, Luxembourg,

Malta, the Netherlands, Portugal, Slovakia, Slovenia, and Spain. The European

Central Bank (ECB), which is governed by a president and a board of the heads of

national central banks, sets the monetary policy of euro zone. The single mandate

of ECB is to stabilize inflation based on the inflation measure using HICP inflation

rates.

To gain some perspective on the extent of cross-country heterogeneity within the

euro area, figure 1 plots the inflation data of the euro area as well as the 19 member

states. The majority of euro area members experienced relatively high inflation in

early 2000s. National inflation tended to rise again before 2008 when a global crisis

brought inflation in most countries near zero. Despite the overall patterns of inflation
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dynamics, there exist some “peripheral” countries like Greece, Portugal and Spain

having experienced higher inflation rates than other countries like France and Ger-

many. During the period of crisis, these countries have even experienced deflation

as reaction to the rising unemployment rate. Similarly, figure 2 reveals remarkable

difference in the unemployment rate patterns across countries. In particular, some

“peripheral” countries, including Greece, Spain and Ireland, performed quite differ-

ently from the rest of the euro area. In general, the observed differences in the

patterns of inflation over time make it a challenge for the ECB in its monetary policy

formation for the euro area as a whole. Meanwhile, it is more reasonable to consider

national data to explain the determinants of the inflation dynamics.

This section starts from the discussion of country-specific New Keynesian Phillips

curve estimates. I first show the various specifications of the Phillips curves across

countries. Within each specific national regression, I look at the following things:

how different instrument selection procedures affect the estimates of parameters, what

roles do national and area factors play to affect the inflation dynamics in one country,

and how national inflation is influenced by the country’s local labor market. Moreover,

the country-specific estimates might have important implications for the inflation

dynamics estimation in the euro area, as discussed in the model section. A direct

estimation of the euro area NKPC is also provided for comparison. Lastly, as pointed

out in previous sections, the relation between inflation and economic slackness is

changing over time, and a slope change for the euro area NKPC as well as for each
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country can be observed in split samples.

3.3.1 Country-specific Results

As discussed, the series of previous periods can be treated as relevant and valid

instruments due to the persistent effects of macroeconomic variables and the inde-

pendence between innovations and past information. With 195 monthly observations

from 2001M01 to 2017M03, I use up to 4 lags of the area and 19 specific national

inflation and unemployment rates as potential instruments. In total, the instrument

set includes 160 variables. Tables 14 to 16 show the separate estimates of country-

specific NKPC estimates with three different instrument selection procedures respec-

tively: all instruments, Lasso selected instruments and kernel-weighted Lasso selected

instruments. Overall, we can notice significant difference of parameter estimates be-

tween these three types of estimators. Roughly speaking, if we focus on discussing

the differences of the national Phillips curve slopes across countries, we can divide

the member countries in the euro area into two categories and discuss the relation

between inflation and unemployment among these two categories respectively. The

national Phillips curves for countries in the first category have insignificant slopes

(α) according to the estimates, where firms’ pricing behavior are not significantly

affected by the local labor market conditions or economic slackness. While in the

second category, the national Phillips curves have significant relation between na-

tional inflation and unemployment. Based on the GMM estimates of equation (3.1)
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with instruments selected by kernel-weighted Lasso, we have the corresponding di-

vision of countries as following: flatter Phillips curve countries: Belgium, Germany,

Estonia, Ireland, Luxembourg, Netherlands, Austria, Slovenia and Finland; steeper

and significant Phillips curve countries: Greece, Spain, France, Italy, Cyprus, Latvia,

Lithuania, Malta, Portugal and Slovakia.

In general, the countries in the euro area are divided into the two categories as

shown above based on the estimates’ sign and significance of the slope parameter

α1 in each national NKPC. The two divergent effects of national economic slackness

on inflation are very interesting, especially in recent literature there are estimates of

Phillips curve relationships for the euro area suggesting that the impact of slack on

inflation has weakened since the onset of the financial crisis (see, for example, [48]

and [49]). Meanwhile, other advanced economies outside the euro are, such as the

United States, have also been observed to have relatively stable inflation compared to

the rise in unemployment rate during the crisis (see [50], [2]). In order to seek for the

explanations of the different reactions of national inflation to the labor market at the

country level, I consider more national characteristics from the international trade

and national account perspectives. Although not an accurate measure, the current

account balance is treated as a measure for the country’s international competitive-

ness, especially for countries experiencing increasing current account deficit, it is a

signal for the loss of national competitiveness, domestic macroeconomic imbalances,

as well as deeper structural problems [51]. The first category countries behave in a
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similar way to the whole euro area and the US.

Table 17 shows the annual current account balances as well as the current account

balance to GDP ratios for the euro area and each member states based on two sample

periods: 2000-2007, and 2008-2016. It is noticeable that most second category coun-

tries have experienced consistent current account deficits, like Greece, Spain, Italy and

Portugal. While the first category countries most likely have kept external balances

in check, for instance, Germany and Netherlands are among the exporting countries

whose firms produce more competitive products in the international market. Statis-

tics from table 17 and table 18 show that, for those countries with flatter national

Phillips curves, it is more likely for them to experience large current account balance

surpluses and focus on export-oriented industry sectors, like Germany, Netherlands

or Austria. These countries behave in a similar manner as United States during and

after the financial crisis, since in general they share similar characteristics in terms of

national account and international specialization. The rise of unemployment in the

national labor market has an insignificant impact on national inflation dynamics due

to more flexible labor and products markets.

On the other hand, there exist another group of countries whose inflation dynamics

are significantly affected by the local labor market conditions, for example, Greece,

Spain, Italy or Portugal. These countries have experienced consistent current account

deficits and suffered from sovereign debt crisis or financial crisis. The borrowing cost

for the firms from these countries are relatively high compared to firms from other

99



CHAPTER 3. INFLATION DYNAMICS IN THE EURO AREA

countries, due to higher country risk. The negative current account balances suggest

that these countries are more import-oriented and less competitive in the international

market. Meanwhile, these countries are more likely to have relatively rigid labor and

product market. Therefore, when the financial crisis or an adverse aggregate demand

hit, exporting firms from these countries might have to deal with a decline in the

domestic demand. Even with the presence of home bias preference, the domestic

customers may choose to switch to imported goods for lower prices. Faced with high

borrowing cost and low domestic as well as international demand, the exporting firms

might choose to exit the market, with those surviving ones set their prices following

their competitors’ previous price setting behavior. Moreover, due to the pressure of

international competition, the countries may adjust the specialization in the services

sector. The adjustment of specialization makes the firms in these countries rely more

on the local labor market conditions, and thus adverse real economic shocks will

increase national unemployment rate and impose downward pressure on the inflation

rate.

This naturally brings us another aspect to look at the country heterogeneity

through country specialization. Over the past two decades, as low-cost competitors

have emerged elsewhere in the world, the euro area, like other advanced economies,

has recorded some decline in export market shares. Since then, some countries have

changed their specialization, but not all did so to the same extent. Table 18 shows

the country’s specialization with 10 industry breakdowns. I find that there does exist
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country-specific heterogeneity in the product market, for Germany and Ireland spe-

cializing in industry and manufacturing, while Portugal and Italy focusing on whole-

sale and retail trade, transport or accommodation services. In particular, we find that

the countries focusing on industry or manufacturing are more export-oriented. While

those other countries specializing in the services sector are more backward-looking

with steeper slopes.

There are some more interesting econometric findings by comparing tables 14-16.

For example, the estimation of γif1 from the national NKPC of the first category

countries are higher than those estimates without instrument selection. It implies

that firms from those countries are more forward-looking than originally thought.

These forward-looking countries behave similarly as US in the sense that the national

inflation replies more on future expectations, and inflation expectations become more

anchored due to the increased credibility of the ECB to manage inflation expectations.

3.3.2 Euro Area Inflation Dynamics

Disaggregate information can not only provide a better understanding of specific

national inflation dynamics, but also have implications for aggregate results. As

discussed in the model section, the area aggregate inflation rate is a weighted average

of each national inflation rate, with the country weights assumed to be the average

of the time-varying national contributions to the total core HICP inflation rate. A

time-invariant country weight is imposed in order to compare the implied aggregate
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estimates in the euro area to the direct estimates obtained only using aggregate

information.

We can also obtain the following remarks by comparison as in table 19. First,

in the estimation of pure aggregate NKPC estimation, the estimates of γf using all

three instrument selection procedures show that the aggregate core HICP inflation

has a larger forward-looking proportion. Also, the sign of the Phillips curve slope α

is negative but not significant, even after using kernel-weighted Lasso procedure to

select instruments.

Second, in the estimation of implied aggregate results of the forward-looking pa-

rameter
∑N

i=1 wiγ
(i)
f1 , selected instruments suggest that on average in the euro area,

inflation is more forward-looking. For instance, GMM estimation of the weighted

parameter
∑N

i=1wiγ
(i)
f1 with all instruments equal to 0.355, meaning that if future ex-

pectation on inflation increases by 1% in every member state of the euro area, this will

cause the average inflation rate in the euro area to increase by 0.355%. Meanwhile, in

the case of the GMM estimation using kernel-weighted Lasso selected instruments, the

proportion estimate increases to 0.638%. These implied estimates of the correspond-

ing forward-looking parameters are significantly different across different instrument

selection procedure.

Third, since the GMM estimates with kernel-weighted Lasso instrument selection

perform better than other procedures in finite samples, we focus on comparing the

direct aggregate and implied aggregate estimates using kernel-weighted Lasso selected
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instruments. As just mentioned in the first remark, euro aggregate data fails to find

a significant trade-off between inflation and unemployment. The Phillips curve has

been heavily discussed in recent papers and in the speeches of policy makers, the

relation has become flatter and insignificant (see [2], [1] or [28]). However, if we

step from the pure aggregate perspective and start to consider disaggregate data,

the implied estimates of the slope
∑N

i=1 ωiα
i
1 equals to -0.0202 and is significantly

different from zero. The insignificance of the pure aggregate model is a result of

short span of data (only available after 2000), as well as possible structural breaks

of the Phillips curve slope due to financial crisis. The estimation is improved by

introducing more disaggregated national level data in order to reduce standard errors

of the estimates. Similar to chapter 2, the calculations of the standard errors of the

weighted average parameters take cross-country and cross-period correlations of the

moments into consideration.

3.3.3 Structural Breaks

As pointed out in previous sections, we cannot find a significant relationship in

the euro area New Keynesian Phillips curve if estimated using aggregate data. One

possible reason is the time-varying slopes of the Phillips curve and the short sample

of the euro area data. There is a growing body of literature suggesting that the

Phillips curve in advanced economies has become flatter with inflation rate more
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anchored to expectations since the financial crisis 2. This section is to check if there

does exist structural changes of the inflation reactions to the changes in the real

economy by running the same regressions on split samples. The original sample

includes monthly data from January 2001 to March 2017, and since the financial

crisis hit global economy, behavior changes have been observed for countries affected

by the big negative shock. Thus I divide the original sample into two subsamples:

2001M01 to 2007M08, and 2007M09 to 2017M03, with the breaking point being the

approximate beginning of the financial crisis.

Table 20 reports the euro area estimates with kernel weighted Lasso selected in-

struments based on the two models: the direct aggregate model and the disaggregate

national model on the two subsamples. The results provide strong evidence of struc-

tural breaks of the Phillips curves within the sample. First, the direct estimate of the

area-wide NKPC shows us that the slope of the aggregate Phillips curve is signifi-

cantly negative with the first half pre-crisis data. The slope estimate has a significant

decline since 2007 (from -0.103 to -0.01), and this drop might be one of the reasons

for the insignificant estimate of α over the whole sample. We can also observe the

significant changes in the estimates of
∑N

i=1 ωiγ
i
f1 before and after the crisis.

One possible explanation of the structural change in the Phillips curve slope is

from a recent paper by [52] where they divide firms into two categories based on

the firm’s internal liquidity: liquidity-constrained firms and liquidity-unconstrained

2see, for example, [45]
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firms. They argue that the missing disinflation phenomenon after crisis in the United

States can be explained by discussing firms’ divergent pricing decisions in response

to adverse demand or financial shocks based on their balance sheet positions. In the

customer markets with a sticky customer base imposed, firms with strong balance

sheets will post lower prices to maintain market share, while firms with weak balance

sheets can be forced to raise prices, sacrifice its market share, in order to avoid costly

external financing. The mixed pricing behavior of firms might contribute to the flatter

Phillips curve in the United States after crisis. Analogous to the US, firms from the

euro area might face with similar situations. Within the whole area, there exist firms

with liquidity constraints or without liquidity constraints. A negative financial or

demand shock will cause the “unhealth” firms to deviate from the normal strategy

and thus the Phillips curve may become flatter during and after the crisis.

Moreover, both the aggregate and implied aggregate results suggest that the in-

flation rates in the euro area are more forward-looking in recent years, due to the

increased credibility of the central banks’ expectation management tools. For ex-

ample, according to the implied aggregate estimates, a 1% increase in the national

inflation expectation across the euro area will only cause the current inflation rate to

increase by 0.56% before the crisis, compared to 0.69% during the second half of the

sample.

Overall, we can observe structural changes of the relation between inflation and

unemployment in the Phillips curve both in the aggregate model and in the implied
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aggregate model from the national data. The implied aggregate estimates are more

efficient compared to the aggregate counterparts. Therefore, in the presence of struc-

tural changes, the aggregate data might not be able to provide precise estimates of

the Phillips curve due to the data constraint, and making use of the disaggregate

data can help improve the estimation performance in finite samples.

3.4 Conclusion

The Phillips curve provides an intuitive framework for assessing the relationship

between the level of slack and the rate of inflation in the economy and has been a pop-

ular tool for explaining and forecasting inflation dynamics. At the same time, a range

of issues, as highlighted in this chapter, suggest that a simple New Keynesian Phillips

curve constitutes an insufficient analytical basis to guide monetary policy. This is

particularly true for the euro area, whose member states possess heterogeneous eco-

nomic structure and institutional landscape. Therefore, considering country-specific

New Keynesian Phillips curves can result in a better fit within each country and thus

provide a better explanation and forecasting performance.

National information is thus introduced to study the national inflation dynamics.

In this chapter, we have described a conceptual model to incorporate different mar-

ket features of various countries. Furthermore, the national model estimates can not

only shed light on national specific inflation dynamics, but also have important im-
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plications for inflation behavior in the euro area as a whole. In the empirical work, I

first improve the finite sample performance of the national estimates in each separate

national regression by selecting instruments with kernel-weighted Lasso. I show that

there exist both forward-looking inflation dynamics countries as well as backward-

looking countries within the euro area. While with the inclusion of the financial crisis

data, the Phillips curve slope of many countries of the euro area and the whole area

becomes flatter and insignificant, there still exist some countries displaying strong

relation between economic slack and the rate of inflation. More interestingly, if we

look at the Phillips curve relation of the euro area with disaggregate national vari-

ation included, on average, the relation between aggregate inflation and aggregate

economic slack is found to be significantly negative.
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Table 3.1: Separate National Results: GMM Estimates with All Instruments

Country γf1 se(γf1) γb1 se(γb1) γb2 se(γb2) α1 se(α1)

Belgium 0.000 0.047 0.000 0.041 1.000 0.238 0.009 0.054
Germany 0.460 0.110 0.361 0.086 0.179 0.070 0.037 0.014
Estonia 0.577 0.035 0.309 0.062 0.114 0.038 -0.001 0.007
Ireland 0.905 0.128 0.095 0.084 0.000 0.067 -0.011 0.009
Greece 0.000 0.072 0.133 0.082 0.866 0.365 0.005 0.022
Spain 0.305 0.036 0.000 0.077 0.695 0.172 0.004 0.004
France 0.383 0.202 0.616 0.133 0.000 0.110 0.077 0.048
Italy 0.190 0.028 0.000 0.039 0.810 0.088 -0.007 0.011
Cyprus 0.499 0.117 0.000 0.105 0.501 0.331 0.017 0.025
Latvia 0.445 0.025 0.133 0.033 0.422 0.050 -0.019 0.004
Lithuania 0.583 0.023 0.216 0.023 0.201 0.016 -0.013 0.004
Luxembourg 0.677 0.432 0.323 0.081 0.000 0.352 -0.103 0.069
Malta 0.150 0.048 0.000 0.032 0.850 0.324 -0.037 0.116
Netherlands 0.544 0.107 0.336 0.123 0.120 0.136 0.275 0.084
Austria 0.284 0.246 0.716 0.294 0.000 0.185 -0.131 0.085
Portugal 0.345 0.030 0.016 0.051 0.639 0.060 -0.003 0.006
Slovenia 0.329 0.074 0.000 0.176 0.671 0.258 0.016 0.027
Slovakia 0.653 0.119 0.344 0.098 0.003 0.033 -0.009 0.008
Finland 0.565 0.176 0.321 0.110 0.114 0.084 0.115 0.041

Notes: Based on monthly data in the period 2000-2016. This table reports the
GMM estimates with all instruments of the national specific NKPC: πit = ci +
γif1Et(πi,t+1)+γib1πi,t−1 +γib2πt−1 +αi1xit+uit as well as the corresponding standard
errors for each individual euro area country. The highlighted numbers of γ’s stand
for the largest proportion between the estimates of γf1,γb1 and γb2. While the
highlighted numbers for the estimates of α1 represent the countries whose Phillips
curve slope estimates are significantly negative (for this table, it means Latvia
and Lithuania).
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Table 3.2: Separate National Results: GMM Estimates with Lasso-selected Instru-
ments

Country γf1 se(γf1) γb1 se(γb1) γb2 se(γb2) α1 se(α1)

Belgium 0.0000 0.0394 0.0842 0.0285 0.9158 0.1595 -0.1266 0.1033
Germany 0.5367 0.0753 0.4633 0.0695 0.0000 0.0384 -0.0260 0.0072
Estonia 0.7390 0.0505 0.1973 0.0599 0.0637 0.0294 0.0023 0.0042
Ireland 0.5014 0.0580 0.4986 0.0479 0.0000 0.0452 -0.0010 0.0039
Greece 0.0001 0.0244 0.0000 0.0262 0.9999 0.1013 -0.0249 0.0067
Spain 0.2994 0.0227 0.0000 0.0649 0.7006 0.1362 -0.0138 0.0060
France 0.4412 0.0672 0.5588 0.0763 0.0000 0.0498 -0.0164 0.0187
Italy 0.2620 0.0255 0.0000 0.0430 0.7380 0.0988 -0.0520 0.0113
Cyprus 0.3402 0.0322 0.1968 0.0450 0.4630 0.1039 -0.0291 0.0115
Latvia 0.5197 0.0363 0.0483 0.0254 0.4320 0.0315 -0.0152 0.0044
Lithuania 0.5246 0.0340 0.3182 0.0396 0.1572 0.0279 -0.0083 0.0035
Luxembourg 0.0000 0.0370 0.3049 0.0382 0.6951 0.0995 0.0871 0.0314
Malta 0.0825 0.0246 0.0954 0.0247 0.8221 0.1168 -0.0331 0.0925
Netherlands 0.5356 0.0426 0.4644 0.0408 0.0000 0.0638 0.1164 0.0232
Austria 0.5630 0.0569 0.4370 0.0826 0.0000 0.0728 -0.0699 0.0291
Portugal 0.3863 0.0301 0.1651 0.0545 0.4486 0.0667 -0.0240 0.0056
Slovenia 0.4613 0.0345 0.2798 0.0680 0.2589 0.0794 0.0283 0.0181
Slovakia 0.4556 0.0675 0.4680 0.0508 0.0764 0.0186 -0.0060 0.0033
Finland 0.4909 0.0582 0.5091 0.0505 0.0000 0.0388 -0.0072 0.0194

Notes: Based on monthly data in the period 2000-2016. This table reports the GMM
estimates with Lasso selected instruments of the national specific NKPC: πit = ci +
γif1Et(πi,t+1) + γib1πi,t−1 + γib2πt−1 + αi1xit + uit as well as the corresponding standard
errors for each individual euro area country. The highlighted numbers of γ’s stand for
the largest proportion between the estimates of γf1,γb1 and γb2. While the highlighted
numbers for the estimates of α1 represent the countries whose Phillips curve slope
estimates are significantly negative.
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Table 3.3: Separate National Results: GMM Estimates with KLasso-selected Instru-
ments

Country γf1 se(γf1) γb1 se(γb1) γb2 se(γb2) α1 se(α1)

Belgium 0.0000 0.0579 0.0075 0.0259 0.9925 0.2142 -0.0716 0.1408
Germany 1.0000 0.1586 0.0000 0.0953 0.0000 0.0497 0.0120 0.0121
Estonia 0.7727 0.0950 0.1224 0.0763 0.1049 0.0395 -0.0021 0.0048
Ireland 0.9855 0.1144 0.0145 0.0734 0.0000 0.0651 -0.0112 0.0083
Greece 0.0001 0.0376 0.0000 0.0443 0.9999 0.1614 -0.0175 0.0091
Spain 0.3479 0.0299 0.0000 0.0814 0.6521 0.1787 0.0058 0.0055
France 0.8036 0.1223 0.1964 0.0974 0.0000 0.0531 -0.0490 0.0242
Italy 0.3109 0.0409 0.0000 0.0782 0.6891 0.1949 -0.0854 0.0190
Cyprus 0.3972 0.0388 0.2701 0.0529 0.3326 0.1157 -0.0183 0.0108
Latvia 0.4881 0.0710 0.0364 0.0417 0.4755 0.0503 -0.0103 0.0066
Lithuania 0.5138 0.0573 0.2316 0.0584 0.2546 0.0411 -0.0194 0.0049
Luxembourg 0.9483 0.1204 0.0000 0.0275 0.0517 0.0764 -0.0155 0.0411
Malta 0.1018 0.0381 0.3198 0.0372 0.5784 0.1644 -0.2292 0.1134
Netherlands 0.5619 0.0734 0.4381 0.0626 0.0000 0.0975 0.0906 0.0253
Austria 0.6437 0.0738 0.3563 0.1120 0.0000 0.0985 0.0052 0.0342
Portugal 0.4070 0.0438 0.0000 0.0738 0.5930 0.0998 -0.0232 0.0068
Slovenia 0.6129 0.0487 0.3020 0.0815 0.0851 0.0925 0.0157 0.0149
Slovakia 0.3723 0.0913 0.5385 0.0672 0.0892 0.0194 -0.0012 0.0044
Finland 0.6969 0.0778 0.3031 0.0657 0.0000 0.0437 0.0229 0.0275

Notes: Based on monthly data in the period 2000-2016. This table reports the GMM
estimates with Kernel Lasso selected instruments of the national specific NKPC: πit =
ci+γif1Et(πi,t+1) +γib1πi,t−1 +γib2πt−1 +αi1xit+uit as well as the corresponding standard
errors for each individual euro area country. This table uses the Parzen kernel weighting
function. The highlighted numbers of γ’s stand for the largest proportion between the
estimates of γf1,γb1 and γb2. While the highlighted numbers for the estimates of α1

represent the countries whose Phillips curve slope estimates are significantly negative.
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Table 3.4: National Current Account Balances

GEO/TIME Whole Sample 2001-2007 2008-2016 Whole Sample 2001-2007 2008-2016

Euro area 79173.9 13490.7 130260.8 0.9% 0.2% 1.3%
Belgium 2163.6 7844.3 -992.4 0.6% 2.6% -0.3%
Germany 143376.3 82517.3 190711.1 5.6% 3.6% 6.9%
Estonia -565.6 -1300.1 5.6 -3.9% -12.3% 0.0%
Ireland -1104.9 -4643.0 1253.9 -0.6% -2.9% 0.6%
Greece -16428.9 -19876.5 -14130.4 -8.3% -10.4% -7.0%
Spain -35494.8 -57524.9 -18360.2 -3.6% -6.6% -1.7%
France -6593.8 8319.6 -18193.1 -0.3% 0.5% -0.9%
Italy -8905.4 -9908.0 -8125.7 -0.6% -0.7% -0.5%
Cyprus -1292.6 N.A. -1292.6 -7.8% 0.0% -6.9%
Latvia -1037.1 -1868.4 -390.6 -5.6% -13.7% -1.8%
Lithuania -1131.8 -2463.9 -539.7 -4.1% -12.5% -1.6%
Luxembourg 2709.1 2797.8 2640.2 7.1% 9.6% 5.9%
Malta 45.2 -245.1 174.2 0.7% -4.9% 2.3%
Netherlands 47915.3 39205.8 52753.9 8.0% 7.3% 8.1%
Austria 6410.5 5284.6 7286.2 2.2% 2.1% 2.3%
Portugal -10458.4 -14279.1 -7486.8 -6.3% -9.3% -4.2%
Slovenia 179.1 -470.6 684.4 0.5% -1.7% 1.8%
Slovakia -1999.1 -3828.0 -1186.2 -3.5% -10.5% -1.6%
Finland 3258.2 8390.8 -733.9 1.8% 5.2% -0.4%

Source: Eurostat.
Notes: This table reports the annual current account balances and current account to GDP
ratios based on three different samples: the whole sample: 2001-2016, and two subsamples:
2001-2007, 2008-2016.
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Table 3.6: Euro Area Estimates Comparison: All 3 Instrument Selection Procedures

GMM Lasso Klasso
parameters estimates s.e. estimates s.e. estimates s.e.

γf 0.666 0.032 0.700 0.030 0.698 0.016∑N
i=1 ωiγf1 0.355 0.049 0.401 0.031 0.638 0.059

α -0.014 0.016 -0.024 0.028 -0.037 0.022∑N
i=1 ωiα

i
1 0.037 0.013 -0.024 0.007 -0.020 0.010

Notes: Based on monthly data in the period 2000-2016. This ta-
ble reports the estimation of the euro area NKPC parameters using
aggregate data only in the aggregate model: πt = c + γfEt(πt+1) +
(1− γf )πt−1 +αxt +ut, as well as the weighted parameters obtained
by estimating the national specific NKPC: πit = ci + γif1Et(πi,t+1) +
γib1πi,t−1 + γib2πt−1 + αi1xit + uit. Correspondingly, the standard er-
rors are also reported. This table uses the Parzen kernel weighting
function for KLasso instrument selection.
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Table 3.7: Structural Break: Comparisons of KLasso Estimates on Subsamples

Subsample 1: 2001-2007 Subsample 2: 2008-2016
parameters estimates s.e. estimates s.e.

γf 0.6263 0.0311 0.7246 0.0191∑N
i=1 ωiγf1 0.5554 0.0449 0.6939 0.1149

α -0.1038 0.0575 -0.0102 0.0389∑N
i=1 ωiα

i
1 -0.0434 0.0200 -0.0165 0.0291

Notes: Based on monthly data in two subsamples: 2001-2007,
2008-2016. This table reports the kernel weighted Lasso estima-
tion of the euro area NKPC parameters using aggregate data
only in the aggregate model: πt = c+γfEt(πt+1)+(1−γf )πt−1+
αxt + ut, as well as the weighted parameters obtained by esti-
mating the national specific NKPC: πit = ci + γif1Et(πi,t+1) +
γib1πi,t−1+γib2πt−1+αi1xit+uit. Correspondingly, the standard er-
rors are also reported. This table uses the Parzen kernel weight-
ing function for KLasso instrument selection.
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Figure 3.1: National Inflation
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Figure 3.2: National Unemployment Rate
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Appendix to Chapter 1

In this appendix, we provide a full derivation of regional New Keynesian Phillips

curve.

The model derived here is an extension of previous work on New Keynesian model

in the open economy by [15] by adding the backward-looking pricing rules of firms

into the regional model.

Suppose the national economy is modeled with a continuum of small regions, rep-

resented by the unit interval. The measure of each region is zero. Different economies

are subject to different productivity shocks. Each region has a representative house-

hold and a continuum of firms producing a differentiated good, also represented by

the unit interval. Compared to the rest of the nation, the performance of each single

region does not have any impact on the national economy. Also, each region is as-

sumed to be symmetric in terms of identical consumer preferences and firm pricing
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behavior.

I discuss the macroeconomic variables in the home region H. All other variables

with subscript i ∈ [0, 1] refer to region i. Region F represents a general notation for

all other region i ∈ [0, 1] outside region H. Taking Ci
H,t as an example, the subscript

{H, t} represents the consumption good produced in region H at period t, and the

superscript i represents the good is finally consumed in the market of region i. Also

the superscript H is omitted for notation simplicity.

A.1 Households

A typical region H is inhabited by a representative household who maximizes

E0

∞∑
t=0

βtU(Ct, Nt) (A.1)

where Nt denotes the hours of labor, and Ct is a composite consumption bundle index

defined by

Ct ≡ [(1− α)
1
η (CH,t)

η−1
η + α

1
η (CF,t)

η−1
η ]

η
η−1 (A.2)

where α captures the region bias of household’s consumption and η is the substitution

elasticity of the goods consumption between region H and the rest regions, labeled

as F. CH,t is an index of consumption of goods produced in region H given by the
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constant elasticity of substitution function

CH,t ≡ (

∫ 1

0

CH,t(j)
1− 1

ε dj)
ε
ε−1

where j ∈ [0, 1] denotes the good variety. Similarly, CF,t is a composite index of

consumption of goods produced in the other regions i ∈ [0, 1], i 6= H, given by

CF,t ≡ (

∫ 1

0

(Ci,t)
1− 1

γ di)
γ
γ−1

where Ci,t is an index of the quantity of goods consumed by household in region H

that were produced in region i. By analogy, the consumption index is given by the

same CES function

Ci,t ≡ (

∫ 1

0

Ci,t(j)
1− 1

ε dj)
ε
ε−1

The parameters are explained as follows. ε denotes the elasticity of substitution

between goods produced within any given region. Parameter α again is interpreted

as the home bias of household’s consumption. Parameter η > 0 measures the elasticity

of substitution between home made goods or other region made goods, and lastly γ

measures the substitutability between goods produced in other regions.

The maximization of the utility function is subject to the following budget con-
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straint:

∫ 1

0

PH,t(j)CH,t(j)dj +

∫ 1

0

∫ 1

0

Pi,t(j)Ci,t(j)djdi+ Et[Qt,t+1Dt+1] ≤ Dt +WtNt + Tt

(A.3)

for t = 1, 2, · · · where PH,t(j) is the market price of good j produced in region H,

while Pi,t(j) is the price of good j produced in region i. Note that due to the Law

of One Price, consumers from different regions should be able to buy the same good

with the same price, i.e. Pi,t(j) = P i
i,t(j), and P i

H,t(j) = PH,t(j). Therefore, the

superscripts of the price indices are omitted due to LOOP. Nt denotes hours of work,

Wt is the nominal wage, Tt denotes the lump-sum transfers/taxes, and Dt+1 is the

nominal payoff in period t + 1 of portfolio held at the end of period t. Qt,t+1 is the

stochastic discount factor(SDF) between period t and t+ 1. Assume that households

have access to a complete set of contingent claims, traded nationally.

Now the household must decide how to allocate the consumption expenditures

among the differentiated goods within the same region, given the total expenditures

spent on goods produced in the same region. The households maximize the consump-

tion index CH,t:

max CH,t s.t.∫ 1

0

PH,t(j)CH,t(j)dj ≡ ZH,t
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where we can write down the Lagrangian equation and derive the first order condition

for every good produced in region H, and thus obtain the demand equation for each

firm j in a given region:

CH,t(j) = (
PH,t(j)

PH,t
)−εCH,t;Ci,t(j) = (

Pi,t(j)

Pi,t
)−εCi,t (A.4)

where the second equality can be obtained similarly as the demand function for each

firm j in sector i by households from the home region. PH,t = (
∫ 1

0
PH,t(j)

1−εdj)
1

1−ε is

the region H’s producer price index and Pi,t = (
∫ 1

0
Pi,t(j)

1−εdj)
1

1−ε is the price index

for goods consumed by household in region H but produced in region i. It can also

be shown that
∫ 1

0
PH,t(j)CH,t(j)dj = PH,tCH,t and

∫ 1

0
Pi,t(j)Ci,t(j)dj = Pi,tCi,t.

Furthermore, the allocation of consumption for household in region H among the

goods produced in other regions can be similarly decided:

max CF,t w.r.t. Ci,t∫ 1

0

Pi,tCi,tdi ≡ ZF,t

and hence the allocation can be derived:

Ci,t = (
Pi,t
PF,t

)−γCF,t (A.5)

where PF,t ≡ (
∫ 1

0
P 1−γ
i,t di)

1
1−γ is the price index for all consumed goods produced in
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other regions. Notice that
∫ 1

0
Ci,tPi,tdi = CF,tPF,t.

Finally, the optimal allocation of expenditures between goods produced in home

region or other regions CH,t, CF,t is decided by

maxCt w.r.t. CH,t, CF,t

s.t. PH,tCH,t + PF,tCF,t ≡ Zt

By writing down the Lagrangian equation and the optimal allocation of expenditures

between regions is

CH,t = (1− α)(
PH,t
Pt

)−ηCt;CF,t = α(
PF,t
Pt

)−ηCt (A.6)

where Pt = [(1 − α)(PH,t)
1−η + α(PF,t)

1−η]
1

1−η is the regional CPI. Accordingly, the

period budget constraint can be rewritten as

PtCt + Et[Qt,t+1Dt+1] ≤ Dt +WtNt + Tt (A.7)

Moreover, assume the utility function has the form U(Ct, Nt) =
C1−σ
t

1−σ −
N1+ϕ
t

1+ϕ
.

Then the intra-temporal optimal condition is obtained from the trade-off between

consumption and labor within the same period, i.e. the complete differential of Ct
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and Nt should satisfy both the objective function and the budget constraint:

Cσ
t N

ϕ
t =

Wt

Pt
(A.8)

Meanwhile, the inter-temporal optimal condition can be derived from the trade-off of

consumptions of period t and t+ 1:

β(
Ct+1

Ct
)−σ(

Pt
Pt+1

) = Qt,t+1 (A.9)

Taking conditional expectation on both sides:

Qt = βEt[(
Ct+1

Ct
)−σ(

Pt
Pt+1

)] (A.10)

where Qt ≡ Et[Qt,t+1]denotes the price of a one-period discount bond paying off one

unit of currency in t+ 1. The above equation will be used to discover the relation of

consumptions across regions. The two optimal conditions can be respectively written

in log-linearized form as

wt − pt = σct + ϕnt (A.11)

ct = Et(ct+1)− 1

σ
(it − Et(πt+1)− ρ) (A.12)

Aside from the above optimal conditions from the consumer’s decision making,
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one would like to know the relations between the identities mentioned above. Bilateral

relative prices between region H and region i is defined as Si,t =
Pi,t
PH,t

and the effective

relative prices are given by

St ≡
PF,t
PH,t

= (

∫ 1

0

S1−γ
i,t di)

1
1−γ

which can be approximated around a symmetric steady state satisfying Si,t = 1 for

all i ∈ [0, 1] by

st =

∫ 1

0

si,tdi (A.13)

where st = logSt = pF,t − pF,t. Again starting from the CPI and rewrite the fomula:

Pt = [(1− α)(PH,t)
1−η + α(PF,t)

1−η]
1

1−η

The log linearization can be done by approximating around the steady state where

all price indices are constant: Pt = PH,t = PF,t = P0. Suppose pt = log(Pt), pH,t =

log(PH,t) and pF,t = log(PF,t),

exp(pt) = [(1− α)(exp(pH,t))
1−η + α(exp(pF,t))

1−η]
1

1−η
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The approximation around the steady state is

pt = (1− α)pH,t + αpF,t (A.14)

Assume πH,t = pH,t − pH,t−1 and πt = pt − pt−1 = (1− α)πH,t + απF,t.

Due to the Law of One Price, consumers from different regions should be able to

buy the same good with the same price, i.e. Pi,t(j) = P i
i,t(j) and thus PF,t = P i

F,t. The

superscript i represents that the specified good is consumed by household in region

i. Then we have the following identities between the composite pF,t =
∫ 1

0
pi,tdi =∫ 1

0
pii,tdi = p∗t , where p∗t is the national CPI. Moreover, assume the relative regional

CPI is defined as Ri,t ≡ P it
Pt

, and let Rt =
∫ 1

0
Ri,tdi. It follows that rt = logRt =∫ 1

0
(pit − pt)di = (1− α)st.

Revisiting the inter-temporal condition for households of region H:

β(
Ct+1

Ct
)−σ(

Pt
Pt+1

) = Qt,t+1

and by the symmetry of households from different regions

β(
Ci
t+1

Ci
t

)−σ(
P i
t

P i
t+1

) = Qt,t+1 = β(
Ct+1

Ct
)−σ(

Pt
Pt+1

) (A.15)

for all t. Therefore, by rearranging the two sides the above equation, the following
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relation holds for all t,

(
Ci
t

Ct
)σ(

P i
t

Pt
) = (

Ci
t+1

Ct+1

)σ(
P i
t+1

Pt+1

)

Ct = ϑiC
i
tR

1
σ
i,t (A.16)

where ϑi = 1 as we assume symmetric initial conditions. Taking logs on both sides

and integrating over i yields

ct = c∗t +
1

σ
rt = c∗t +

1− α
σ

st (A.17)

A.2 Firms

Assume a typical firm from region H produces a differentiated good represented

by the production function (constant returns to scale)

Yt(j) = AtNt(j)

where j ∈ [0, 1] is a firm-specific index, and where at ≡ logAt follows the AR(1)

process at = ρaat−1 + εa,t. And the real marginal cost will be common across all firms

in region H and given by mct = wt − pH,t − at.

We assume that firms from region H set prices as follows. In each period, 1 − θ

random selected firms will set new prices, while the rest of the firms do not adjust

prices, with an individual firm’s probability of re-optimizing in any given period being
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independent of the time elapsed since it last reset its price. Meanwhile, a fraction

1− w of the firms, which we refer to as forward-looking firms, choose the price that

maximizes the current market value of the profits generated while that price remains

effective. The remaining firms, of measure w, which we refer to as backward-looking,

instead use a simple rule of thumb that is based on recent aggregate pricing behavior.

Suppose at period t and in region H, if the firm is ”randomly selected” to reset its

price, a forward-looking firm will choose the price P f
H,t, while the backward-looking

firm will pick P b
H,t. Let S(t) ⊂ [0, 1] represent the set of firms not re-optimizing

the price in period t. Sf (t) ⊂ Sc(t) represents the set of forward-looking firms who

re-optimize its price in period t, and Sb(t) ⊂ Sc(t) is the backward-looking firms

re-optimizing the price in period t.

PH,t = [

∫ 1

0

PH,t(j)
1−εdj]

1
1−ε

= [

∫
S(t)

PH,t−1(j)1−εdj +

∫
Sf (t)

(P f
H,t)

1−εdj +

∫
Sb(t)

(P b
H,t)

1−εdj]
1

1−ε

= [θ(PH,t−1)1−ε + (1− θ)(1− w)(P f
H,t)

1−ε + (1− θ)w(P b
H,t)

1−ε]
1

1−ε

And the log-linearization of the above formula around the steady state follows:

pH,t = θpH,t−1 + (1− θ)[(1− w)pfH,t + wpbH,t] (A.18)

where the index for newly set prices can be expressed as p̄∗H,t = (1− w)pfH,t + wpbH,t.
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And hence pH,t = θpH,t−1 + (1− θ)p̄∗H,t.

πH,t = pH,t − pH,t−1 = (1− θ)(p̄∗H,t − pH,t−1) (A.19)

and similarly, πii,t = (1 − θ)(p̄∗i,t − pii,t). Therefore, the regional CPI pt = (1 −

α)pH,t+αpF,t = θpt−1 +(1−θ)[(1−α)p̄∗H,t+α
∫ 1

0
p̄∗i,tdi] and the regional inflation rate

πt = (1− α)πH,t + απF,t, where πF,t =
∫ 1

0
πii,tdi =

∫ 1

0
(1− θ)(p̄∗i,t − pii,t)di.

Therefore, the regional inflation πt can be decomposed into two parts: πt = A+B,

whereA = (1−α)(1−θ)[(1−w)(pfH,t−pH,t−1)+w(pbH,t−pH,t−1)], B = α(1−θ)[
∫ 1

0
p̄∗i,tdi−

pF,t−1] = α(1− θ)[
∫ 1

0
(1− w)(pfi,t − pii,t−1) + w(pbi,t − pii,t−1)di].

The forward-looking rule of firms in region H is identical to the firms in Calvo

model:

pfH,t = (1− βθ)
∞∑
k=0

(βθ)kEt(m̂ct+k + pH,t+k) (A.20)

where m̂ct+k denotes the difference between the real marginal cost at time t+ k and

its steady state value, and it can be derived that

pfH,t − pH,t−1 = (1− βθ)m̂ct + πH,t + βθ(pfH,t+1 − pH,t)

Similarly, the forward-looking pricing rule for firms from region i follows:

pfi,t − pi,t−1 = (1− βθ)m̂cit + πii,t + βθ(pfi,t+1 − pii,t) (A.21)
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On the other side, the backward-looking firms reset the prices based on the be-

havior of all potential competitors in its own region. For example, firms from region

H will follow the following backward-looking rule:

pbH,t = (1− α)p̄∗H,t−1 + αp̄∗F,t−1 + πt−1 (A.22)

And by using the identities discussed above,

pbH,t − pH,t−1 =
πt−1

1− θ
+ α(pF,t−1 − pH,t−1) (A.23)

Similarly, the backward-looking rule for firms from other region i follows:

pbi,t − pi,t−1 =
πit−1

1− θ
+ α(pF,t−1 − pii,t−1) (A.24)

Plugging all the above equations into A and B and this will allow us to derive the

inflation dynamics as

[θ + w − θw + θwβ(1− α)]πt = βθEt(πt+1) + (1− α)wπt−1 + αwπF,t−1 − βθαwπF,t

+(1− βθ)(1− θ)(1− w)[(1− α)m̂ct + αm̂cFt ]

−βθαw(1− α)(1− θ)Et(st+1) + αw(1− α)(1− θ)st

where we still need to know the relations between real marginal cost, relative prices
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and regional output. Notice that the parameter in front of πt roughly equals to the

sum of the parameters for Et(πt+1), πt−1, πF,t−1 and πF,t when β is close to 1. This

presents a theoretical reason to assume that the coefficients in front of all the inflation

terms sum up to one in the specification of the regional NKPC model.

A.3 Equilibrium

First on the demand side, for region H, the goods market clearing requires:

Yt(j) = CH,t(j) +

∫ 1

0

Ci
H,t(j)di

where Ci
H,t(j) denotes region i’s demand for good j produced in the home region.

Plugging into the aggregate regional output Yt ≡ [
∫ 1

0
Yt(j)

1− 1
εdj]

ε
ε−1 yields

Yt = (
PH,t
Pt

)−ηCt[(1− α) + α

∫ 1

0

Sγ−ηt R
η− 1

σ
i,t di] (A.25)

Taking the first order log-linear approximation around the symmetric steady state,

yt = ct +
α

σ
[αγ + (1− α)(ση − 1)]st = ct +

α

σ
ωst (A.26)
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where ω = αγ + (1− α)(ση − 1), and similarly

yit = cit +
α

σ
ωsit (A.27)

The aggregate national output y∗t =
∫ 1

0
yitdi = c∗t , and therefore, yt = y∗t + 1+α(ω−1)

σ
st.

Suppose σα ≡ α
1+α(ω−1)

, and thus st = σα(yt − y∗t ).

From the supply side, the aggregate employment

Nt ≡
∫ 1

0

Nt(j)dj =
Yt
At

∫ 1

0

(
PH,t(j)

PH,t
)−εdj (A.28)

and up to a first-order approximation, yt = at + nt.

Next the real marginal cost

mct = (wt − pH,t)− at

= (wt − pt) + (pt − pH,t)− at

= σ(y∗t +
1− α
σ

st) + ϕ(yt − at) + αst − at

= (σ − σα)y∗t + (ϕ+ σα)yt − (1 + ϕ)at

= (σ − σα)n∗t + (ϕ+ σα)nt − (1− σα)at + (σ − σα)a∗t

Similarly, mcit = (σ − σα)n∗t + (ϕ + σα)nit − (1 − σα)ait + (σ − σα)a∗t , and mcFt =∫ 1

0
mcitdi = (σ + ϕ)n∗t − (1− σ)a∗t .

Finally, since we already know that st = σα(yt − y∗t ), Et(st+1) should depend on
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the expected regional and national output.

Overall, by replacing the equilibrium conditions, one can conclude that equation

(A.25) can be further interpreted as the following: the current regional inflation rate

is affected by its own future expectations, previous regional inflation rate, previous

national inflation rate, current national inflation rate, as well as regional and national

employment growth rate. Furthermore, it is assumed that xt is the unemployment

rate and thus xt = 1 − Nt
LFPt

. Approximately, the following relation holds: xt =

log(1−xt) = log(Nt)− log(LFPt) = nt−Constant. Thus the inflation can be linked

to the unemployment rate.

A.4 Implications to the Regional NKPC

Model

From the model above, we are able to derive the New Keynesian Phillips curve

for regions as:

πit = c+ γfEt(πi,t+1) + γb1πi,t−1 + γb2πt−1 + γcπt + α1xit + α2xt + uit (A.29)

Intuitively speaking, current regional inflation is affected by the first four terms is be-

cause of the mixed pricing behavior of firms and the regional goods market consuming

all goods produced nationally. Meanwhile, the current national inflation might drive
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current regional inflation due to inflation persistence. Lastly, regional inflation dy-

namics is also affected by regional and national unemployment rates through the

channel of real marginal costs.

The model suggests that current national inflation rate also has effect on current

regional inflation rate. Since the national variables are considered as the integral of

the regional variables for any i ∈ [0, 1]. Taking integral from 0 to 1 on both sides

of equation(1.17), the regional NKPC model can imply the national inflation follows

the dynamics below:

πt =
c

1− γc
+

γf
1− γc

Et(πt+1) +
γb1 + γb2
1− γc

πt−1 +
α1 + α2

1− γc
xt +

ut
1− γc

(A.30)

and the above equation will be used to compare the national inflation dynamics results

directly from the national NKPC model.

Again, we don’t indent here.
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Appendix to Chapter 2

In this appendix section, I will briefly derive the variance covariance matrix of the

weighted estimates in the implied aggregate model. To start with, for sector i, the

sector specific NKPC regression takes the following form:

πit = ci + γ
(i)
f Et(πi,t+1) + γ

(i)
b πi,t−1 + β(i)ugapt + uit

and after replacing the rational expectation rates with realized inflation, the estimates

of parameters will be obtained via

πit = ci + γ
(i)
f πi,t+1 + γ

(i)
b πi,t−1 + β(i)ugapt + ũit

where the parameter vector is defined as θi = [ci, γ
i
f , γ

i
b, β

i]′, and the unconditional

moment is E[git] = E[ũitZit] = 0. Zit is the instrument vector selected by some specific
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instrument selection procedure. Given the sample size T , the parameter estimate θ̂i

should satisfy:

√
T (θ̂i − θi,0) = −(D′iWiDi)

−1D′iWiT
−1/2

T∑
t=1

git

Suppose the weighted parameter is θw =
∑N

i=1 ωiθi, and then the variance covari-

ance matrix of the estimated θw is

V ar(θw) = V ar(
N∑
i=1

ωiθi)

Therefore, in order to get to know the variance covariance matrix of θw, we should

know the covariance of any specific estimates θi and θj, weighted by their own weights

ωi and ωj.

cov(θ̂i, θ̂j) = E[(θ̂i − θi,0)(θ̂j − θj,0)′]

= E[(D′iWiDi)
−1D′iWi(

1

T
git)(

1

T
git)
′WiDi(D

′
iWiDi)

−1]

The calculation of the covariance matrix of specific sector NKPC coefficients can be

reduced to calculate the covariance of corresponding moment vectors. And the latter

can be numerically achieved in the matlab.
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