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Abstract
This article presents a cloud-based multi-agent architecture for the intelligent management of aerial robots in a disaster
response situation. In a disaster scenario, a team of highly maneuverable quadcopters is deployed to carry out surveillance
and decision support in disaster-affected areas. In Pakistan, such events usually result from sudden unpredictable cala-
mities such as earthquakes. The aim of this work is to develop a robust mechanism to autonomously manage and react to
sensory inputs received in soft real time from an unstructured environment. The immediate goal is to locate the maximum
number of trapped, injured people within a large area, and help first responders plan rescue activities accordingly. To
evaluate the proposed framework, a number of simulations are carried out using GAMA platform to emulate a disaster
environment. Subsequently, algorithms are developed to survey an affected geographical area through the use of small
flight drones. The key challenges in this work are related to the combination of the domains of multi-agent technology,
robotics, and cloud computing for effectively bridging the cyber world with the physical world. Therefore, the proposed
work demonstrates the effective use of a limited number of drones to capture inputs from a disaster situation in the
physical world, and such inputs are used for timely planning of rescue efforts. The results of fixed resource assignment are
compared with the proposed reactive assignment strategy, and it clearly shows a significant improvement in terms of
resource usage compared to traditional approach.
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Introduction

Over the last few decades, technology has evolved signif-

icantly leading to the development of smart systems which

have helped human beings to accomplish complicated tasks

effectively. Disaster management is one such domain

where innovative solutions can help save precious lives

in the wake of natural catastrophes, especially earthquakes.

Owing to the highly unpredictable nature of tectonic

activities, high-magnitude earthquakes cause substantial

damage to buildings, roads, communication networks, and

other infrastructure. This often results in significant loss of

life and the destruction of livelihood. The main challenge

faced by first responders is to provide immediate assistance

to trapped or injured people and transfer them to safer

locations. However, the presence of an unstructured
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environment spread over a large geographical area poses

significant hurdles in planning rescue operations, espe-

cially with limited resources. Therefore, innovative tech-

nological means are sought to effectively survey an

affected area in the shortest possible time.

For this purpose, one of the possible solutions can be

from the field of robotics, where Yan et al.1 proposed a

multi-robot system for the collective accomplishment of

predefined goals. However, several of the heterogeneous

characteristics of the distributed systems have prevented

the transition of the technology from academic institutes

to real-world problems as mentioned by Ferrer.2 Within

academic settings, the focus has been mainly on synthetic

toy world problems. The real-world problems, such as

effective disaster management that requires robots, or small

flight drones, to survey the disaster area and accordingly

perform intelligent actions, have received little attention.

Furthermore, such systems often have shortcomings when

it comes to intelligent control and collaboration of multiple

robots with common and conflicting goals as mentioned by

Gzel et al.3 and Nikolaidis et al.4 Nevertheless, there were

few research projects that aim to develop robotic tools

which can assist during rescue operations, such as the

FP7 ICARUS (http://www.fp7-icarus.eu/) project. Simi-

larly, Amazon Robotics5 (formerly Kiva Systems) has

developed a material handling multi-robot system applica-

ble in an industrial setting.

Multi-agent systems can be highly beneficial in uncer-

tain environments as they have the capability to manifest

self-organization, self-steering, and other autonomous con-

trol paradigms. These are achieved through sharing of

knowledge via common language platforms within the con-

straints of the specified system.6 Moreover, multi-agent

systems can find solutions to problems without any signif-

icant human intervention, and their innate flexibility makes

them more suitable as they can be modified and recon-

structed without the need for detailed rewriting, one such

solution is presented by Michael.7 Hence, these systems are

self-recovering and to some extent failure resistant, as the

components are quite redundant and possess self-managing

features. The combination of agents with robotics provides

unique opportunities to achieve advanced functionalities

for the abovementioned application.

A common drawback for the deployment of such com-

plex systems is that they require considerable computing

resources, which increase the cost of the underlying infra-

structure. Additionally, the installation of a multi-agent

system on top of a robot-controlled mechanism can also

result in additional power requirements for a small flight

drone with limited battery life. Therefore, the incorporation

of cloud computing technology into the existing scenario

holds the key, and the integration of multi-agent systems

with the cloud can result in the high performance of sys-

tems as well as the development of complex intelligent

applications that can sense things from real world and also

alter them remotely.8

Proposed solution

In this article, we propose a system that has been developed

to merge robotics, cloud computing, and multi-agent sys-

tems in order to control and coordinate the actions of a group

of robots based on sensory inputs. The proposed system is

intended to survey a disaster-affected area, following the

event of sudden calamities such as earthquakes, and help

locate victims in a timely manner. Disasters like an earth-

quake, resulting in an unstructured environment, locating

victims and providing them immediate assistance, become

an onerous task to achieve by humans alone. Therefore, the

proposed system uses a group of autonomously managed

quadcopters to ascertain the actual state of the disaster site

and help first responders plan rescue efforts accordingly. It

also takes into account robotic limitations of battery time and

flight duration to manage resources intelligently. The other

salient features of the proposed system are as follows.

� Highly scalable, even when deployed on the local

server—high availability mode is adopted to provide

uninterrupted guidance to mobile agents.

� The proposed system is also evaluated over cloud

environment.

� The disaster area is monitored through multiple

coordinated quadcopters.

� The quadcopters are represented as agents which can

collaborate with each other and they can also access

a central server for efficient use of resources and

overall planning.

� The quadcopters are equipped with a smart device

that provides Bluetooth and cellular communication.

� Bluetooth is used to acquire the input from stranded

people.

� Cellular communication is used between quadcopter

to quadcopter and quadcopter to central server.

� The proposed system uses reactive quadcopter

assignment over the disaster site. This helps in effec-

tive resource management as shown in the “Results”

section. Moreover, the proposed system can utilize

historical data for effective decision-making as

explained in the “Quadcopter management” section.

The rest of the article is organized as follows. The second

section gives a brief overview of existing multi-agent archi-

tectures and disaster management systems. The third section

describes the proposed cloud-based multi-agent architecture.

Thedetails of simulations that are carried outusing theGAMA

platform are discussed in the fourth section. The methods used

for the evaluation of the proposed system and the obtained

results are described in the fifth section. Finally, our conclu-

sions and future work are outlined in the last section.

Related work

This section is subdivided into two sections. The first sub-

section covers the current approaches adopted toward the
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design of multi-agent systems, whereas the second subsec-

tion discusses the related research contributions. Hence, the

proposed system is developed keeping in view the advan-

tages and possible drawbacks of the approaches discussed

below. This formed the basis for evaluating the developed

system and obtaining meaningful results.

Types of multi-agent systems

Essentially, there are three main approaches to designing

multi-agent architectures for control software as discussed

by Mouad et al.9 These are briefly stated as follows.

Reactive versus deliberative. Architectures, which fall in the

reactive category, implement a behavior that provides

immediate response to a stimulus. In contrast to architec-

tures based on deliberative behaviors, the response to each

type of stimulus is rationalized keeping in view a set of

predefined conditions. Therefore, a choice between the two

designs is heavily dependent on the intended application.

Hierarchical versus nonhierarchical. Hierarchical designs pres-

ent a layered architecture where upper layers are dedicated

for decision-making, intermediate layers deal with super-

vision and control, and repetitive methods such as actuator

control are handled by the lower layers. Nonhierarchical

architectures often face shortcomings in terms of a lack of

modularity, scalability, and decentralized control. Finally,

hybrid architectures are a combination of hierarchical and

nonhierarchical architectures.

Hybrid architectures are created from a combination of

the existing architectures.

Centralized systems versus distributed systems. Centralized

systems include a supervisor agent that takes over the lead-

ership role and is responsible for decision-making, organiz-

ing, and planning for the whole team. This approach,

however, often suffers from a singular point of failure. In

contrast to a centralized approach, a distributed system is a

collection of autonomous agents which collectively take

part in the decision-making process.

Research contributions

The use of unmanned aerial vehicles (UAVs) to support

first responder services has been increasing over the last

decades. However, there are a number of problems that still

need exploration. Some of the challenging areas in UAV

management are path planning, coordination with other

UAVs in real time, flight time limitations, and the effective

management of UAVs for timely task completion. Simi-

larly, Ren et al.10 have explored the consensus problem in

multi-agent-based coordination. The consensus becomes

more challenging under situations like variable communi-

cation delay. Ad hoc communication among UAVs to com-

plete the designated task is another open research area.

Olsson et al.11 proposed a UAV-based ad hoc

communication network for monitoring and surveillance.

Broadly, the UAV network still faces power-related issues.

With limited power, computing capacity and storage often

create hindrance to real-time applications. To overcome the

limitations of computing capabilities within UAVs, power-

ful onboard computers have been installed in them but

these have further reduced the available power, thereby

reducing the maximum flight duration. Overall, the UAVs

are used to cope with disaster situations; therefore, in cer-

tain situations, a significant amount of sensory data might

need to be handled with limited resources. Moreover,

retransmission due to noisy conditions, unexpected node

failure, and limited power supply are some of the research

challenges that need to be further explored.12

There are several different multi-agent systems that

have been applied to control multiple robots. They follow

different multi-agent architectures based on their applica-

tion needs. The systems that require hard real-time, non-

deterministic, and dynamic environments often utilize

specialist multi-agent architectures such as ARTIS.13

ARTIS allows the modeling of agents within hard real-

time constraints that lets them control the environment

through a set of sensors and effectors in order to generate

a response within hard temporal restrictions. Essentially,

ARTIS is an extension of the blackboard model modified

to meet hard real-time constraints.14

Similarly, Mosterman et al.15 proposed the IDEA archi-

tecture designed to support multi-robot applications, where

each agent can change its role as a planner, a functional

module, or a diagnostic system. In this architecture, each

agent can monitor and communicate with other agents, but

it does not rely on organizational rules to build agents.

Ezequiel et al.16 proposed similar architecture based on the

Prometheus methodology which supports the design of

goal-oriented agents, covering a range of activities from

requirement specification to detailed design. Their pro-

posed architecture is a three-phase, agent-based design

built using the Prometheus methodology and is used to

analyze system functionality, which builds operation sce-

narios and designs the MAS coordination architecture after

defining the types of agents through role-agent mapping.

Galindo et al.17,18 proposed an architecture for controlling

robotic wheelchairs, which is both a modification and an

extension of ACHRIN (hybrid) architecture. The components

in ACHRIN are designed in a client–server fashion, which

can make modification and expansion by incorporating the

multi-agent system and implementing each component of

ACHRIN as a separate autonomous agent. Several systems

require multi-robot coordination and cooperation to achieve a

particular goal in games like soccer.19,20 For this purpose,

layered architectures have been proposed to facilitate coordi-

nation and cooperation of a team of robots where each layer

provides services to upper layer. The controlling multi-agent

system resides on a local server which gets information about

field through visual sensors, makes decisions accordingly,

and communicates its decision to the robots via effectors.

Samad et al. 3



When a group of robots need to move in an unstructured

environment while avoiding obstacles, coordination and

cooperation issues are assigned the highest priority. In such

scenarios, a hybrid architecture, which takes into account

the advantages of hierarchical and reactive architectures to

minimize the response time and to carry out planning tasks

in order to achieve coordination through distributed and

centralized aspects, is highly preferred.

Fierro et al.21 proposed a multi-robot coordination para-

digm for managing cooperative behavior of finite state

robots. It focuses on methodologies regarding ease of con-

trol for application-specific robotic systems. Unfortunately,

the proposed paradigm works indoors within a structured

environment and fails to address tasks involving commu-

nication and information sharing. The coordination strate-

gies presented by Nieto-Granda et al.22 explore various

strategies used by a group of mobile robots to map and

explore uncertain/unstructured environment. The approach

is based on shared resources, which are distributed among

the team of robots rather than one single expensive machine.

However, the robots have limited storage and processing

capacity, which can fall short when used for complex appli-

cations. Du et al.23 proposed a complex architecture for a

mobile robot to facilitate an autonomous behavior. However,

this architecture is for a single robot and does not address the

coordination issues, which arise when working with multi-

robot applications. Crooks and Sarah24 presented a prototype

to illustrate a post-disaster scenario for better planning and

coordination of humanitarian relief efforts. It relies on agent-

based modeling and geographic information obtained from

crowd movements, along with other publicly available data

sources. The novelty of the system is that it integrates raster

data collected from several sources and vector data structures

in the same simulation. The relevant research work success-

fully utilizes agent-based modeling and geographical infor-

mation to facilitate rescue efforts; however, the crowdsourced

component of information used by this system lacks structure

and proper format as it relies on people in times of panic that

may lead to inaccurate or partially accurate information.

Predicting the movements of a large population during

the disaster is a complex task. Chen et al.25 proposed a

system to predict the movement of people using cellular

and geographical information system (GIS) data, which

continuously update simulation with real-time data by tra-

cing the movements of cell phone users. Once the data set

has been generated, the system infers those areas, which

people prefer or avoid, for predicting movements. The vali-

dation of the results is done using Manhattan distance tech-

nique to show generated predictions are valid, both

internally and predictively. However, there exists the pos-

sibility of a significant compromise on the timeliness of the

system, which relies heavily on the availability of adequate

computational capacity under times of duress when large

volumes of data are being received continually.

Agent-based modeling techniques can also be used to

assess the resilience of a community in the event of a major

disaster. Boston et al.26 proposed a system based on a vir-

tual city. The scenario of a seismic event is used as input to

show the damage sustained and interactions between peo-

ple predisposed by shock and panic.

Modeling human behavior during typical situations

remains a difficult task. In this respect, agent-based systems

provide a paradigm to simulate human behavior in the envi-

ronment created by real-world or synthetic data because it is

important to study human and traffic movements within the

affected area as discussed by Frank and Paul.27 For this

purpose, Okaya et al.28 proposed a hybrid model to simulate

populations’ movement through a large number of agents in

the affected areas without utilizing intensive computational

resources. The model is capable of simulating the behavior

of agents in wide areas through network, free-space, and

integrated models. The data being used for simulation pur-

poses can be considered comprehensive and accurate as they

combine structured data from two computational models and

corroborate it with an actual simulation. Moreover, the effi-

ciency of the hybrid simulator makes the information readily

accessible as less time is required to determine agent beha-

vior and the results can be shared easily.

Ideally, emergency response requires preplanning and

maximum possible information about an unexpected event

prior to its occurrence, but an ever-present threat of potential

events rarely follows such ideal patterns. Also, in times of

great uncertainty, it is difficult to retain a formal command

structure for emergency responders as roles and responsibil-

ities keep evolving according to the situation. In fact, it is

often a challenge to accurately track their positions and

movements. For this purpose, Coates et al.29 presented an

integrated framework that has been developed with decision

support and agent-based simulation to help practitioners

related to disaster management plan effectively for emer-

gency response. The approach illustrated here has been pro-

ven to be quite successful in terms of formulating a timely

response because of significant computational efficiency,

therefore the resulting operational models for rescue efforts

can be shared readily. Moreover, the accuracy of the system

can be verified through evidence-based corroboration of

actual scenarios, thus making the system adaptable to any

major events that might unfold.

Currion et al.30 proposed an example of more conven-

tional open-source software developed for disaster manage-

ment and relief efforts. The designated officials, who are

accountable for its accuracy, record the data being used in a

structured format. Another useful feature of the system is

that it provides access to information even in areas where

there is little or no connectivity using distributed reposi-

tories at authorized locations. The data are recorded manu-

ally before being translated into an electronic format. This

results in delayed response.

Based on the discussion thus far, effective decision-

making aided by agent-based systems has significant mer-

its; however, relatively evolved conventional systems can be

equally effective in smarter planning of rescue efforts. In this
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regard, Su et al.31 have presented a simulation model for

planning the transport of patients to the nearest medical

centers following the occurrence of a disaster. Their work

is beneficial for victims of disaster as it considers a post-

disaster scenario, where data are significantly comprehen-

sive and accurate since all relevant information has been

relayed by authentic sources. However, the completeness

of the work may be argued, as methods to determine the

location of victims still seem abstract. Moreover, efforts

have been made to improve the timeliness of system results

such that the waiting time for patients can be reduced and

they can be shifted to nearby hospitals; however, it is the

authors’ opinion that a more detailed consideration is

required for time taken by ambulances, especially in the case

of the absence of infrastructure in the aftermath of disasters

such as earthquakes. Finally, a comparison of other similar

works is listed in Table 1. The comparison is drawn based on

damage assessment, monitoring, multi-agent support,

resource optimization, and fault tolerance.

The proposed system architecture

The proposed multi-agent framework follows a blackboard

architecture, where a common or shared knowledge base

blackboard is updated by a diverse set of sources; each knowl-

edge source contributes to the solution using its partial knowl-

edge. In other words, the blackboard model is designed to

handle convoluted problems where solutions are typically the

sum of many individual pieces of data. Blackboard architec-

ture is an important approach of artificial intelligence where

multiple sources (in our case, quadcopters) provide updates to

a common knowledge database. It is a well-known concept

used in robotics (refer to the work of Tobias et al.37); however,

in the domain of disaster management it has not been used to

the best of the authors’ knowledge.

Since the multi-agent system has to control a set of

multiple robots in an unstructured environment during cat-

astrophic events such as earthquakes, each quadcopter acts

as a knowledge source, which periodically updates the

shared repository (or blackboard) with its partial

knowledge about the victims of a disaster. The victim’s

information is conveyed to quadcopters through an

android-based disaster application which uses a Bluetooth

low-energy beacon to communicate to another beacon

mounted at the top of quadcopter as shown in Figure 1.

Using collective sensory knowledge of different quadcop-

ters deployed for surveying disaster-affected areas, the

multi-agent system fabricates a mental picture of the phys-

ical world and manages the group of robots in a way to

maximize their utility based on optimal resource allocation

principles. Essentially, the number of quadcopters assigned

to a particular earthquake-hit area is directly dependent on

the extent of damage so that accurate information about

maximum possible victims can be collected and those in

urgent need of humanitarian relief can be identified.

Proposed framework of multi-agent collaborative
robots

The proposed system can have a real-life implementation to

facilitate first responder services. Figure 1 shows the pro-

posed framework and summarizes its use. The mobile

application communicates with quadcopters through Blue-

tooth. A similar device is installed on every quadcopter that

provides communication with the backend multi-agent sys-

tem through Internet or ad hoc network.

The developed multi-agent framework embodies the fol-

lowing components.

� Environment monitoring

� Quadcopter management

� Immediate response planning

� Blackboard consolidation

Environment monitoring

During catastrophic events, a timely response can save

many lives and minimize the post-disaster damage. There-

fore, the monitoring agent of the multi-agent system repeat-

edly monitors the environment for disaster situations and

Table 1. Comparison of disaster management systems based on damage assessment, monitoring, multi-agent support, resource
optimization, and fault tolerance.

Authors Damage assessment Monitoring Multi-agent support Resource optimization Fault tolerance

Wada et al.32 Yes No No Yes No
Ueyama et al.33 No Yes Yes Yes No
Mosterman et al.15 Yes Yes Yes Yes No
Ezequiel et al.16 Yes Yes No Yes No
Petrovic et al.34 Yes Yes No Yes No
Erdelj et al.35 No Yes No Yes No
Crooks and Sarah24 No No Yes Yes No
Boston et al.26 Yes No Yes No No
Frank and Paul27 Yes Yes Yes No No
Othman et al.36 No Yes Yes Yes No
Proposed System Yes Yes Yes Yes Yes

Samad et al. 5



makes decisions accordingly such as initialization of a

quadcopter management agent.

Quadcopter management

The goal of the quadcopter management agent is to utilize

the available resources effectively for capturing the data

about victims of an earthquake. It achieves this by remotely

surveying the affected area through sensory robots (quad-

copters) while addressing constraints such as limited battery

life. Therefore, this module involves decisions regarding

quadcopter initialization and creation of associated quadcop-

ter agents to virtually represent each individual robot (quad-

copter) from the physical environment. It also manages

quadcopters during its survey by assigning survey zone to

its associated quadcopter agent and controls the movement

of the quadcopter between adjacent plots in a specific zone.

Quadcopter initialization. Whenever a disaster occurs, the

environment monitoring agent initiates a quadcopter man-

agement agent which further needs to initialize quadcopters

in a given area. The quadcopter management agent deter-

mines the number of quadcopters required in an affected

area based on either of the following approaches.

1. The first approach considers previously recorded

data for earthquakes in terms of magnitude, affected

population, and number of quadcopters utilized for

effective surveillance of an area post-disaster. If the

historical record for an earthquake of similar mag-

nitude exists in the database, the following equation

will be used to determine adequate number of quad-

copters required for survey in the possible disaster

scenario faced currently

Pðqcþ 1Þ ¼ P qc þ r � Qn

Dt
� P qc

� �
ð1Þ

where Pð qcþ 1Þ is the proportion of the required quadcopter

to be sent, P qc is the proportion of quadcopters sent, r is the

rate of population growth, Qn is the number of quadcopters

sent, Dt is the number of years between the previous and

current occurrences of the disaster, and N is the number of

entries found in the history record.

When the historical data contain multiple records of an

earthquake of similar magnitude with varying number of

quadcopters deployed each time (based on the damage sus-

tained by a community), the following equation will be

used to accurately determine the current requirement

Pðqcþ 1Þ ¼
1

N

P qc1 þ r � Qn1

Dt1 � P qc1
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Figure 1. Proposed framework of multi-agent collaborative robots.
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The previously mentioned formulas are based on logis-

tic models. We have used these models for prediction pur-

poses because they not only incorporate the population

growth rate but also consider the carrying capacity of the

existing population.

2. The second approach is used to initially assign an

adequate number of quadcopters for surveying a

disaster-affected area in the absence of any histori-

cal record for an earthquake of similar magnitude.

Since the previously recorded data of similar mag-

nitude are not available, the closest higher magni-

tude earthquake data are used to populate the

parameters in equation (1).

Quadcopter management during survey. After the initializa-

tion of quadcopter agents, individual aerial robots are

assigned to their respective survey zone which consists of

multiple adjacent plots. During the survey, the local agent

of a quadcopter periodically updates its associated agents

with current location. It also checks for messages and sends

acknowledgment to the sender. Based on location updates

from the local agent of a particular quadcopter, associated

agent also manages the movements between different plots

in assigned zone and marks a particular zone as “OK” if all

plots have been surveyed. Apart from managing quadcop-

ters assignment and movement, this component also over-

sees the allocation of more robots to areas with greater

extent of damage based on the count of distress beacons

broadcasted by the victims. The maximum number of mes-

sage violations in a particular zone is denoted by m, where

m is initially set to 3. As soon as the threshold is crossed,

the quadcopter management agent allocates new quadcop-

ters in that particular zone and assigns a new set of plots to

them which have not been surveyed yet. The inspiration of

using abovementioned features was taken from Queensland

State Disaster Management Plan (Queensland State Disas-

ter Management Plan Reviewed September 2016. Avail-

able online at http://www.disaster.qld.gov.au/cdmp/

Documents/Queensland-State-Disaster-Management-Plan.

pdf) (September 2016).

Immediate response planning

Another important aspect of the system pertains to the sup-

port it offers in the planning of immediate response efforts

in the disaster area. This component uses hierarchical clus-

tering technique to group victims into different spatial clus-

ters. This grouping is performed on the sensory information

(victim location) received from victims. After clustering

the data, this component assigns priority values to each

cluster based on the count of trapped, injured, or both

trapped and injured victims (depending on the type of dis-

tress signal received by a surveying quadcopter). The clus-

ters with higher priority more likely require immediate

help. Furthermore, this component uses Dijkstra’s

algorithm to calculate the shortest distances to the centroid

of high-priority clusters, which helps rescue teams to plan

their movements accordingly.

Blackboard consolidation

This component plays a central role in the proposed system.

A central database is continuously updated by a group of

quadcopters based on the respective data received by them.

Information collected by quadcopters from their survey

zones includes the location of the victim along with their

status (injured, trapped, both, or safe), date and time, mag-

nitude of earthquake, and ID of associated distress beacon

based on the sender’s IMEI number. This information is

accessible to all other agents in the proposed system for

management and control purposes. Finally, control infor-

mation, clustering results, and shortest paths are stored in

the database to facilitate the movement of first responders

in the disaster scenario.

Figure 2 depicts the flow of information between vari-

ous components of the cloud-based multi-agent framework

explained earlier. The user interface module is used to input

the parameters signifying the occurrence of an earthquake

in order to initialize the survey of a disaster-affected area.

Conversely, upon completion of the survey, the results are

sent back to the user interface for planning rescue activities

accordingly.

Fault tolerance

One of the benefits of using an agent-based system is fault

tolerance. When an agent fails, another nearby agent can

take over its tasks. This failure can easily be identified

through ad hoc communication or monitoring at the central

server. In the proposed framework, the role of the central

blackboard is critical as it is continuously controlling and

monitoring the quadcopters. Therefore, the central server is

deployed in high availability (HA) mode, where one server

is designated as a master node and two servers act as sec-

ondary servers. The HA is defined as the ability that keeps

system functioning after software or hardware failure.38 In

the case of master server failure, one of the secondary

Figure 2. The proposed system architecture.
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servers takes its place and system continues its execution

uninterrupted. The failure between the servers is detected

through the exchange of heartbeat messages (as shown in

Figure 3). Having multiple servers working in HA mode,

one of the core issues is to keep the states of all the servers

synchronized with each other. In our proposed approach,

only the primary server can receive requests and generate

a response or assign tasks to agents. However, to keep the

states synchronized with other secondary servers, the pri-

mary server sends the received requests to all the second-

ary servers. After receiving a response from all, it

generates a response or assigns a task to the quadcopter.

In this way, all the servers are synchronized and in the

case of failure, one of the secondary servers becomes the

primary server. The decision of selecting a secondary ser-

ver to replace the primary one is based on priority which is

assigned at setup time. The fault tolerance deployment

model is shown in Figure 3.

Fault tolerance inside the cloud environment

Inside the cloud, fault tolerance is managed in a similar

fashion as mentioned earlier but automatically by the cloud

providers. The cloud providers offered two types of recov-

ery services, that is, fault and disaster tolerance. In disaster

tolerance, the replica of services is hosted inside geogra-

phically distributed data centers. Should one of the data

centers go down, the services can be accessed from a dif-

ferent region and this is achieved through domain name

system (DNS). The main issue in deploying replicas across

geographically distributed data centers is data synchroniza-

tion. Most of the cloud providers offer either eventual or

strong consistency. In the eventually consistent model,

there is a chance that the secondary might not be up to

date when failure occurs, whereas strong consistency

ensures that all the sites are updated before generating a

response to the user.39 In our proposed framework, our

focus is fault tolerance, which is achieved in Amazon

EC2 through the load balancer and auto-scaling features.

In this case, if one of the instances goes down, the load

balancer automatically boots up another instance, thus

keeping the number of instances to a predefined number.

In cloud deployment model, all the data are stored in a

shared location. The quadcopters are connected with the

central server through a smart device that provides cellu-

lar connectivity for communication with the server. The

cellular network continues to operate even after a cala-

mity. Moreover, with the integration of drones and the

availability of cheap hardware, the creation of dynamic,

small cellular networks to facilitate disaster areas is also

possible where cellular network becomes unavailable.40

Experimental results

In order to simulate a disaster environment following an

earthquake event, a suitable simulation platform was

required to obtain credible results. Table 2 presents the

simulators that are considered good choices for performing

agent-based simulations. Only the GAMA and Gazebo

simulators support the multilevel agent–based modeling.

Since GAMA supports data mining, a feature that is absent

in Gazebo, it was our natural choice for performing the

simulations. All the simulations for the validation of our

proposed approach are performed in the GAMA simulator.

Moreover, GAMA also provides a multi-scale control.17

GAMA (https://github.com/gama/platform/gama/wiki,

Online; accessed 1 January 2018) software is used for

implementing the prototype due to its distinctive features,

including the support for a multilevel agent–based model-

ing with respect to time, behavior, and inherent support for

data mining tools. Figure 4 shows the disaster site that has

been modeled in GAMA. Based on readily available quad-

copter prototypes, the key assumptions are made for the

purpose of simulation, as listed in Table 3. The parameter

values listed are based on the average of prominent UAVs,

commercially available (http://www.amazon.com), includ-

ing MJX Bugs 2W with a flight time of 18 min (http://

www.mjxrc.net/upload/201707/12/201707121030082363.

pdf Online; accessed 1 January 2018) and DJI Phantom 3

Pro has a flight time of 23 min (https://www.dji.com/phan

tom-3-pro/infoOnline; accessed 1 January 2018).

When an earthquake hits a particular region, the agents

divide the area into an equal number of zones. This is

shown in Figure 5, which is composed of an equal number

of plots. Agents allocate quadcopters in different zones for

data collection and control the movement of those quad-

copters within the plots. The basic method for data col-

lection is that quadcopters receive data (using Bluetooth

low-energy beacons placed on them) sent by victims,

using a disaster app installed on their android phones and

this application also uses Bluetooth low-energy beacons

for communication purposes. The data received by the

quadcopters include information about the location of the

victim (longitude, latitude, and altitude), status of a par-

ticular victim, date and time, magnitude of earthquake,

and ID of associated distress beacon based on the sender’s

IMEI number.

Figure 3. The fault tolerance deployment model.
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During the survey, quadcopters are managed through a

multi-agent system and the collected data are used in plan-

ning and to produce and prioritize clusters in order to iden-

tify people who require immediate help. Identification of

victims needing immediate assistance can improve rescue

efforts ensuring a timely response to those in need, which

can increase the chances of survival. Figure 6 shows the

simulation of the various degrees of damage that occur with

different earthquake magnitudes.

Evaluation and results

As previously mentioned, we used GAMA to simulate a

disaster-affected city. The area was divided into an equal

number of zones to get information about the population in

disaster-affected areas. Each zone is assigned a quadcopter

for gathering information from it.

Since different zones have different distress message

rates owing to varying proportions of disaster-affected

people, each zone is categorized as high, low, or medium

based on the rate of distress messages received. Here, we

have considered three cases. In the first case, all zones

within the disaster site were kept high priority which

means that the message rate of each zone is kept between

2500 and 6000. In the second case, all zones are marked as

medium priority because the message rate of all zones is

kept between 0 and 2500. Similarly, the third case

involves all zones with low priority which means that the

rate of all zones observes message rate between 0 and

1000. During the experiments, the message rate for each

zone is recorded for a period of 20 min, and the manage-

ment of quadcopters is done accordingly.

Once victims’ data have been collected, trends at differ-

ent earthquake magnitudes can be observed. In order to aid

Table 2. Comparison of various simulation tool kits, justifying selection of GAMA.

Simulation name Agent-based simulation Multilevel agent support GIS Data mining support Three-dimensional visual support

Netlogo Yes No Yes No Yes
MASON Yes No Yes No Yes
Robocode Yes No Yes No Yes
USARSim Yes No No No Yes
Robocup Yes No Yes No Yes
Gazebo Yes Yes Yes No Yes
ABDiSE Yes No Yes No No
GAMA Yes Yes Yes Yes Yes

GIS: geographical information system.

Table 3. Simulation parameters.

Assumption Values

Speed of quadcopter 10 m/s
Total flight time 20 min
Distance traveled during total flight time 12,000 m
Number of messages handled by single

quadcopter
20 messages/s

Figure 4. Disaster site modeled in GAMA. Gray: buildings, black:
road networks, and green: safe areas.

Figure 5. Quadcopters in different zones of disaster site.
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timely rescue operations, clusters are formed within the

affected population and the priority of each cluster is calcu-

lated based on the severity of devastation. Essentially, the

clusters with high priority include people who require imme-

diate help as compared to those with lower priority needs.

Evaluation criteria

The following two approaches are adopted in order to

evaluate the management of collaborative robots using a

cloud-based multi-agent system. Unstructured/uncertain

environment due to varying message rates observed in

each zone. Since our basic goal is to gather the maximum

possible information about the affectees of an earthquake,

we have compared the results using the following two

approaches for assignment of quadcopters in all three

cases mentioned earlier.

Fixed/equal assignment. In this approach, the number of

available quadcopters is equally divided among the number

of zones to locate victims without taking changes to the

physical environment into consideration. For instance,

assuming eight quadcopters are available then two are

assigned to each of the four zones.

Reactive/intelligent assignment. Reactive or intelligent

assignment of quadcopters is based on two components.

First, the estimates of an initial number of quadcopters by

considering previous data and second, autonomously

increasing the number of quadcopters required to survey

a particular zone if the incoming rate of distress messages

exceeds the message handling threshold of the aerial sur-

veillance drone. Furthermore, the performance of the

designed multi-agent system was evaluated through

deployment on a local machine and Amazon EC2.

Results

In Figure 7, the message rates of a particular zone are

shown over a 20-min time period to analyze how success-

fully the multi-agent system developed for the cloud

responds to an uncertain environment. Based on the mes-

sage rate, quadcopters are sent using two approaches fixed

assignment (shown in red) and reactive assignment (shown

in green), as shown in Figures 8 to 10. According to the

assumptions made earlier, we know that one quadcopter

has processing capacity to handle 1200 messages/min. It

can be seen in the graphs that using fixed assignment, we

have assigned two quadcopters in each zone which denotes

that 2400 messages/s are being handled throughout a 20-

min time frame in a particular zone. Alternatively, reactive

assignment enhances the capacity of the system to handle

more messages by increasing the number of quadcopters

when the message rate increases. Essentially, our goal is to

effectively manage a group of quadcopters, thereby locat-

ing the maximum number of victims. When zone 1 is set to

a high message rate, the fixed assignment of quadcopters

resulted in underutilization of resources (less than the

required number of quadcopters was deployed for the sur-

vey), which led to loss of messages from trapped or injured

victims. In comparison, reactive assignment in the pro-

posed cloud-based multi-agent system increased the num-

ber of quadcopters directly in accordance with the

incoming message rate, such that all distress calls from

victims could be accurately recorded. Similarly, we can see

under- and overutilization caused by fixed assignment

when zone 1 is set to medium and low message rates,

respectively. Figure 11 shows the comparative analysis of

Figure 6. Degree of damage at different earthquake magnitudes.

Figure 7. Message rates for zone 1.
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fixed versus reactive QC assignment over the disaster site

consisting of four zones. Each zone is randomly assigned a

high, medium, or low message rate. The available quad-

copters are assigned to different zones using fixed and

reactive assignment. The simulation is executed for 20 min

and the number of messages lost from all four zones is

recorded for both the fixed and reactive QC assignments.

The experiment is repeated 1000 times and the average

number of messages lost for a different number of quad-

copters available is depicted in the figure. The figure shows

that the number of messages lost per quadcopter using

reactive assignment is about 5% less than the fixed assign-

ment. As a result, by using more than 14 quadcopters, no

messages are lost in reactive assignment unlike fixed

assignment. Furthermore, the number of quadcopters

required to record all messages is less for reactive assign-

ment than for fixed assignment, hence demonstrating effi-

cient management of available resources. By requiring

fewer quadcopters to cover the disaster site, reactive QC

assignment also helps in reducing the computing resources

that are necessary. Therefore, the results prove that the

intelligent management of a group of quadcopters based

on sensory inputs is highly beneficial in surveying the

unstructured environment resulting from a disaster situa-

tion. Furthermore, the performance of the system is also

analyzed when using a laptop with core i3 processor and

Amazon EC2 services. Figure 12 shows that the proposed

system takes less processing time on the cloud and has

linear time complexity. In contrast, on the local machine,

the simulation not only takes more time but also increases

as a quadratic function of earthquake magnitude.

Conclusion and future work

This article research endeavor is focused toward the design

and development of a multi-agent framework for the intel-

ligent management of collaborative flight drones or quad-

copters, such that they can carry out a quick yet effective

survey of a disaster site in the aftermath of earthquakes for

which early warning systems are still ineffective. The pro-

posed system can help to timely assess the scale of damage

such that immediate rescue efforts can be planned to pre-

vent the loss of human life as a first priority.

In order to accomplish this, various approaches toward

the design of multi-agent systems are surveyed to deter-

mine the methodology that circumvents most architec-

tural shortcomings. Here, key assumptions are made

regarding the speed, battery life, and message handling

Figure 8. Quadcopter assignment in a zone with high message
rate.

Figure 9. Quadcopter assignment in a zone with medium mes-
sage rate.

Figure 10. Quadcopter assignment in a zone with low message
rate.

Figure 11. Comparative analysis of fixed versus reactive QC
assignment.

Figure 12. Performance analysis.
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capacity of a flight drone in order to develop novel algo-

rithms for planning and prediction, thereby determining

an adequate number of quadcopters to survey a disaster-

affected area in minimal time. Additionally, the simu-

lated results from the survey are used to identify affected

communities such that limited rescue resources could be

coordinated in the most effective manner to provide

immediate assistance to victims.

Subsequently, the developed system has been repeatedly

tested using fixed and variable number of quadcopters for

surveying a disaster site for different earthquake magni-

tudes (simulated using the GAMA platform). Based on the

results, the designed system is able to evaluate the input

received in real time from the simulated environment and

accordingly determine an adequate number of quadcopters

for the survey.

The use of the Amazon EC2 platform in this context

helped ensure the reliability of the developed system in

terms of avoiding a single point of failure and provide

features like auto-scaling. Through effective use of cloud

services, the developed system can be accessed (after nec-

essary authentication procedures) from anywhere in the

proximity of the disaster site through Internet connection.

Based on the conclusions drawn thus far, future efforts

may be concentrated on the realization of the scenarios

simulated in this study pertaining to the use of actual quad-

copters to conduct mock surveys in the subsections of real

cities. This can invariably assist in the validation of experi-

mental results. Moreover, the cloud-based multi-agent fra-

meworks for managing robots in the physical world can

also be used for structural inspection for dilapidated homes,

remote monitoring of farms to reduce crop damage, locat-

ing dengue mosquito/larval habitats, and other useful

applications.
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