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Abstract

Intrinsic alignments (IA), the coherent alignment of intrinsic galaxy orientations, can
be a source of a systematic error of weak lensing surveys. The redshift evolution of
IA also contains information about the physics of galaxy formation and evolution.
This paper presents the first measurement of IA at high redshift, z ∼ 1.4, using the
spectroscopic catalog of blue star-forming galaxies of the FastSound redshift survey,
with the galaxy shape information from the Canada–Hawaii–France telescope lensing
survey. The IA signal is consistent with zero with power-law amplitudes fitted to the pro-
jected correlation functions for density–shape and shape–shape correlation components,
Aδ+ = −0.0071 ± 0.1340 and A++ = −0.0505 ± 0.0848, respectively. These results are con-
sistent with those obtained from blue galaxies at lower redshifts (e.g., Aδ+ = 0.0035+0.0387

−0.0389
and A++ = 0.0045+0.0166

−0.0168 at z = 0.51 from the WiggleZ survey). The upper limit of the con-
strained IA amplitude corresponds to a few percent contamination to the weak-lensing
shear power spectrum, resulting in systematic uncertainties on the cosmological param-
eter estimations by −0.052 < �σ 8 < 0.039 and −0.039 < ��m < 0.030.

Key words: cosmology: large-scale structure of universe — cosmology: observations — galaxies: evolution —
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1 Introduction

Galaxies are one of the most fundamental objects which
can be treated as a tracer of the large-scale structure of the
Universe. Moreover, the shapes of galaxies contain infor-
mation about how the galaxies formed and evolved (e.g.,
Binney & de Vaucouleurs 1981; Lambas et al. 1992).
Galaxies are formed through the gravitational accumu-
lation of gas induced by the density fluctuation of dark
matter (Binney 1977; Tegmark et al. 1997; Benson 2010),
then they experience internal and external effects which
can produce the coherent alignment of galaxy orientations,
the so-called intrinsic alignments (IA). For example, tidal
forces exerted by the gravitational field of dark matter
halos or a large-scale structure align galaxies along a par-
ticular direction (Ciotti & Dutta 1994; Pereira & Kuhn
2005; Kuhlen et al. 2007). On the other hand, halo/galaxy
mergers can randomize the shape of galaxies, erasing
galaxy alignments. Feedback processes caused by super-
novae and AGNs may change the spatial distribution of the
stellar components inside galaxies (Okamoto et al. 2005;
Scannapieco et al. 2008; Dubois et al. 2016), modifying
the optically observed galaxy shapes on images. The detail
study of IA would enable us to test models of galaxy for-
mation and evolution.

IA also play an important role in a cosmological con-
text. In weak gravitational lensing, light rays are bent by the
gravitational field of the large-scale structure, resulting in
distorted images of galaxies, known as gravitational shear
(Bartelmann & Schneider 2001). Since gravitational shear
provides a direct measurement of the matter distribution, it
enables us to constrain cosmological parameters such as the
matter density parameter �m, the amplitude of the density
fluctuation σ 8, and the equation of state of dark energy w0.
Kilbinger et al. (2013) analyzed the data from the Canada–
France–Hawaii Telescope lensing survey (CFHTLenS:
Heymans et al. 2012) and constrained the cosmological
parameters. Ongoing and future lensing surveys, such as
the Dark Energy Survey (DES: Dark Energy Survey Collab-
oration 2005), Hyper Suprime-Cam (HSC: Miyazaki et al.
2012), and the Large Synoptic Survey Telescope (LSST:
LSST Dark Energy Science Collaboration 2012) will pro-
vide even tighter cosmological constraints. However, the
observed shear is always the sum of the lensing signal γ G

and the intrinsic shape γ I, namely γ = γ G + γ I. If the
intrinsic shapes of galaxies had random orientations, the
power spectrum of the observed ellipticities would be equal
to the gravitational shear power spectrum, 〈γ γ 〉 = 〈γ Gγ G〉.
Under the presence of IA, however, the contamination of the
γ I term does not disappear and we need to carefully model
the contamination; otherwise we would obtain biased
cosmological constraints.

There are two types of IA contaminations to gravita-
tional shear analysis: the ellipticity correlation of neigh-
boring galaxies (intrinsic ellipticity–ellipticity correlation)
and the correlation of intrinsic galaxy ellipticities with the
density field responsible for lensing shear (gravitational
shear–intrinsic ellipticity correlation), respectively known
as the II and GI correlations (see Schäfer 2009; Joachimi
et al. 2015; Kirk et al. 2015 for reviews). Theoretical mod-
eling of the II correlation has been done by a lot of work
using both analytical and numerical methods (e.g., Heavens
et al. 2000; Croft & Metzler 2000; Catelan et al. 2001; Jing
2002; King & Schneider 2002; Takada & White 2004). The
II term is generated by physically close galaxy pairs which
are subject to the tidal field of the same dark matter struc-
ture, and thus it is relatively straightforward to model and
subtract the II contamination. On the other hand, the GI
term is harder to subtract because the GI correlation exists
for galaxy pairs that are physically distant along the line of
sight (Hirata & Seljak 2004, hereafter HS04). Thus, pre-
cisely modeling the GI contamination is one of the most
important tasks for using weak lensing for precision cos-
mology. There have been several attempts to model the GI
effect, based on a self-calibration technique using the II cor-
relation (Okumura & Jing 2009; Zhang 2010), (non)linear
alignment models (Bridle & King 2007; Joachimi et al.
2011; Blazek et al. 2011), and a halo model (Schneider &
Bridle 2010). The IA contaminations have also been studied
using large hydrodynamic simulations, taking into account
the astrophysical effects (e.g., Tenneti et al. 2015; Chisari
et al. 2015).

Both the II and GI correlations have been measured in
various galaxy surveys (e.g., Pen et al. 2000; Heymans et al.
2004; Mandelbaum et al. 2006, 2011; HS04; Okumura
et al. 2009; Faltenbacher et al. 2009; Joachimi et al. 2011;
Singh et al. 2015; van Uitert & Joachimi 2017), and clear
signals have been detected for early-type galaxies (HS04;
Okumura et al. 2009; Singh et al. 2015) that are in good
agreement with the linear alignment model as well as the
�CDM model with a Gaussian misalignment between the
major axes of galaxies and their host halos. On the other
hand, IA of late-type galaxies have not been detected yet,
even in the latest observation (Mandelbaum et al. 2011).
This may be due to the large angular momentum of spiral
galaxies or galaxy mergers, which may have disrupted IA
at high redshifts. On the other hand, it is also possible
that IA are not present for late-type galaxies for all the
epochs. Therefore, measuring IA for late-type galaxies at
higher redshifts is important to fully understand the galaxy
formation process. Moreover, the effect of IA at higher
redshifts will be crucial for deeper lensing surveys because
the fraction of late-type galaxies will be larger in the earlier
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Universe. Nevertheless, so far the observational studies of
IA have been limited to z < 1.

In this paper, we present the first measurement of IA
at z > 1 using the galaxies obtained from the FastSound
galaxy survey. We then put a constraint on the contami-
nation of IA to cosmological parameter estimation in weak
lensing surveys. FastSound is a redshift survey for emission-
line galaxies with Hα and has collected ∼4000 redshifts at
1.2 < z < 1.6 (Tonegawa et al. 2015b, hereafter Paper I)
using the Subaru Telescope. The shape information of the
FastSound galaxies is taken from the CFHTLenS data,
which provides accurate shape measurements dedicated to
lensing studies.

The structure of this paper is as follows. In section 2 we
briefly describe the theoretical formalism of weak lensing
and IA. In section 3, we describe the FastSound and
CFHTLenS data used in this work. Section 4 presents the
measurements of the GI and II correlation functions, fol-
lowed by the constraints on IA and its cosmological impli-
cations on the shear measurement of weak lensing surveys
in section 5. We conclude in section 6. Unless otherwise
stated, we adopt a standard set of the cosmological param-
eters: (�m, ��, h, σ8) = (0.3, 0.7, 0.7, 0.8), where h is the
normalized Hubble constant H0/(100 km s−1 Mpc−1).

2 Formalism

In this section, we briefly summarize the quantities in
weak lensing surveys which are related to the statistics
of IA, following the formulation presented in HS04 and
Mandelbaum et al. (2006). We assume a flat universe in this
paper, but the generalization of the formalism to a curved
universe is straightforward and can be found in HS04 and
Mandelbaum et al. (2006).

Since γ = γ G + γ I as mentioned in section 1, the cross-
power spectrum of the observed shear between the ith and
jth redshift bins can be decomposed into three components
(HS04):

C(i j)(	) = C(i j)
GG(	) + C(i j)

GI (	) + C(i j)
II (	), (1)

where 	 = kχ , k is the wavenumber, and χ(z) is the
comoving distance at redshift z. The first term is the grav-
itational shear power spectrum from which cosmological
information is extracted, and the second and third terms
are respectively the GI and II correlations, which are our
main interests and can be a source of systematics on weak
lensing cosmology. Each term is related to the underlying
power spectrum as

C(i j)
GG(	) =

∫ ∞

0

qi (χ)qj (χ)
χ2

Pδ(k; χ)dχ, (2)

C(i j)
II (	) =

∫ ∞

0

ni (χ)nj (χ)
χ2

Pγ̃ I (k; χ)dχ, (3)

C(i j)
GI (	) =

∫ ∞

0

qi (χ)nj (χ)
χ2

Pδ,γ̃ I (k; χ)dχ, (4)

where Pδ(k; χ) is the power spectrum of the matter den-
sity fluctuation, δ, Pγ̃ I (k; χ) is that of the galaxy density-
weighted intrinsic shear, γ̃ I = (1 + δg)γ I, with the galaxy
density fluctuation, δg, and Pδ,γ̃ I (k; χ) is the cross-power
spectrum between δ and γ̃ I.

ni(χ) is the normalized galaxy distribution of the ith bin,
and

qi (χ) = 3
2

�m
H2

0

c2
(1 + z)

∫ ∞

0
ni (χ ′)

(χ ′ − χ)χ
χ ′ dχ ′. (5)

In this paper, we only consider the linear alignment
model (Catelan et al. 2001; HS04), which relates the
matter power spectrum to these two power spectra linearly
(see section 5).

These two IA power spectra can be related to the pro-
jected correlation functions, which we want to measure
from observations, as (Bridle & King 2007):

wδ+(rp) = − 1
2π

∫
Pδ,γ̃ I J2(krp)kdk, (6)

w++(rp) = 1
2π

∫
Pγ̃ I J0(krp)kdk, (7)

where Jn(krp) is the Bessel function of the first kind of nth
order, rp is the transverse separation, and wδ+(rp) repre-
sents the correlation between the intrinsic ellipticity of a
galaxy and matter overdensity. If the linear galaxy bias, bg,
is assumed, the GI correlation of galaxies, wg+(rp), is simply
related to wδ+(rp) by

wg+(rp) = bgwδ+(rp). (8)

In the following, we describe the estimator and measure-
ment of wg+ and w++, which are connected to the GI and II
power spectrum. The estimate of CGI and its cosmological
implications are given in section 5.

3 Data

3.1 FastSound spectroscopic sample

FastSound is a near-infrared spectroscopic survey of star-
forming galaxies at z = 1.19–1.55. It used the fiber-multi
object spectrograph (FMOS: Kimura et al. 2010) mounted
on the Subaru Telescope, which was able to obtain ∼400
spectra within a radius of 15′ simultaneously. The primary
scientific goal of FastSound was to measure the structure
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growth rate at such a high redshift by using the redshift
space distortion (RSD) effect. This gives a test of general
relativity as a theory of gravity on cosmological scales,
which is important to understand the origin of the acceler-
ated expansion of the universe. The main results about the
RSD cosmological implications were published elsewhere
(Okumura et al. 2016, hereafter Paper IV).

The target galaxies are selected using the photometric
redshifts and Hα fluxes estimated by spectral energy distri-
bution (SED) fitting applied to five optical magnitudes of
the Canada–France–Hawaii Telescope legacy survey (Gwyn
2012), to select bright Hα emission-line galaxies at such
high redshifts. Observations were carried out from 2012
April to 2014 July, covering ∼25 deg2 over the CFHTLS
Wide W1–4 fields in total. Due to the variation of weather
conditions, there is a substantial difference in the observed
regions: 10, 39, 54, and 18 fields-of-view (FoVs) in the W1–
4 fields, respectively. The FMOS images were processed by
the standard pipeline (FIBER-pac: Iwamuro et al. 2012) to
produce two-dimensional reduced images, which were then
passed to an automated emission-line detection algorithm
(FIELD: Tonegawa et al. 2015a) to create the redshift cat-
alog (Paper I) used in this work. In this study, we use the
FastSound spectroscopic data in the CFHTLS W2 and W3
sub-fields. These sub-fields are centered at (α, δ) = (134.5,
−3.2) and (214.5, 53.2) and cover 8 deg2 and 11 deg2,
respectively. Following Paper IV, some FMOS FOVs were
removed from the analysis when either of the two spectro-
graphs (IRS1 and IRS2) was not working, or the observing
condition was poor.

The line signal-to-noise (S/N) threshold of 4.5 is applied
to the spectroscopic catalog, yielding 1265 and 1175
galaxies for W2 and W3 respectively. The false detection
rate ffake is estimated to be ffake = 0.041 (Tonegawa et al.
2015a; Paper IV) at this S/N threshold. Because of the rela-
tively narrow wavelength coverage (1.44–1.68 μm) of Fast-
Sound, only one emission line is detected in the spectra of
most galaxies. Since Hα is the predominantly bright emis-
sion line in this wavelength range, redshift is calculated
assuming that these are Hα. Spectroscopic line identifica-
tion was possible for a small fraction of bright galaxies by
multiple emission lines detected in their spectra (see Okada
et al. 2016, hereafter Paper II). The reliability of the line
identification in the sample was studied in detail in Paper II.
Misidentifications are predominantly caused by identifying
the stronger line of the [O III] doublet as Hα, and its proba-
bility is estimated to be f[O III] = 0.032. Contamination due
to the detections of false lines and non-Hα lines leads to the
total redshift blunder rate of fblund = 0.071, which causes a
change of the correlation function amplitudes. We take into
account this effect by multiplying the model predictions by
(1 − fblund)2 in section 5.

Physical properties of the FastSound galaxy sample were
studied in detail by Paper II and Yabe et al. (2015, here-
after Paper III). Typical ranges of the stellar mass and star
formation rate are 109 M	–1011 M	 and 50–1000 M	 yr−1,
respectively, as estimated by SED fitting to the photo-
metric data of CFHTLS (optical), which are combined
with UKIDSS (near-infrared, Lawrence et al. 2007) and
Spitzer/IRAC (mid-infrared) data if these are available.

A random catalog, which has the same sky and redshift
coverage as the spectroscopic data, is needed to calculate the
correlation functions. We use the random catalog created
by Paper IV, which was used for the RSD analysis of Fast-
Sound galaxies. Random points are distributed to match the
angular selection function and the radial selection function.
We construct the random catalog with a number density
20 times as large as the data catalog.

3.2 Shape measurement

We need shape information for the FastSound galaxy
sample to study IA, and we use the CFHTLenS data
(Heymans et al. 2012) for this. The CFHTLenS covers
154 deg2 of the sky in five optical bands, u∗, g′, r′, i′, and z′,
with the MegaCam camera. The procedure to create the cat-
alog is detailed in Erben et al. (2013), and all the shape data
used in our study are taken from the CFHTLenS website.1

The SExtractor software is run in the stacked i′-band images
to obtain the celestial coordinates (α, δ) and position angle
θ of objects. Then, stars are selected manually for each
field-of-view to estimate the spatially varying point spread
function (PSF). To obtain ellipticities for galaxies, (e1, e2),
the two-component model (bulge and disk) is convolved
with the PSF and fitted to objects brighter than 24.7 mag in
the i′-band images, followed by Bayesian marginalization
over nuisance parameters of galaxy position, size, bright-
ness, and bulge fraction, eliminating the uncertainties of
these parameters for faint galaxies (Miller et al. 2013). In
principle, θ and (e1, e2) should be related as:

(
e1

e2

)
= a − b

a + b

(
cos 2θ

sin 2θ

)
, (9)

where a and b are the semi-major and -minor axes respec-
tively, but there is a small deviation from equation (9) for
our data. This is not due to the shape measurement noise,
but due to the different algorithms and assumed shapes
to measure θ and (e1, e2) at different processing stages:
SExtractor (Bertin & Arnouts 1996) is used for θ assuming
an elliptical shape, while lensfit (Miller et al. 2007) is used
for (e1, e2) assuming the two-component model.

1 〈http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/community/CFHTLens/query.
html〉.
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In this study, we use (e1, e2) for the main results, because
the assumed galaxy models are realistic and the biases are
well examined through various tests by the CFHTLenS
team. However, we will also perform the analysis by com-
bining θ and (e1, e2) as a systematic test [see equation (13)
below].

We perform a cross-match between FastSound galaxies
and CFHTLenS galaxies with a matching radius of 1.′′0,
which yields 523 and 635 matched objects in the W2
and W3 fields respectively, giving a number density of
∼90 deg−2. Thus, 1158 out of the 2440 FastSound galaxies
have shape information. The relatively small fraction of
matched objects is likely to be due to the threshold (S/Ni ′ >

10) applied to CFHTLenS objects for secure determination
of shape parameters (Miller et al. 2013).

We correct for the multiplicative and additive biases in
the ellipticity (e1, e2) based on the prescription of Heymans
et al. (2012). The additive bias correction is applied to the e2

component on a galaxy-by-galaxy basis using the c2 value
provided in the CFHTLenS catalog. For the multiplicative
bias, on the other hand, Miller et al. (2013) argue that
this approach is inaccurate and the correction must be per-
formed as an ensemble average. Therefore we obtain the
average of S/N and size in the i′-band image for the 1158
galaxies from the CFHTLenS catalog, to calculate the cor-
rection factor by equation (14) of Miller et al. (2013). The
correction factor is 0.97 and higher than the reported value
(Miller et al. 2013) for the full CFHTLenS sample, which is
because the galaxies of our sample have higher S/N in the i′-
band images than general galaxies in the CFHTLenS catalog
on average. The formula of Miller et al. (2013) is derived
from their simulation, where they distributed galaxies in
the images using the two-component model with the dis-
tributions of physical parameters being matched to the
local galaxy population. Therefore there could be a bias on
our multiplicative correction factor because the simulated
galaxies do not adequately represent the shape of FastSound
galaxies. However, the convolution with the PSF makes the
model choice less important, especially for the high-redshift
galaxies because they are small and marginally resolved by
the CFHTLenS imaging. The issue will be more important
when we use larger spectroscopic samples or images from
space telescopes for better precision.

We need a random catalog for the galaxy distribution
with the shape information. We calculate the ratio between
the redshift distributions of the FastSound galaxies with and
without shape information for each of W2 and W3. Using
this ratio as a weight, we obtain the random catalog for the
galaxy sample with shapes by drawing from the random
points described in the previous section.

There is a possibility that ffake of the shape catalog
might be different from that of the density catalog, because

the fake emission-line objects may drop during the cross-
match with the CFHTLenS catalog. To check this, we have
also performed a cross-matching between the FastSound
inverted catalog and the CFHTLenS data. The inverted cat-
alog is obtained by applying FIELD to the inverted frames,
which are created from “sky–object” images rather than
“object–sky” images in the reduction process of FIBRE-
pac. All objects detected by FIELD in the inverted catalog
should be fake, because real emission lines become negative
in the inverted frames. Also, the number of objects in the
inverted catalog is expected to be the same as that of fake
objects contaminating the density catalog (Tonegawa et al.
2015a). We find that the matching probability is constant
(40%–60%) in a wide range of line S/N (3.0–7.0) for both
the normal and inverted catalogs, which means that the
fake objects are not eliminated by the cross-matching with
CFHTLenS data, and hence ffake will be the same for the
shape and density catalogs. Therefore we will use a single
value of ffake to correct for redshift blunders in both the GI
and II correlations.

4 Measurement

In this section, we first present the estimators for the
GI and II correlations in subsection 4.1. Its covariance
matrix is presented in subsection 4.2. Our measurements
are presented in subsection 4.3, and their systematic effects
are discussed in subsection 4.4. Some relevant, comple-
mentary statistics for the GI correlation are described in
subsection 4.5.

4.1 Estimators

The estimator for the GI correlation was presented in
Mandelbaum et al. (2006), by extending the Landy–Szalay
estimator (Landy & Szalay 1993) for the density correlation
function, as

ξg+(r) = S+(D − R)
Rs R

, (10)

where r is the separation vector between two points and
S+D(r) means the sum of the + component of the shear of
the jth galaxy with a shape measurement relative to the ith
galaxy at separation r,

S+ D(r) =
∑
i 
= j |r

w j e+( j |i), (11)

where e+(j|i) is the ellipticity defined relative to the direction
to the ith galaxy,

e+( j |i) = −e1 cos(2φ) − e2 sin(2φ), (12)
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where φ is the angle along the line joining the two galaxies
measured relative to the same axis used to determine
(e1, e2). When we also use the information of the position
angle θ to determine e+(i|j), we use the expression

e+( j |i) = −e cos 2(θ − φ), (13)

where e =
√

e2
1 + e2

2. The uncertainty of the shape measure-
ment for the jth galaxy is taken into account by the normal-
ized weight factor wj in equation (11), which is obtained
from the CFHTLenS catalog. S+R is measured in the same
manner, but the ith point is drawn from the random catalog
with the same survey geometry as the galaxy catalog. RsR
is the pair number of random catalogs, where Rs and R are
drawn from the random catalog corresponding to S+ and D
respectively. The terms S+R and RsR are rescaled to match
S+D.

Equation (10) gives the preference of the galaxy orien-
tation toward overdense regions; if ξ g+ < 0 and ξ g+ > 0, in
our definition the major axes of galaxy shapes respectively
tend to be aligned parallel with and perpendicular to the line
connecting to another galaxy, while ξ g+ = 0 corresponds
to the case where galaxy shapes have no preferred orienta-
tion. As explained in subsection 3.2, we use galaxies whose
shape information is provided by the CFHTLenS data as
our shape catalog. On the other hand, we use the whole
FastSound sample as a representative of the density field D
for the main analysis. In subsection 4.4 we will also per-
form the analysis where we use the same data as the shape
sample as the density field for a systematic test, in which
case Rs and R in equation (10) become equivalent.

We will also measure ξ g× by replacing equation (12) by

e×( j |i) = e1 sin 2φ − e2 cos 2φ, (14)

estimating S×, and replacing S+ by it in equation (10). Since
ξ g× should be zero due to parity symmetry, we can use it
for testing systematics such as shape measurement errors.

The II correlation, the auto-correlation of the intrinsic
shapes, can be measured by the estimator:

ξ++(r) = S+S+
Rs Rs

and ξ××(r) = S×S×
Rs Rs

, (15)

where

S+S+(r) =
∑
i 
= j |r

wiw j e+( j |i)e+(i | j) (16)

and S×S× can be computed likewise. We use only the
galaxies whose shapes are measured from CFHTLenS data.
Just like ξ g×, we can measure the cross correlation, ξ+×,
and use it for a systematic test since the quantity should be
zero at all scales.

The projected GI and II correlation functions are
obtained by adopting the separation bin r = (rp, rπ ), where
rp and rπ are the separations perpendicular to and parallel
with the line of sight, and integrating ξAB(rp, rπ ) along the
line of sight:

wAB(rp) =
∫

ξAB(rp, rπ )drπ , (17)

where AB = {g+, g×, ++, ××, +×}. The galaxy position-
intrinsic shape correlation is known to be affected by the
peculiar velocity of galaxies, i.e., RSD (Kaiser 1987), even
in linear theory (Singh et al. 2015), while the II correlation
is not. By taking the projection, however, the effect of RSD
is suppressed to be much smaller than the current statistical
uncertainties. This integration is performed from rπ = −60
to rπ = 60 h−1 Mpc, and by changing the range we con-
firmed that the final results do not change very much with
this choice.

4.2 Covariance matrix

We adopt a jackknife resampling method to estimate the
covariance matrix. We separate the FastSound W2 and W3
fields into N sub-regions on the sky, and calculate the GI
correlations N times, omitting each sub-region. Then the
covariance matrix for the statistics wAB, where AB = {g+,
g ×, ++, ××, +×}, is obtained as

Ci j = N − 1
N

N∑
k=1

[wk
AB(rp,i ) − wAB(rp,i )]

× [wk
AB(rp, j ) − wAB(rp,i )], (18)

where wk
AB(rp,i ) is the value of wAB at the ith separation bin

from the kth realization, and wAB(rp, i) = 1
N

∑
k wk

AB(rp, i).
The number of the realizations created using the jack-
knife resampling is chosen to be sufficiently larger than the
number of bins to obtain a non-singular matrix, and to be
small enough that the jackknifed area becomes larger than
the scales of interest. We set N = 36 for W2 and 64 for W3,
and thus the total number of realizations is 100, which give
a grid spacing of ∼0.8 deg (∼50 h−1 Mpc at z ∼ 1.4). We
have performed the analysis by adopting a different number
for the jackknife resampling, N = 64 for W2 and 100 for
W3, and confirmed that the different choice of N does not
alter the covariance matrix significantly.

Equation (18) is known to underestimate the statistical
error due to the limited number of realizations, by a factor
of (N − Nbin − 2)/(N − 1), where Nbin is the number of the
data bins used for the analysis (Hartlap et al. 2007). Since
we adopt Nbin = 8 as we describe in section 5 below, this
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factor becomes 0.909. We take into account this correction
factor in the following analysis.

4.3 Results

Here we show the results of the GI and II correlation func-
tion measurements. We present the projected statistics as
our main results [equation (17)]. These measurements are
done in the scale of 1.35 < rp < 45 h−1 Mpc with a binning
size �log10rp = 0.2.

In the top panel of figure 1, we present the projected GI
correlation wg+(rp). The black line is our main result, the GI
correlation function measured from the combined sample
of W2 and W3 fields. It is fully consistent with zero within
the 1 σ error, which implies that the major axes of emission
line galaxies at z ∼ 1.4 are randomly oriented. We compute
the χ2 values for a fit to zero signal, for wg+(rp), using the
covariance matrices of these correlations, and the reduced
χ2 value is 0.29, implying that the GI signals are indeed
consistent with zero. We will present a more quantitative
analysis by including the full covariance matrix in section 5.
To see the variation of the measurement in different fields,
we also plot the GI functions measured from each of the
W2 and W3 fields, shown as the red dashed and blue dotted
points, respectively. They are all consistent with each other
and with zero signal within the error bars.

Next, we consider the II correlation function. At the red-
shifts of the FastSound survey, z ∼ 1.36, the amplitude of
the II correlation is an order of magnitude smaller than
that of the GI correlation in the linear alignment model
(HS04). Thus, considering the null detection of the GI cor-
relation, measuring the II correlation is useful to check if
there is any systematic effect and if the linear alignment
model is really a correct model, as emphasized by Man-
delbaum et al. (2011). The middle and bottom panels of
figure 1 show the measured II correlation functions, w++(rp)
and w××(rp), respectively. As expected, the measurements
are consistent with zero, with the reduced χ2 value of
0.86 for w++(rp) and 0.73 w××(rp). Both the PSF distor-
tions and intrinsic ellipticities yield positive correlations on
small scales. Therefore, our null detection of IA is in fact
unlikely due to cancellation between systematic effects and
the true II signal. Further systematic tests will be presented
in subsection 4.4.

4.4 Systematic tests

To confirm our null detection of IA, we perform various
systematic tests. As we mentioned in section 3, only half of
our FastSound galaxy data has shape information. To see
the possibility that IA signals are smeared out due to the
stochasticity between the two populations, we measure the

Fig. 1. Projected correlation functions, wg+ (top), w++ (middle), and
w× × (bottom) as a function of transverse separation rp. The vertical
axes are multiplied by r0.7

p for presentation purposes. The red dashed
and blue dotted lines are the results for the CFHTLS sub-fields, W2 and
W3, respectively, while the black solid line is the combined result. The
error bars are obtained from the diagonal elements of the covariance
matrix, C1/2

i i . (Color online)

GI correlation using only the galaxies which have shapes
from the CFHTLenS data. The result is shown as the red
points in figure 2. As expected, the size of the error bars
becomes larger by ∼30% than the case where all the Fast-
Sound galaxy data are used, since the size of the shape
sample is half of the whole sample. The correlation is still
consistent with zero within the statistical scatter, indicating
that the null detection of the GI correlation is not due to the
stochasticity between the shape and all the galaxy samples.
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Fig. 2. GI correlation of the shape sample with the whole FastSound
galaxies. The black points are the same as those in the top panel of
figure 1. The red points are similar to the black points but we use the
sub-sample of the FastSound galaxies which have shape information.
(Color online)

Fig. 3. The black points are the same as those in the top panel of figure 1.
The red points are similar to the black points but show the GI correlation
with the ellipticity determined using equation (13) instead of equation
(12). (Color online)

Next, we test how our definitions of ellipticities could
affect our result. For the main result, the ellipticity of our
galaxy sample to measure the correlation function is deter-
mined by equation (12). The red points in figure 3 are the
result when equation (13) is used instead of equation (12),
where (e1, e2) and θ are determined by the different pro-
cesses (see subsection 3.2). Although measured in different
ways, both the results are consistent with each other and
also with zero. Thus, we conclude that our result is not
sensitive to the choice of the definition for the galaxy ellip-
ticities.

Finally, we perform the so-called 45◦ tests. The cross
correlations, wg× and w+×, should be zero by symmetry,
and their non-zero signals can be generated only by non-
physical sources. Thus, measuring these quantities provides
additional checks for systematic effects such as the calibra-
tion error in the shape measurement. The results for wg× and
w+× are shown in the upper and lower panels of figure 4,

Fig. 4. (Top panel) The black points are wg+, the same as those in the top
panel of figure 1, and the red points are wg×. (Bottom panel) The black
points and red points are w++ and w××, the same as the black points
in the middle and bottom panels of figure 1, respectively, and the blue
points are the cross-correlation component w+×. (Color online)

respectively. For comparison, the corresponding GI and II
correlations are shown in each of the panels. These statistics
are found to be consistent with zero, again confirming our
null detection of the IA signals.

4.5 Other alignment statistics

In addition to the projected statistics described above, we
have considered various statistics of IA. We measured the
monopole components of the GI and II correlation func-
tions, respectively ξ g+(r) and ξ++(r), where r = |r|. These
quantities are not affected by the projection, while they are
not significantly affected by RSD on large scales (Okumura
et al. 2017). However, we could not see any improvement
due to the large error bars, and the results were consistent
with zero.

Another statistic we considered was the alignment cor-
relation function (Paz et al. 2008; Faltenbacher et al. 2009).
It is defined as the galaxy two-point correlation function as
a function of not only the separation r but also the angle
between the major axis of the galaxy and r projected onto
the sky, θ − φ, namely ξ gg(r, θ − φ). We measured the
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alignment correlation for a consistency check because this
statistic contains the information on IA almost equivalent
to the GI correlation function. We have confirmed that the
trend of null detection of IA in the alignment correlation is
the same as that seen in the GI correlation.

5 Constraints on IA and cosmological

implications

In this section, we quantify the effect of the IA of the Fast-
Sound galaxies by fitting the observed IA correlations with
two models: a power-law model and the linear alignment
model. The results obtained using the former model are
used to compare with previous studies, while those using
the latter model are used to estimate possible biases on σ 8

and �m determinations from weak-lensing surveys when
the observed IA are ignored. We assume the linear galaxy
bias [equation (8)] and use the best-fitting value of bg = 1.9
obtained by the RSD analysis of Paper IV.

5.1 Power-law alignment model

We fit the power law model denoted by tilde,

w̃δ+(rp) = Aδ+

(
rp

20 h−1 Mpc

)γδ+
(1 − fblund)2 (19)

to the projected GI correlation function wg+(rp), where
(Aδ+, γ δ+) are the fitting parameters and fblund = 0.071 is the
redshift blunder rate of our sample. We also fit the power
law to w++(rp) in the same manner with (A++, γ ++).

Figure 5 presents the joint likelihood L on the
amplitude Aδ+ and slope γ δ+ for w̃g+(rp), computed
by L = exp (−χ2/2), where χ2 = (wg+ − w̃g+)TC−1(wg+ −
w̃g+), and similarly for w̃++(rp). As expected from the mea-
surements of wg+ and w++, the best-fitting values of Aδ+
and A++ are very close to zero. The weak constraints on
γ δ+ and γ ++ come from the fact that the slope of the
power-law model cannot be determined when the ampli-
tude is zero. We give constraints on Aδ+ and A++ by
fixing γ δ+ = γ ++ = −0.88, the value adopted by the pre-
vious studies on IA (Mandelbaum et al. 2006, 2011), in
order to compare the amplitudes of IA at different red-
shifts in a consistent manner. We obtain the constraint on
Aδ+ as −0.134 < Aδ+ < 0.134 (95% confidence level) and
−0.014 < A++ < 0.035, which is weaker than that from
the WiggleZ survey at z > 0.52 due to the difference of the
sample sizes.

Table 1 and figure 6 summarize the constraints on the
IA amplitudes A from our data, together with the pre-
vious studies on blue galaxies (Mandelbaum et al. 2006,
2011). Let us address here the similarity and difference of

Fig. 5. Constraint on the fitting parameters of the power law to the GI
correlation wg+(rp) (top) and the II correlation w++(rp) (bottom). The
two contours in each panel show 68% and 95% of the probability. The
vertical lines indicate γ g+ = γ ++ = −0.88.

Table 1. Comparison of 95% confidence limits of the

power-law amplitudes from several redshift ranges.∗

Data Type Redshift A

SDSS Main Blue L4 wg+ 0.09 0.0160+0.0192
−0.0195

WiggleZ, z < 0.52 wg+ 0.37 0.0260+0.0704
−0.0706

WiggleZ, z > 0.52 wg+ 0.62 −0.0030+0.0368
−0.0373

FastSound wg+ 1.36 −0.0071+0.1340
−0.1340

SDSS Main Blue L4 w++ 0.09 0.0000+0.0008
−0.0004

WiggleZ, z < 0.52 w++ 0.37 −0.0130+0.0250
−0.0254

WiggleZ, z > 0.52 w++ 0.62 0.0125+0.0210
−0.0209

FastSound w++ 1.36 −0.0505+0.0858
−0.0858

∗The power-law slope is fixed to γ = −0.88.

the FastSound sample compared to the samples used in low-
z studies. Both the WiggleZ and FastSound surveys targeted
starburst galaxies with strong emission lines, although they
were selected in different ways. The samples in these surveys
have stellar masses similar to each other with a median value
of ∼1010 M	 (Banerji et al. 2013; Paper III). According to
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Fig. 6. Constraints on the amplitude of the power-law model for IA of star-
forming galaxies, Ag+ (top) and A++ (bottom), as a function of redshift.
The constraint obtained from our FastSound sample at 1.19 < z < 1.55
is plotted as the purple point. The previous results at lower redshifts
from the SDSS and WiggleZ surveys are also plotted. (Color online)

halo occupation distribution modeling applied to the mea-
sured galaxy clustering, the constrained halo masses are also
in good agreement (Koda et al. 2016; Paper IV) and most
of the galaxies in these samples are central galaxies. There-
fore, these two samples comprise similar types of galaxies
residing in similar environments. On the other hand, as
pointed out by Mandelbaum et al. (2011), the SDSS L4
blue and WiggleZ samples may have different formation
histories because of their different color distributions. With
these points in mind, the null detection of IA at a redshift of
1.4 together with that at lower redshifts may imply that IA
do not exist for blue galaxies up to z > 1. This means that
physical processes such as galaxy mergers and interactions,
which tend to erase the alignment, might be effective for
the late-type galaxies.

Recently, the first-year results from the DES survey have
been released (Troxel et al. 2017). They obtained con-
straints on cosmological parameters and IA simultaneously
by fitting the observed shear correlation function using a
model which includes IA contributions as well as the pure

lensing contribution (Blazek et al. 2017). They reported the
detection of the GI signal with a positive amplitude of the
tidal alignment (A1) component and a negative amplitude
of the tidal torquing alignment (A2) component (Troxel
et al. 2017), which is in contrast to our null detection. It is,
however, difficult to make a detailed comparison because
the methods used in the DES analysis and ours are different
in the following three aspects: (1) they used photometric
redshifts rather than spectroscopic ones, (2) they did not
directly measure the correlation between galaxy shapes and
the three-dimensional matter distribution, and (3) they did
not differentiate blue/spiral and red/elliptical galaxies in the
analysis and it is not clear which galaxy type contributes to
each of the A1 and A2 signals.

The amplitude of IA strongly depends on the host halo
mass (Jing 2002; van Uitert & Joachimi 2017; Xia et al.
2017; Okumura et al. 2017). The analysis of Paper IV
found that the galaxies in our sample are so sparse that
the majority of them are central galaxies residing in low-
mass halos (see Kashino et al. 2017 for the result for the
denser sample). This could be the reason for the null detec-
tion of IA in our analysis, and emission-line galaxies in
different environments such as satellite galaxies in clusters
and galaxies along filaments may show significant IA sig-
nals. However, our null detection of IA could be just due
to the large error bars coming from both the limited size
and number density of the FastSound survey. These kinds
of possibilities can be tested by larger ongoing and future
surveys, such as PFS, which span wider redshift ranges (up
to z ∼ 2.4). These data will allow for precise measurements
and more detailed studies of IA, including the dependences
on galaxy classes, environments, and redshifts.

5.2 Linear alignment model

Another model that we attempt to use to analyze the
measurement is the linear alignment (LA) model (Catelan
et al. 2001; HS04). In this model, the cross-power spec-
trum between the matter density fluctuation and the galaxy-
density weighted intrinsic shear, Pδ,γ̃ I (k) [equation (4)], is
related to the linear matter power spectrum P lin

δ (k) through:

Pδ,γ̃ I (k) = C1ρ̄

D̄
a2 P lin

δ (k), (20)

where C1 is a normalization factor, ρ̄(z) is the mean matter
density, and D̄ ≡ (1 + z)D(z) is the growth factor normal-
ized to unity at the matter-dominant epoch. The normaliza-
tion factor C1 is of the order of 5 × 10−14 (h2 M	 Mpc−3)−1

at low redshift (Bridle & King 2007). Note that this
equation is taken from Hirata and Seljak (2010) (hereafter
HS10) and is different from the original expression of HS04
by the factor of a2. We will use the corrected one of HS10
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for deriving main results, while we also show the result
based on the previous version of HS04 to compare with
previous studies, most of which had used the HS04 model.
Also, note that the tidal torquing model (Catelan et al.
2001) may give a better description for disc-like galaxies
than the LA model. However, as argued by Krause, Eifler,
and Blazek (2016), both the linear alignment and the tidal
torquing can contribute to IA of blue galaxies. While our
null detection of the II signal could be useful to rule out the
quadratic model which predicts non-zero II, it is difficult at
this stage to determine the best IA model for blue galaxies
given the relatively large error bars. Therefore we use the
LA model in this work, considering that this model has been
widely used in the literature and is simple to treat.

In practice, in our analysis we use a modified version
of the LA model, which replaces P lin

δ (k) in equation (20)
by the non-linear matter power spectrum Pnl

δ (k) (Bridle &
King 2007; Hirata et al. 2007), to incorporate the non-
linear effects on the large-scale structure power spectrum:

Pnl
δ,γ̃ I (k) = C1ρ̄

D̄
a2 Pnl

δ (k). (21)

We calculate Pnl
δ (k; z = 1.4) using the halofit model (Smith

et al. 2003), whose fitting parameters were improved by
high-resolution N-body simulations by Takahashi et al.
(2012). The power spectrum Pnl

δI (k) is then converted into
the projected correlation function using equation (6), and
it can be compared to our measurements by assuming the
linear bias relation [equation (8)]. Unlike the power-law
model, there is only one parameter, the amplitude C1. We
vary it and calculate the χ2 statistics, and fit the observed
projected GI correlation (figure 1).

The best-fitting modified LA model of HS10 [equation
(21)] provides C1/[5 × 10−14 (h2 M	 Mpc−3)−1] =
1.58+20.21

−20.21 (95% confidence level) for the FastSound
IA, and 0.49+3.56

−3.56 if we use the HS04 model [equation
(20)]. The maximum contribution of the GI angular
power spectrum CGI(l) within the 95% confidence level
is presented in figure 7, together with the shear power
spectrum CGG(l) for comparison, which is obtained from
equation (2) with a single tomographic bin assuming the
redshift distribution of the FastSound sample (Paper IV).
The contamination of the GI correlation to the total power,
CGI/CGG, is about ∼15% at l ∼ 500, suggesting that the
ongoing larger lensing surveys such as DES (Dark Energy
Survey Collaboration 2005) and HSC (Miyazaki et al.
2012), aiming to measure the shear power spectrum with
a few percent precision, may need to take into account the
systematic error due to the the IA contaminations properly.

Finally, we estimate how the measured GI correlation
could affect the cosmological parameter estimations in

Fig. 7. Forecast of the projected angular power spectrum for GG and GI
terms. The GG power spectrum is calculated with the source redshift
distribution taken from the FastSound spectroscopic sample, assuming
σ8 = 0.8. The GI power spectrum is based on the LA model with the
amplitude C1/[5 × 10−14 (h2 M	 Mpc−3)−1] = − 17.4.

weak lensing surveys if it was ignored. Although the GI
signal for our sample is consistent with zero, it is still mean-
ingful to place the upper and lower bounds on the bias on
cosmological parameters. We use a Fisher matrix approach
(Huterer et al. 2006; Kirk et al. 2015), and the bias on the
αth parameter �pα is evaluated as:

�pα =
∑

β

F −1
αβ

∑
	

∑
i≤ j ;m≤n

× �C(i j)
GG(	)

{
Cov

[
C(i j)

GG(	), C(mn)
GG (	)

]}−1 ∂C(mn)
GG (	)
∂pβ

, (22)

where C(i j)
GG(	) is the cross-power spectrum between the ith

and jth tomographic redshift bins, and �C(i j)
GG(	) is the bias

on C(i j)
GG(	). In this analysis, we only consider the GI term as

a source of bias. The Fisher matrix Fαβ is calculated as:

Fαβ =
∑

	

∑
i≤ j ;m≤n

× ∂C(i j)
GG(	)
∂pα

{
Cov

[
C(i j)

GG(	), C(mn)
GG (	)

]}−1 ∂C(mn)
GG (	)
∂pβ

. (23)

Here we limit our calculation to a single redshift bin without
tomography for simplicity. Also, we only calculate the bias
on each of the parameters σ 8 and �m, with another being
fixed to the fiducial value. We use the observed redshift
distribution of our FastSound sample to calculate C(mn)

GG .
The range of 	 used for fitting is 100 ≤ 	 ≤ 5000.
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The range of bias on σ 8, assuming that only the
GI term contaminates the shear power spectrum, is
−0.052 < �σ 8 < 0.039 (95% limits). We perform
the same analysis for �m and derive the bias as
−0.039 < ��m < 0.030. These constraints do not depend
on whether we use the model of HS04 or HS10, because
the factor of a2 is cancelled out when we derive the best-
fitting value of C1. While the error bars are large, the con-
tamination of IA into the GG correlation may reach up
to ∼10%, hence careful modeling of the GI contamination
will be important for the shear power spectrum analysis.
These values are similar to those adopted by Krause, Eifler,
and Blazek (2016). In figure 3 of Krause, Eifler, and Blazek
(2016), they forecast the impacts of IA of blue galaxies in
the LSST, based on the LA model with the upper limit from
the observation of Mandelbaum et al. (2011). One can find
|�σ 8| ∼ 0.03 and |��m| ∼ 0.02 by comparing the blue and
red lines in the figure. Blazek et al. (2017) also give sim-
ilar forecasts based on their perturbative IA model, though
the amplitude of the tidal torquing component is not deter-
mined from observations. More observations will be needed
to evaluate the effect of IA more precisely, by determining
the best model and amplitudes. Also, we have limited our-
selves to the case of a single redshift bin without tomog-
raphy. If a larger spectroscopic data set becomes available,
it will be possible to investigate the effect of IA even for the
tomography survey case.

6 Conclusions

In this paper, we have studied intrinsic alignments (IA) of
star-forming galaxies by measuring the correlation between
the overdensity and ellipticity of galaxies using the spec-
troscopic galaxy sample of the FastSound survey and the
shape sample measured by the CFHTLenS survey. By per-
forming the analysis at z ∼ 1.4, we examined whether the
non-detection of IA in the earlier studies at the interme-
diate redshift, z ∼ 0.7, is expanded to such a high redshift,
which can give an insight on how physical processes such
as galaxy mergers affect the evolution of galaxy shapes. We
also studied the extent to which IA contaminate the signal
of the weak lensing power spectrum and change the inferred
cosmological parameters.

We measured the II and GI correlation functions and
fitted them by a power-law model of IA following the
previous studies. We then found that the correlations are
entirely consistent with zero within the error bars. Com-
bined with the previous results up to the intermediate red-
shift, the IA signal for blue galaxies does not exist over a
wide range of redshifts.

We also used the linear alignment (LA) model with
the non-linear matter power spectrum for fitting the GI

correlation to determine the upper limit of IA and possible
contamination to cosmological parameter estimations in the
weak lensing analysis. Using the 95% confidence interval of
this amplitude, we showed that the maximum contamina-
tion from the GI correlation to the weak lensing signal is up
to a few percent, if we assume the same redshift distribution
of source galaxies as our sample. From a Fisher analysis,
this contamination is converted into the bias on cosmo-
logical parameter estimates, −0.052 < �σ 8 < 0.039 and
−0.039 < ��m < 0.030, if we choose the fiducial values of
�m = 0.3 and σ 8 = 0.8, respectively.

Since our galaxy sample is not large, the measurement of
IA is noisy. Ongoing and future galaxy surveys such as PFS
will enable us to improve the accuracies. This will allow
for more detailed studies of IA as a function of galaxy type,
environment, and redshift, which will be useful both for the
study of cosmology and galaxy formation/evolution.
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