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Abstract

This study examines how to improve the accuracy of auto parking path tracking control; therefore, a linear model
predictive control with softening constraints path tracking control strategy is proposed. Firstly, a linear time-varying
predictive model of vehicle is established, and the future state of the vehicle can be predicted. The designed objective
function fully considers the deviation between the predictor variable and the reference variable. Also, the relaxation
factors are added to the optimization process, and the control increment of each cycle is calculated by the quadratic
programming. Through rolling optimization and feedback correction, all kinds of deviations in the control process can be
corrected in time. Then, the Simulink/CarSim simulation is carried out jointly. Furthermore, the path tracking simulation
based on proportion—integration—differentiation control and no control is also carried out to compare with the model
predictive control. Finally, a real vehicle test is carried out for model predictive control algorithm, and a comparative
experiment based on proportion—integration—differentiation control and no control is carried out.
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steering angle sensor (Part I in Figure 1). The sensors mea-
sure the distance between the car and the obstacles, the
real-time visual data, the current car velocity, and the steer-
ing angle for further process. It will be decided via multi-
sensor data fusion whether the parking slot is available.

Introduction

The automatic parking system (APS) is one of the advanced
driver assistant systems (ADAS). Its role is to assist drivers
to realize parking safely and quickly, which can reduce the
requirements of the driver’s skill and accidents caused by
human factors such as vehicle collision. The ADAS tech-
nologies usually comprise three steps: the detection, the
decision, and the control.'™ Similarly, the APS mainly
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consists of three parts: environment perception, path plan-
ning,> and path tracking.®” The architecture of APS is
shown in Figure 1. The APS controller obtains the infor-
mation of parking slot and obstacles through the environ-
mental perception section which includes various sensors,
such as ultrasonic sensors, camera, wheel speed sensor, and
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Figure |. Architecture of automatic parking system.

Meanwhile, the world coordinate system is created and the
start position of the car is estimated (Part II, a). The system
will generate the parking trajectory using a particular algo-
rithm after the slot is decided (Part II, b). Based on the
designed trajectory, the path tracking controller can control
the steering wheel, throttle, and brake to decide the parking
maneuver (Part II, ¢). The real-time position of the vehicle
is estimated via velocity and steering angle measured by
the wheel speed sensor and steering wheel sensor,
respectively.

Path planning and path tracking control complement
each other. Path tracking control algorithm is one of the
key technologies of APS. The major problems of park-
ing path tracking control include ensuring the accuracy
of path tracking, the ride comfort of vehicle navigation,
the position and orientation of the vehicle when it
finishes parking maneuver. As one of the critical prob-
lems of automatic parking technology, a large number of
scholars have proposed the related control algorithms.
Hua et al.® suggested an automatic parking path control
method considering time delay, which solved the prob-
lem of the traditional APS control model not regarding
vehicle control delay. Oetiker et al.” put forward a semi-
automatic parking assistant system based on navigation
area, which is able to perceive environment information
in real time via the environment perceptual sensing
device and optimize parking routes to avoid collisions.
Demirli et al.'® designed an Adaptive Neuro-Fuzzy
Inference System. The vehicle does not need to know
the desired polynomial path to track, but it will approx-
imate such a way by knowing only the start configura-
tion. Huang et al.'' proposed a model-free intelligent,
self-organizing fuzzy controller for parking path track-
ing. This intelligent controller has a system-learning
mechanism without expert knowledge or a trial-and-
error process. The algorithms above is able to track the
existing path. However, the current control cannot be
optimized according to the changing trend of the parking
path in the whole process. Besides, the control of steer-
ing wheel and speed are relatively independent. In other
words, they are not organic combination during the
parking process. As a result, the speed and steering
wheel control will be uncoordinated. In addition, there
will be adverse effects on the accuracy of path tracking.

Compared with existing algorithms, the model predic-
tive control (MPC) method is capable of optimizing the

current control according to the trend of the reference park-
ing path. Besides, the control of steering wheel and speed
are of organic combination and coordination. In addition, it
has beneficial effects on the accuracy of path tracking.
MPC was proposed in the 1970s. It is an advanced control
method which is usually used to control a process with
constraints. It is a heuristic control algorithm applied in the
industrial process and has rich theoretical and practical
contents.'* ' Model predictive controllers depend on mod-
els of the process, which are often linear models. There
should be desirable properties of approximation accuracy,
physical interpretation, suitability for control and easiness
of development for a good model.'> The most prominent
attraction of MPC is that it can handle constraints expli-
citly.'®!” In other words, by predicting the future state of
the system and adding constraints to the future input, out-
put, or state variables, the constraints are expressed in an
online solving quadratic programming (QP) or nonlinear
programming problem. The MPC optimization problem
could be solved when the feasible set (the set of possible
solutions) is not empty. If the set is not empty, the feasible
set may be reduced by any constraints imposed on the
manipulated variables. However, depending on the current
operating point of the process, unmeasured variables, the
model-process mismatch, and existing input constraints,
the feasible set of the MPC optimization problem may be
empty.'® Adding relaxation factors to the constraints (soft
constraints) is a good idea.'” This method is assumed that
the predicted control variables is able to temporarily violate
the original hard constraints, which enforces the existing
feasible set. The optimization problem is solved online.
The essential features of MPC are prediction model, rolling
optimization, and feedback correction. MPC is a typical
approach in industrial advanced control. It has been widely
used in various of domain, such as supply chain manage-
ment in semiconductor manufacturing,?® application to
autoclave composite processing,21 energy efficiency con-
trol in buildings,*” integrated wastewater treatment sys-
tems,?® flight control,”* magnetic spacecraft attitude
control,?® and so on. Moreover, there are many applications
of MPC in vehicle control, such as the active front steer-
ing,?*?° automatic vehicle longitudinal control,*® vehicu-
lar adaptive cruise control,®' vehicle yaw and lateral
stability control,>* automatic vehicle braking, and steering
control.*® It also can efficiently handle multiple optimiza-
tion objectives and system constraints. Besides, it can make
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Figure 2. Vehicle kinematics model.

up the model mismatch, time-varying, and interference
caused by uncertainty. Hence it is suitable for path tracking
control of a vehicle.

Hence, in this article, the parking path is planned based
on the vehicle kinematics model, and an automatic parking
path tracking based on MPC with soft constraints is pro-
posed. The MPC parking controller controls the speed and
the front wheel steering coordinately. It can predict the
current control volume according to the change of parking
path in the future period so that the speed and steering
wheel can be controlled in phase, and the path tracking is
of high accuracy.

Parking path planning and simulation

Vehicle kinematics model

Automatic parking is a low-speed process,” and the speed is
less than 3 m-s~'. Considering the comfort of the passen-
gers,>* the acceleration is usually less than 2.5 m-s 2.
Assuming that the parking conditions are right, ignoring
the dynamic characteristics of vehicles, only considering
the motion characteristics of vehicles, when the steering
wheel meets the Ackerman angle constraint, the front
wheel steering angle can be expressed by an angle 8. The
kinematic equation of vehicle can be obtained as follows

b cosp 0

%
y| =] sinp 0 {6} (1)
) tané/L 0

where v denotes the longitudinal velocity of the vehicle.
There (x, y) are the coordinates of O, which is the midpoint
of the rear axle in a Euclidean reference frame. The heading
angle of the vehicle is . The wheelbase of a vehicle is L.

Figure 2 is a schematic diagram of a vehicle kinematics
model, in which the rectangular § represents the vehicle
coverage area, where W is the width of a vehicle, 6 is the
front wheel steering angle, v denotes the longitudinal velo-
city of the vehicle, L is wheelbase of a vehicle, ¢ is the

heading angle, O, the midpoint of the vehicle rear axle, Ly
and L, are the length of the front and rear suspension,
respectively. Additional, XOY is the world coordinate
system.

Parking path planning
Parking path planning can be divided into three steps:

1. Determine the minimum length of parking slot

L,min based on the geometric parameters of a
vehicle.

2. Detecting obstacles in parking by environmental
sensing sensors and determining the actual length
of the parking slot L,,. Proceeding to next step when
Lp > mein~

3. The path planning is carried out according to the
actual length of the parking slot and the parameters
of the car body.

As shown in Figure 3 is a typical parallel parking sce-
nario. The vehicle usually reverse into the parking slot
during parallel parking process. More specifically, the
parking process can be divided into three parts, including
the acceleration stage, the constant speed stage, and the
deceleration stage.*® The vehicle must avoid collisions with
the obstacles in any direction during parking process.*® The
distance between any point of the car and obstacle cannot
be less than safety distance: AS, which is to ensure man-
euvering safety. The safety distance in the parking process
is defined as AS. There are three situations where collisions
are easy to occur during the parking process. Firstly, during
the parking maneuver, the vehicle should not exceed the
road axis so as to avoid collision with the opposite vehicle.
Secondly, the safety distance between the vehicle and the
obstacle 2 should be kept to avoid collision. Finally, at the
end of parking, vehicle should keep safety distance with
obstacle 1 to avoid collision. These conditions must be
taken into full consideration when plan the path.

As shown in Figure 4, the vehicle will reverse into the
parking slot through the path ABCO. The size of the vehi-
cle and the parking slot are in the same order of magni-
tude, so the vehicle cannot be treated as a particle during
parking maneuvers. The desired parking result requires
that the midpoint of the vehicle rear axle O, coincides
with the original point O, the heading angle is 0° in the
world coordinate system XOY, and the left side of the
vehicle is flat on the left side of the obstacle 1 and 2,
respectively.

In this article, a smooth connected parallel parking path
is designed considering the conditions of the small parking
slot and narrow lateral width. As shown in Figure 4, the
parking trajectory is composed of three horizontal con-
nected line segments. The line segments are 4B, BC, and
CO. The point 4 is the start position of the vehicle. The
segment CO is a circular arc with the center of O,(0, R,),
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Figure 3. Typical parallel parking scenario.
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Figure 4. Geometric relationship of parking path planning.

where O is on the Y-axis and R, is the turning radius of the
vehicle. The segment BC is a straight line that is tangent to
CO and AB, with a length of Lz and a slope of 6. It can be
obtained

Xc = RlsinG
Yo = Ri(1 — cosh) 2)
xg = xc + Lpccosf

Y =JYc + LBcsin9

where (xp, y) and (xc, y¢) is the coordinate of points B and
C in the world coordinate system XOY, respectively.

To ensure safety, the curve segment AB is generated by
the following equation

-~ K
1 4 ea—bx

y 3)

where e = lim

n—00

n
(1 + l) is the nature base and K, a, and b
n

are constants. The point B determines the position of the

segment, and at the point B, it conforms to j|,_ = 0. So,
the constants above are obtained
a—bxp=0
K =2y, (4)
tand = Kb/4

From the equations (2) and (4), it is known that the
parking path can be determined entirely by the parameters
Rla 0, and LBC-

Parking path simulation

Vehicle parking is a relatively fixed process, and the optimal
path can be generated off-line according to the length of the
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Table I. Parameters of the test vehicle.

Parameters Values
L 2807 m
w 1.893 m
Lr 0912 m
L 0912 m
Omax 39.67°
2
__ Midpoint Trajectory
1 | of Rear axle
0
T 1
= | e SO

=0

3| Obstacle 2 |

D

% Obstacle 1

X(m)

Figure 5. Simulation of parking path planning.

different parking slot. Due to the different geometric parameter
of vehicles, the optimal parking path is different in the same
parking slot. In this article, the generation of the parking path is
based on the parameters of an sport utility vehicle (SUV), and
the specific parameters of the vehicle are shown in Table 1.

To protect the vehicle performance, it is essential to
avoid the front wheel at the maximum angle. The minimum
radius of the planned parking path is as follows

R = ——-
T tan(Spmax /1.1)

Vehicle parking requires that the narrower the parking
slot, the better. Taking AS = 0.3 m, according to the path
planning method mentioned above, we carried out a path
planning simulation, and it is shown in Figure 5. The min-
imum length of the parking slot is L,mi, = 6.9 m, and the
corresponding parking path parameters are R = Ry, =
3.855m, # = 0.52 rad, and Lgc = 1.54 m. The origin is set
as the starting point of the path by coordinate transforma-
tion to facilitate path tracking control simulation.

Design of automatic parking controller

The process of parking path tracking control is tracking a
series of sampling points one by one on the reference path
that is well planned, and point set P, represents all the
sampling points of reference path. Automatic parking con-
trol strategy is shown in Figure 6. In the parking process,
the algorithm needs several steps to implement. Firstly, the
controller obtains current state of the vehicle in real time
via various of sensors and the vehicle state can be

luo

_| Control
Variable

Quadratic
Programming
with Softening

Constraints

P rset A u

Y Dynamic
Prediction

L &%

Figure 6. Automatic parking control strategy based on MPC with
soft constraints. MPC: model predictive control.

expressed by state vector x. Secondly, combining with the
last time control variable and the reference path point, the
output state of Y in the future for a period can be predicted.
Thirdly, the control increment can be obtained by the opti-
mization of QP with softening constraints. Finally, the cur-
rent control variable u can be obtained with the latest
control variable and the current control increment. The
method of rolling optimization is used to calculate the latest
control variable for path tracking until the end of parking.

Discretization of vehicle kinematic model

The kinematic model of the vehicle is a linear time-varying
model. The kinematic equation of the car is discretized to
facilitate the design of the controller. Defining vectors y =
[x, v, ©]", u = [v, 6]", the equation (1) can be expressed as

X :f(X’u) (5)

The equation (5) is carried out at the reference point
[x,» #,], and the higher order is eliminated

X =f 0 ur) + A = x,) + Blu — ) (6)

In the form, 4 and B are the Jacobi matrices of f{, u)
relative to vectors x and u, respectively.
For

X =S (> ur) (7)

The equation (6) subtract equation (7) and then discrete
and reorganize. The following equations can be obtained

{x(k S0 =il + B+ e
m(k) = Cx (k)
where
[1 0 —v,.(k)sinp, (k)T
Ar=10 1 wv.(k)cosp, (k)T
0 0 1
g(k) = x,(k + 1) = Agx,.(k) — Brur (k)
[ cosp, (k)T 0
B, = sing, (k)T 0
| tans, (K)T/L (vr(k)T) / (Lcoszér(k))
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In which *(k) represents the state and control variable
of the system at the k& sampling time. The *; represents
the state matrix and the control variable matrix corre-
sponding to the k£ sampling time, and the *, represents the
reference variable. 7 is the sampling period and vector
C = diag(1, 1, 1).

Due to the limitation of the mechanical structure and
physical conditions, the control variable and control incre-
ment within the sampling period must satisfy the following
constraints:

A”min § Au S A”max
9)

Umin S u S Umax

where the Au is the control increment vector. The Aupy;,
and Aup,,, are the lower and upper limit of the control
increment vector in the sampling period, respectively. The
Upmin 18 the minimum control variable vector, and the u,,,, is
the maximum control variable vector.

Dynamic prediction of vehicle’s future state

Due to the constraint condition of control increment in the
sampling period, we can introduce the control increment to
the optimization method to restrict it. The new state space
equation can be taken as follows

{f(k+ l) :;lkg(k)+BkA”(k)+gk (11)
(k) = C&(k)
where
_ Ak Bk‘| _ [Bk]
k= s Br =
0 I I

and the / is the unit matrix.

Due to the time-varying factor in equation (11), the
time-varying MPC is difficult to meet the real-time require-
ments of the controller, and it will lead to complex non-
linear constraints.>’” To simplify the calculation, the
following assumptions are made

{ Apyi = Ag
Biyix = By

where *;.;, represents the prediction matrix of the k+i
sampling time at the k sampling time and i = 1,2, .. ..

At sample time £, after predicting the output value in the
future for N, sampling time and the control increment for
N, sampling time, the output of the system in the future

x(k) sampling time is expressed in matrix form
k)= ' 10
=) 10 V() = M) + QAU + BGH)  (12)
By considering equations (8) and (10), it can be obtained ~ where
C 0 0 B
n(k + 1]k) Au(klk) i, & 0 CAy
Y(k) = , AU(k) = , P = , U =
Ak + N,|k) Au(k + N, — 1]k) o . C4,”
cart car?t ... ¢
CB; 0 . 0
ciB,  CB - 0 g(klk)
O= , Glk) =
gk + Ny — 1[k)

CA)'B, CAY B, cayr "B,

where *(k+ilk) represents the predicted value of the k+i
sampling time at k£ sampling time. The corresponding ref-
erence output is
n,(k + 1]k)
Y.(k) = (13)
1, (k + Nplk)

Optimization of control increment based on QP with
soft constraints

The relaxation factor is added to the constraint condition to
make the vehicle track the path well and prevent the infea-
sible solution in the process of solving.'” The following
objective function is used
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2 2 2 q
J(k) = |Y (k) = Y (k)|lg + [[AU(K)|Iz _1{[AU(k) AU(k)
5 ) (14)  min= + Sk
+ U k) = U (Bl + llell, 2l e iy, e
where [ =1 Zimin ] — AU in
1 | R = *" Matrixcs T Heme [AUOT | Al
Matrix Q is the weight matrix of prediction devia- W Zsamin c Uk = 1) = Unin
tion. Matrix R is the weight matrix of the predictive W —Zsama Unmax — Uk — 1)
control increment. Matrix F is the weight matrix of the ) i
deviation of the predictive control variable. The para- AU min AU(k) AU max
meter € = [£1, 5, €3, €4]" is the vector of the relaxation 0 - c M
factor. The parameter p is the weight matrix of relaxa- .
tion factor (17)
where
uy (k|k) u(k|k) - o 0 0
Z1mi
Ur(k) = e ; U(k) = ZlZmin = OHGS(NC, 1) X mn ‘|
|u,(k+ N, — 1]k) u(k + N, — 1|k) | 0 zmin O O
. , , , [ 0 0 0
By considering equations (9) and (14), it can be obtained Ziamax = ones(No, 1) @ Z1max
L 0 Z2max 0 0
_Zlmin 0 €1 Z1max 0 €1 I . 0 00
A min < A < A max Z3min
! " L 0 Z2min |:52:| ! ! i 0 ZZmax:| 52:| Z34min = OneS(NC’ 1) ® 0 0 0]
N Z3min 0 :| |:€3 < N Z3max 0 } |:E3:| L Z4min
Ui u u
min ] = = Umax z3 x O 0 0
0 Z4min &4 0 Z4max €4 Z34max — OneS(NC, 1) ® ma.
(15) L 0 Zamax 0 O

After the corresponding matrix calculation, the optimi-
zation target can be adjusted as follows

1 2 AU(k)

2

AU (k)

9

J(k) = + Sk + Py (16)

3

Hy

Sy =[2E()' QO + 2Ey (k) ' FW 0]
20700 +R+W'FW) 0]

k:
0 2p

Py = E(k)" QE(k) + Ey(k) FEy (k)
E(k) = ,&(k) + 84 G (k) — Y, (k)

Ey(k) = Ucrent(k — 1) — U, (k)

1 0
1 1 0 1 0
W= . ) ®[0 1}, U current (k) = ones(N,, 1) ® u(k)
1 1 1
| ——
N¢XN,

By considering equations (15) and (16), this constrained
optimization problem can be transformed into the follow-
ing QP problems

AU pin = ones(Ng, 1)
AU pax = ones(N., 1) @ Ay
U min = ones(N,, 1)

(Ne, 1)

M = [m1 my ms

By solving the equation (17), a series of control incre-
ment AU(k) in the control horizon is obtained after each
control period. According to the fundamental principle of
MPC, the first element in the control increment sequence is
used as the actual control increment to the system

w(k) = u(k — 1) + Du(k) (18)

The system performs this control process until the next
period. In the new control period, a new control increment
sequence will be obtained through the optimization. It
cycles until the vehicle completes the path tracking control
process.

Automatic parking path tracking
simulation

The controller parameters were adjusting gradually to ver-
ify the path tracking effect of the parking controller. The
length of the minimum parking slot is L, = 6.9 m, and the
corresponding path parameters were selected. CarSim and
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Figure 7. Deviations between actual and reference control variables. (a) Speed deviations of different control methods. (b) Front wheel

angle deviations of different control methods.

Simulink were used to simulate. The optimum parameters
of the MPC parking controller during the adjustment pro-
cess are as follows

N, =20,Ne =3, Zimin = —0.01, Zomin = —0.01,
Zimin = —0.1, Zamin = —0.01, Z{max = 0.01,

Zomax = 0.01, Z3max = 0.1, Zamax = 0.01,m; = 0.001,

my = 0.001,m3 = 0.001,ms = 0.001,

p = diag(200, 100,200, 100), R = diag(100,500) @ Iy, ,
F = diag(100,200) ® Iy, Q = diag(200, 300, 500) ® Iy,

The path tracking simulation based on proportion—inte-
gration—differentiation (PID) control and no control are
also carried out under the same condition of the MPC algo-
rithm. The PID controller control the vehicle speed and
steering wheel angle, respectively. The PID parameters
have been adjusted repeatedly and reached the optimum.
The no controller controls the vehicle speed and steering
wheel angle by the reference control variable without any
algorithm.

All simulations meet the following constraints. The con-
trol constraints are as follows

[—3m/s} [3m/s}
<u<
—39.67°] — T |39.67°

When the sampling time is 7 = 0.02 s, the control incre-
ment constraints are as follows

—0.05 0.05
< Au<

—-047°] — —1047°
Figure 7 shows the deviation between the actual and the
reference control variable, in which Figure 7(a) shows
the speed deviation. From the graph, we can see that in the
whole path tracking control process of MPC controller and
PID controller, the speed deviation is minimal; therefore,

the actual speed is almost the same as the reference speed.
From speed control, the results of the two control methods

are both excellent. Because the PID controller will be over-
shoot when the reference speed changes, the speed devia-
tion of part of the region is slightly more significant than
that of the MPC controller, so the MPC controller is a little
better. The no controller has a significant deviation of the
speed in both the original and the final path tracking pro-
cess. The main reason is that the vehicle is in the accelera-
tion stage at the very beginning. Due to the nonlinearity and
speed lag of vehicle model in CarSim, the actual speed is
less than the reference speed (absolute value). Because of
the reversing, the velocity deviation is positive in the dia-
gram. At the uniform speed, the deviation between the
actual speed and the reference speed is smaller. At the final
phase, because the vehicle accelerates first and then decele-
rates, the speed deviation is more substantial. Therefore,
the no controller has the worse effect on the speed control
because of the lack of feedback optimization.

Figure 7(b) shows the deviation of the front wheel angle.
In the simulation environment, the steering motor is very
sensitive, so that no control can achieve a good effect. As
can be seen from the diagram, the three controllers have a
significant deviation between 13 and 15 s. This period cor-
responds to the C point, which is the tangent point of the
straight line section and the arc section of the reference
path, and there is a mutation about the reference wheel
angle. Due to the restriction of the change rate of the front
wheel angle, the actual front wheel turning angle is gradual.
Therefore, the deviation of the three methods is almost the
same. Further observation shows that there are partial
deviations in other place between the reference front wheel
angle and the front wheel angle controlled by the MPC
controller. These deviations are more significant than the
effect of other controllers. The main reason is that the MPC
controller takes into account the current state of the vehicle,
the speed, and the forecast output at the same time when the
front wheel angle is tracked. For the sake of better overall
situation, the actual front wheel angle is not the same as the
reference front wheel angle.
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Figure 8. Simulation deviations between actual and reference path. (a) Deviation of X-direction with different control methods. (b)
Deviation of Y-direction with different control methods. (c) Deviation of heading angle with different control methods.

Figure 8 shows the deviation between the actual and the
reference path. Figure 8(a) shows the X-direction deviation,
which is mainly influenced by the speed of the car. As can
be seen from the diagram, the tracking deviation of the
whole simulation process of the MPC controller is small.
If the original deviation of the PID controller is small, then
the deviation is more prominent. The tracking deviation is
mainly due to the deviation of tracking by the vehicle
speed, and the influence of this deviation will accumulate
in space. The deviation of the no controller is always sig-
nificant, mainly because the tracking deviation of vehicle
speed is significant. Figure 8(b) shows the tracking devia-
tion of the vehicle in the direction of Y, which is mainly
influenced by the front wheel angle. The original deviation
of the MPC controller is small. Although it has a certain
degree of increase after a period, the deviation is small
when the vehicle stops at last after automatic adjustment
of the algorithm. The PID controller has a minor deviation
in the early stage, and the deviation increases gradually
latter. There is a wave peak at 15 s. The main reason is that
there is a mutation of the front wheel angle, and the devia-
tion will accumulate, which leads to the more significant
deviation when the vehicle stop. The deviation of the no

controller is small at first. Due to the combined effect of
speed and front wheel angle, the deviation fluctuates much
later, and the deviation is higher when the vehicle stops at
last. Figure 8(c) shows the deviation of the heading angle,
which is significantly influenced by the front wheel angle.
The deviation of the MPC controller and the PID controller
is small at early time, and the latter part of the fluctuation is
mainly caused by the mutation of the reference front wheel
angle at the C point. At first, the no controller is not entirely
different from the PID controller, but at last, the deviation
increases sharply. The main reason is that the speed devia-
tion is significant, so at last the vehicle cannot keep up with
the reference path.

The result of parking is considered excellent when the
deviation of the heading angle is less than 3°; besides,
the deviation of X- and Y-direction are within positive
or negative 10 cm when the vehicle is finally stopped.
Table 2 lists the deviations between the actual position
and the reference position when the vehicle is finally
stopped. The deviations of the MPC controller in all
directions and the heading angle are minimal, so the
parking result is outstanding. The deviations of the PID
controller in the X-direction and heading angle are small,
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Table 2. Parking complete position deviation.

Control algorithm AXeng (M) AYend (M) Agpeng (rad)
MPC controller 0.0121 —0.0074 0.0207
PID controller —0.0485 0.1859 —0.0227
No controller 1.5249 0.2066 0.2890

MPC: model predictive control; PID: proportion—integration—
differentiation.
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Figure 9. Simulation results comparison of path tracking with
different control methods.

while the Y-direction is more significant, therefore the
parking result is not satisfactory. The no controller has a
significant deviation in all aspects, and it is difficult to
meet the requirements of parking.

Figure 9 is a contrast diagram for different controllers
corresponding to the tracking path and the reference path. It
can be seen from the diagram that the vehicle can move
well along the reference path when the parameters of the
MPC controller is reasonable. The final parking position of
the vehicle coincides with the reference position. The PID
controller is separated from the reference path, and the
effect of the parking path tracking is not satisfactory. The
tracking effect of the no controller is the worst, and the
parking requirement cannot be met.

There are reasons for the different results of the three
methods of parking path tracking. Some of the reasons are
that the MPC controller directly follows the reference path
as the tracking target, considering the deviation of the vehi-
cle’s position and heading angle, speed and front wheel
angle, and other reference parameters. Also, the trend of
the change in the next period is predicted, and the current
control increment is optimized according to the forecast
results. Through rolling optimization, the speed of the vehi-
cle and the angle of the front wheel can be coordinated.
Therefore, the whole path tracking effect is better. The PID
controller is an indirect path tracking control by controlling
the speed of the vehicle and the angle of the front wheel.
Although the speed of the car can be tracked better, the
front wheel angle can be well controlled, however, the two

(b)

Figure 10. Experiment equipment. (a) Parking controller. (b)
Inertial navigation device.

are not organically combined. The factors influencing the
accuracy of path tracking considered are simple, and it is
blind to pursue the anastomosis of control. It cannot be
optimized according to the actual position of the vehicle
and the deviation of the position. Therefore, the path track-
ing result is not satisfactory. The no controller has a sig-
nificant tracking deviation and no adjustment measures;
thus the path tracking result cannot meet the requirements
of parking.

Experiment and result analysis

In order to verify the validity and superiority of the pro-
posed MPC algorithm with soft constraints for real vehicle
path tracking, the check experiments of path tracking with
standard slot whose length is 7 m are carried out. The test
prototype is a vehicle which receives control signals to
control steering wheel angle, throttle, and brake through
controller area network (CAN) bus. The steering wheel
angle sensor and the wheel speed sensor are used to collect
the steering wheel angle and the vehicle speed, respec-
tively. The inertial navigation device installed on the vehi-
cle is used to collect the real-time position coordinates and
heading angles of the vehicle. There are 12 ultrasonic sen-
sors controlled by the parking controller. Eight short-range
ultrasonic sensors are installed in front and back of the car
body at a certain height which are used to detect obstacles
in front or back of the car. Four long-range ultrasonic
sensors are installed at the same height on both sides of
the car body. The vehicle moves forward along the park-
ing space and the parking slot will be detected by the side
ultrasonic sensors. As shown in Figure 10 is the parking
controller and inertial navigation device, the parking con-
troller receives the vehicle speed and front wheel angle
from the vehicle body CAN bus in real time, meanwhile, it
receives the vehicle coordinate and heading angle from
the inertial navigation device through serial communica-
tion, then calculates the vehicle control variables in the
control cycle to control the vehicle.
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Figure |1. The test scenario of parallel parking. (a) The vehicle stop at the start parking position. (b) Parking process. (c) Parking

complete.
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Figure 12. The experiment results of path tracking with different
control methods.

The test vehicle and test scenario are shown in Figure
11. The vehicle first stops at the preset position (Figure
11a), then the vehicle starts to reverse along the reference
path controlled by the parking controller (Figure 11b), and
finally the vehicle stops at the parking slot (Figure 11c¢). In
order to compare the control effects of different algorithms,
the parking path tracking experiment based on PID control
and no control is carried out, too.

The comparison curve between the actual path and the
reference path of the real vehicle test is shown in Figure 12.
From the diagram, it can be seen that the consistency of the
actual path based on MPC controller with the reference
path is always high, and the parking effect is fine. There
is a larger deviation between the actual path and the refer-
ence path based on PID controller. For no control parking
path tracking, the actual path significantly deviates from

the reference path, therefore, the path tracking effect is
poor.

Conclusions

This study is based on the vehicle kinematics model, the
linear time-varying path tracking prediction model is
derived through a series of transformations such as discre-
tization and Taylor’s formula expansion, which is the basis
for the design of the path tracking controller.

The vector relaxation factor is introduced to solve the
unfeasible solution problem of the control algorithm. The
matrix expression of the predictive optimization problem is
derived based on the MPC theory. The linear time-varying
model predictive path tracking control is transformed into a
linear QP problem with a soft constraint.

The co-simulation is carried out with Simulink/CarSim.
The designed controller is used in low-speed parking mode.
The simulation results show that the actual path and the
reference path are highly consistent in the whole path track-
ing process, and the final parking result of the vehicle is
excellent. The PID control and no control method simulation
of path tracking are also carried out in this article. The track-
ing result is compared with that of the MPC control algo-
rithm. It can be seen that the MPC with softening constraints
algorithm is superior to other algorithms in all aspects.

A real vehicle test is carried out for MPC algorithm, and
a comparative experiment based on PID control and no
control is carried out. The experimental results show that
the path tracking effect based on MPC controller is obvi-
ously better than that based on PID control and uncon-
trolled path tracking method.
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