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Abstract: The study on the coordination between vision and motion of children with developmental coordination disorder (DCD) can help
understand the mechanism of DCD for timely and appropriate intervention. Whereas the existing visual-motor integrated systems rely on
markers attached to the subject to track the eye gaze and body movements, which is too expensive and not suitable for DCD assessment.
In this study, a markerless visual-motor tracking system which consists of an eye-tracker used to track the eye gaze and a Kinect used to
capture the body movements is designed to monitor the behaviour of children in the fine motor tasks. Then the eye gaze position of the
subject is matched into the motion image captured by Kinect. The current data of children placing pegs captured by the proposed system
are analyzed quantitatively. We find that the visual movement speed of the children with DCD or at risk of DCD is slower than that of the
typical developing children to focus on the target while their hand movement speed is almost the same. In addition to DCD analysis, the pro-
posed system is meaningful to the monitoring of other diseases related to visual-motor coordination.
1 Introduction

Developmental coordination disorder (DCD), also known as
developmental dyspraxia, is a disorder of visual-motor integration
beginning in childhood that mainly affects motion control, planning
of movements and coordination. About five to six per cent of
school-aged children are hassled by DCD. Children with DCD
seem clumsy, awkward and poorly coordinated when they perform
some fine or gross tasks, but have normal or above average intellec-
tual abilities [1]. However, their coordination disorder in motor
skills may withdraw themselves from participation in physical or
motor-based activities [2] and further impact their social integra-
tion, academic process and emotional development. Besides, this
disorder would persist into adulthood without timely intervention,
therefore making it a perpetual defect. Currently, the leading assess-
ment tools of DCD are movement assessment battery for children-2
(Movement ABC-2) [3], DCD Questionnaire-Revised [4] and
Bruininks–Oseretsky Test of Motor Proficiency-2 [5], which
grades the results of participants in certain specific tasks, whereas
DCD is also a disorder of motion and vision. These methods
mentioned above focus on the final results of the tasks while ignor-
ing the detailed information during the tasks. So, it is necessary
to study the coordination of vision and motion [6], which helps
to understand the mechanism of DCD for timely and appropriate
intervention. In the course of assessment, examiners are required
to observe the examinee’s motion posture and gaze direction of
eyes as well as to record the results and monitor the operation mis-
takes. Actually, it is almost impossible to quantitatively record the
data of gaze direction and motion posture [7] by human observation
without missing any details. Hence, the digitalised recording and
analysing system is imperative in DCD assessment [8].
At present, there is rare research on the visual-motor coordination

with digitalised equipment [9–12]. For example, David et al. [9]
investigated whether obesity affected the visual motor coordination
via a special task which required participants to swing the pendu-
lum synchronically with a moving visual signal displayed on a
screen. There was no digitalised system to monitor the participants’
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performance and the conclusion was depended on the final results
of the task, lacking the analysis of the details. Actually, some com-
panies are committed to one of these two technologies (eye-tracker
and motion detection) and develop several mature products, such as
SMI eye tracking glasses, Ergoneers Dikablis eye tracker, VICON
motion capture systems and Qualisys track manager. With a com-
bination of these two technologies, the coordination of visual-motor
can be tracked and analysed. Essig et al. [13] designed the
VICON-Eye Tracking Visualiser which consists of SMI mobile
eye-tracking and VICON motion-capturing to calculate the 3D
gaze vector and hand motion. Miles et al. [14] demonstrated
Quiet Eye Training enhanced visuomotor coordination in children
with DCD by combining Applied Science Laboratories (ASL) eye-
tracker with a digitalised single-lens reflex (SLR) camera capturing
participants’movements. Whereas plenty of reflective markers used
for movements detection were needed to attach to subjects in the
above two systems, which limited their applied range in some
tasks, such as DCD assessment. Besides, both the eye-tracker
system and the movements’ detection system are really pricey.
So, there is an urgent need to develop an inexpensive and marker-
less digitalised visual-motor tracking system.

In this study, a markerless digitalised system is designed to track
both eye gaze and body movements in the fine motor tasks.
Examinees are required to wear an eye-tracker used to track their
eye gaze with a Kinect put ahead to detect the fine movements
of the upper body especially the hand’s motion. Then the fusion
algorithm is developed to integrate eye and body movement data
for an in-depth study on the mechanism of DCD. The proposed
system is used to monitor the performance of children in the task
of placing pegs. Also, the data captured by the system are exploited
to analyse the behaviour of DCD and normal children in detail.

The rest of this paper is organised as follows. The procedure of
the proposed system used in the fine motor task of placing pegs
is presented in Section 2. Then in Section 3, the pre-processing
of the integration of the eye gaze position with the hand movements
is described in detail. In Section 4, the behaviours of two children
(one with DCD and the other not) in placing pegs monitored by the
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-NonCommercial-NoDerivs License (http://creativecommons.org/

licenses/by-nc-nd/3.0/)

mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:


proposed system are analysed to investigate the different patterns of
them. Finally, Section 5 concludes the paper and makes a prospect
for the future work.

2 Methods

The Movement ABC-2 is a standard test served as an assessment
instrument of children with motor difficulties and it is also an au-
thoritative tool for DCD assessment in clinical and scientific re-
search. Participants are required to perform several tasks in a
strictly specified way. In addition, the objective, quantitative infor-
mation on the movement competence is provided. The tests in the
Movement ABC-2 are divided into three age bands (Abs) and
diverse tasks are designed for different age bands. Here, we study
the behaviour of children aged 7–10 years (AB2) in the fine task
of placing pegs using the proposed markerless digitalised visual-
motor tracking system.

2.1 Participants

Participants were 23 children aged 7–10 years old who were ran-
domly recruited from primary schools in Hong Kong. Children
with known physical disabilities, psychiatric/emotional disorders,
autistic tendencies, or neurological disease were excluded from
this study. By using Movement ABC-2, children were scored by
the professional instructor to determine whether suffering from
DCD or not. The total score of a child is below or equal to the
5th percentile, which is considered as ‘highly likely to have a
motor disorder’. After evaluation, three of the 23 participants were
regarded as suffering from DCD and five children were ‘at risk’
of having a motor disorder. Before attending the tasks, these chil-
dren did not receive any special training of the projects in the tasks.

Full parental and participant’s consent was acquired prior to con-
ducting the experiments. Besides, ethical approval was obtained
from the local ethics committee and the use of data in this research
was permitted by the local Institutional Review Board in order to
protect the human subjects. All children received a gift for
participating.

2.2 Tasks

There are eight tasks in total used to measure the movement skills of
children including manual dexterity (placing pegs, treading lace and
drawing trial), aiming & catching (catching with two hands, throw-
ing beanbag onto mat) and balance (one-board balance, walking
heel-to-toe forwards and hopping on mats). Here, placing pegs in
the manual dexterity is belonging to fine motor tasks in which the
subtle movements of the upper limbs, especially the hands, are
the focus of observation. The materials to do the task of placing
pegs include a blue pegboard, 12 yellow mushroom pegs, a blue
bank box base, a table-top mat and a stopwatch as shown in Fig. 1.
Fig. 1 Schematic diagram of the proposed system used in placing pegs task
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In this task, the examinee is required to hold the box containing
12 pegs steady with one hand and put the other hand on the mat. At
a signal given by the examiner, the examinee should pick up one
peg and insert it into the pegboard as quickly as possible until the
entire 12 pegs are inserted into the board. In Fig. 1, the subject is
conducting the task using the right hand and aims to insert a peg
into the third hole in the first line of the pegboard. The time interval
from the free hand leaving the mat to the last peg inserted into the
pegboard is recorded in the standard form. Both hands are tested
and the preferred hand is tested firstly, then the other. The eye
gaze position and the hand movements are important to study the
visual-motor coordination of the subject.

2.3 System

In this section, the digitalised markerless visual-motor tracking
system for fine motor skills assessment is introduced in detail.
The proposed system consists of a binocular eye-tracker (Pupil
Labs) for tracking the eye gaze and a Kinects V2 (Microsoft)
used to capture the hand movements as shown in Fig. 1.

2.3.1 Eye-tracker: The head-mounted eye-tracker used in the pro-
posed system is produced by Pupil Labs (Berlin, Germany). It is a
binocular eye-tracker which is configured with a world camera
recording the subject’s field of vision and two eye cameras capturing
the subject’s eye movements. The headset is lightweight and adjust-
able which has various configurations to meet the need of diverse
applications. The sampling rate of the world camera is from high
resolution capture at 30 Hz to low latency (5.7 ms) 120 Hz and
the field of view (FOV) of the lenses can be selected from 60° or
100°. The resolution of World Camera used in the proposed
system is 1280× 720 at 60 fps and the FOV of the lenses is 100°.

To ensure the robust tracking performance of eye-tracker, all the
camera should be in focus with a good FOV of examinee’s eyes.
Then a mapping between the pupil and eye gaze coordinates is
established by calibration. Manual marker calibration is selected
to fit the moderate distances and wide FOV in the proposed
system. Pupil’s algorithms automatically detect the participant’s
pupil and estimate the eye gaze position with the 3d detection
and mapping mode. Pupil capture saves the world video stream
and all corresponding gaze data. The gaze accuracy of eye-tracker
used in the proposed system is 0.60+ 0.08°.

2.3.2 Microsoft Kinect: An Xbox Kinect sensor and a Kinect
adapter for Windows are assembled to achieve the development
of Microsoft Kinect for Windows V2 (Kinect V2). There is a
depth sensor and a colour camera in the Kinect V2 sensor. The
1080p colour images are obtained by the colour camera at the
sampling rate of 30 Hz. The depth sensor uses the method of
time of flight to obtain depth information. The depth image is
captured at the sampling rate of 30 Hz with a resolution of
512 × 424 pixels and the FOV of it is 70 × 60°es.

Unlike other body detection algorithms [15], Kinect uses the
depth-image-based human skeleton tracking algorithm developed
by the Microsoft Cambridge Research Institute to identify and
capture the entire action without any props. It can simultaneously
track six objects and 25 skeletal joints per object in a range of
0.5–4.5 m. What is especially noteworthy is that no marker is
needed during skeleton detection.

3 Data pre-processing

3.1 Camera de-distortion

There is a distortion in the world camera of eye-tracker. The distor-
tion [16] like the situation that the line becomes a curve seriously
impacts the accuracy of eye gaze position. Therefore, the distortion
correction [17] is needed to get a more precise result and the tem-
plate method is used to do the camera de-distortion here.
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Fig. 2 Camera de-distortion using the template method
a Calibration patterns
b Corrected results

Fig. 3 Example of corrected result
a Unprocessed image
b Corrected image

Fig. 4 Detection results of the half-body and hands with OpenPose
The principle of the template method is as follows. A pre-made
template (usually black and white grid) is needed firstly. Then
take multi-shots of the template from different angles as shown
in Fig. 2a.
Calculate the parameters using the feature points extracted from

patterns on the basis of the camera distortion model. A radial distor-
tion model is shown in formulae (1) and (2) and tangential model is
in formulae (3) and (4)

x1 = x0(1+ k1r
2 + k2r

4 + k3r
6), (1)

y1 = y0(1+ k1r
2 + k2r

4 + k3r
6), (2)

x1 = x0 + [2p1xy+ p2(r
2 + 2x2)], (3)

y1 = y0 + [p1(r
2 + 2y2)+ 2p2xy]. (4)

Here, [x1, y1] represents the ideal coordinate without distortion and
[x0, y0] is the coordinate of the actual image. These five parameters
k1, k2, p1, p2, k3 are the distortion factors of the camera that need
to be determined in the camera calibration. Finally, the image is cor-
rected using the resulting parameters of the world camera as shown
in Fig. 3.
In Fig. 3, the green dot in the yellow circle is the eye gaze point. It

is obvious that straight lines in the real world appear as straight lines
in the corrected image.

3.2 Hand detection

The detailed information of hand movements is important in fine
tasks. However, Kinect fails in this for it can only detect some
rough action of the hand. OpenPose [18, 19] is used to detect the
skeleton joints of the hand. OpenPose is an open source library
used to realise real-time multiuser key-points detection with deep
J. Eng., 2018, Vol. 2018, Iss. 2, pp. 123–129
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learning. Compared with Kinect tracking 25 key points of the
whole body, OpenPose is much more fruitful especially in the
finger detection and tracking. For example, Kinect perceives that
a person is raising a hand, and OpenPose can actually detect that
this person is pointing to something in the same scene. OpenPose
can detect 21 key points of one hand, so it is well suitable for detect-
ing fingers in fine motor tasks. The results of detecting the half-
body and hands with OpenPose in the fine motor tasks are shown
in Fig. 4.
3.3 Data fusion

The eye gaze point and hand skeleton joints are required to merge
into one picture for further visual-motor coordination analysis.
There may be a question that why not use OpenPose to detect the
hand directly from the picture obtained by the eye-tracker and
access article published by the IET under the Creative Commons
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Fig. 5 Example of the synchronisation
a Picture captured by Kinect
b Picture captured by eye-tracker

Fig. 6 Result of eye gaze position in Fig. 5a matched in Fig. 5b
thus data fusion is not needed. However, the movement ranges of
some examinees are so large that their hands fall out of the FOV
of the eye-tracker.

It is obvious that extracting the eye gaze point into the colour
image of Kinect is the best choice because the colour image includes
the complete experimental scene and examinee’s body. A synchron-
isation is required firstly due to the different sampling rates between
eye-tracker (30 Hz) and Kinect (60 Hz). The current approach is
to place a timer in the area which can be photographed by both
eye-tracker and Kinect. Then match every image taken at a lower
sampling rate with the corresponding image captured at a higher
rate according to the timer. One example of the synchronisation is
shown in Fig. 5.

The number of the timer can be extracted and identified. In Fig. 5,
the timers display the same time in the two pictures and the time is
00:02:65, which presents these two pictures are captured at the
same moment.

The approximate 180° opposite FOV between eye-tracker
and Kinect brings a great challenge to the data fusion [20].
Fortunately, there are many labels on the blue pegboard and the
black mat which can be used for data fusion as shown in Fig. 6.
The picture captured by eye-tracker is denoted as Picture A
and the one captured by Kinect is donated as Picture B for con-
venience. Four or more labels both in Picture A and Picture B
are selected and recorded as a1, a2, a3, a4 and b1, b2, b3, b4,
where a1, a2, a3, a4

}{
[ Picture A, b1, b2, b3, b4

}{
[ Picture B,

and ai and bi are the same label in the scene. Then the transform-
ation matrix between a1, a2, a3, a4

}{
and b1, b2, b3, b4

}{
is cal-

culated and referred as T. The corresponding eye gaze position in
Picture B can be obtained by the formula (5) as shown below.

[u, v] = [x, y]× T , (5)

where [x, y] is the eye gaze coordinate in Picture A, and [u, v] is the
corresponding position in Picture B. Eye gaze position in Fig. 5a
matched in Fig. 5b is shown in Fig. 6. The red circle is the eye
gaze point matched well. The tiny error in the matching result
can be considered as a systematic error for the moment.

4 Results

4.1 Group differences at baseline

Actually, the complete data of 20 participants (3 with DCD, 4 at risk
and 13 typically developing children) were obtained finally, due to
some hardware malfunction. We divided those 20 participants into
two groups. One is the TP group (consists of the 13 typical devel-
oping children), and the other is the R&D group (consists of 4 chil-
dren at risk and 3 children with DCD). The performance scores and
basic anthropometric variables of these two groups are shown in
Table 1. Obviously, the Movement Assessment Battery for
Children - Second Edition (MABC-2) total score of the TP group
is far higher than that of the R&D group. No differences are
This is an open access article published by the IET under the Creative
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found with regard to age and height. The difference in weight can
be explained by the research that DCD is related to obesity to
some degree [21].
4.2 Correlation of visual motor and hand movement

Pegs are the target of interest in this task. Actually, pegs are usually
pinched by thumb and index finger when placing pegs and the
thumb is especially essential to pick up pegs for most examinees
who are not disabled. Therefore, the changes of the thumb tip’s
position can stand for the hand movements. We find that the
action of placing one peg can be divided into two steps: pick up
a peg from the box and insert it into the pegboard. There are
some special patterns of visual-motor integration. The eye gaze of
the subject fixates on the blue box to search for a proper peg
to pick up before the hand touches the box and when a peg is
picked up, the gaze of the subject transfers to the target hole
before inserting the peg into it. Thus, it is significant to study the
correlation of gaze point and thumb tip, which can explain how
examinees’ hand and eye work together in placing pegs.

The fusion data of two children (one with DCD, and the other
not) in placing three pegs are extracted from their complete tasks
of placing pegs. The external conditions of these two children are
almost the same, such as gender, height, and weight. The normal-
ised coordinates of eye gaze and thumb tip of these two children
are shown in Fig. 7 in which Figs. 7a and b present the horizontal
coordinate and vertical coordinate of normal child, respectively, and
Figs. 7c and d are for a child with DCD.

In Fig. 7, the dotted lines presenting the position of thumb tip
have obvious cyclical changes with three peaks and three troughs.
The peaks of the curves (red dotted line) imply that the thumb is
on the board and the troughs indicate in the box. In fact, the
fingers of these two children were on the board preparing to do
the test at the beginning. When received the signal, their fingers
began to move to the box to get a peg, and then moved to the
board to complete the inserted action. They repeated three times
Commons
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like that. Obviously, the trends of the dotted lines are consistent
with the fact mentioned above. Then the thumb movement is
used as a benchmark to analyse the eye gaze position. The solid
lines stand for the eye gaze position. The trend of eye gaze
curves of DCD child is almost synchronised with his thumb, and
sometimes eyes move a little earlier than a thumb. While the
normal child’s eyes change more flexible than his thumb. The
peaks and troughs of his eye gaze are regularly in advance a lot
to the corresponding peaks and troughs of the thumb all the time.
These indicate that the DCD child’s hand and eyes move to the
target almost at the same time, which gives a clumsy feeling to
us. Normal child’s eyes always move to the next target prior to
hands. This complex control of the eye and hand movement
Table 1 Performance scores and basic anthropometric variables of those
two groups

TP group,
mean ± SD

R&D group,
mean ±SD

MABC-2 total standard
score

54.8 ± 19.5 11.3 ± 5.9

Age, years 9.0 ± 0.8 9.3 ± 0.95
height, cm 138.8 ± 8.6 140.2 ± 5.7
weight, kg 19.2 ± 8.8 24.9 ± 8.8

Fig. 7 Normalised coordinates of eye gaze and thumb tip of two children (one w
a, b Horizontal and vertical coordinates of a normal child
c, d Horizontal and vertical coordinates of the child with DCD
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coordination brings efficient using of time. Therefore, normal
child completes the task faster than a child with DCD.

It is noteworthy that since the hole inserted through the peg is
determined by the examinee himself every time and the vertical
coordinates of the holes in the bottom two lines of the pegboard
are nearly the same as that of the box, the change of the gaze
point’s coordinate is not obvious if the peg is inserted into the
holes in the last two rows as shown in Fig. 7d. In fact, the last
two pegs of DCD child are inserted into the holes in the last two
rows. Fortunately, the changes of eye gaze’s horizontal coordinate
are unaffected, because the box and the board are placed on differ-
ent sides and there is an obvious difference in their horizontal coor-
dinates which can be used for quantitative analysis.

The correlation coefficient between the movements of eyes and
hand is calculated using the following formula to give a quantitative
illustration

R(x, y) = Cov(x, y)��������������������
Cov(x, x)Cov(y, y)

√ , (6)

where Cov(x, y) is the covariance matrix of the matrix consisted of
x and y. The larger the absolute value of R(x, y) is, the higher
correlation of x and y is. A negative value of R(x, y) means negative
correlation and a positive value is a positive correlation. The
ith DCD and the other without DCD)
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Table 3 Visual movement speed and hand movement speed of the two
groups

TP group,
mean ± SD

R&D group,
mean ±SD

time to complete the task, s 25 ± 4.14 26.57 ± 4.24
visual movement speed, pixels/frame 0.229 ± 0.072 0.182 ± 0.080
hand movement speed, pixels/frame 0.195 ± 0.044 0.195 ± 0.056
correlation between eye gaze position and thumb tip position is
given in Table 2.

The absolute value of correlation coefficient of DCD child is
larger than that of the normal child. Since there is a time difference
between these two sets data of normal child on the basis of the fact
that his eyes move earlier than his hand. At the same time, we notice
that the correlation coefficient of the normal child’s vertical coord-
inate is negative, which is due to the time difference causing that the
trough of eye gaze curve is exactly right at the same moment with
the peak of the thumb curve. So it seems that the vertical coordi-
nates of eye gaze and the thumb tip of the normal child are negative-
ly related.

To quantitatively analyse the different behaviours between DCD
and normal children, the time difference of the eye gaze and hand
movements is evaluated by the number of frames that eye gaze
moves in advanced of the thumb as shown in formula (7)

NTD = argmax
i

∑n
t=1

R(g(t), h(t + i))

( )
, (7)

where NTD means the number of frames that eye gaze moves in
advance of the thumb, n is the number of the total frames observed,
R(x, y) is the correlation coefficient of x and y which is defined in
formula (6). g(t) and h(t) are the horizontal positions of the gaze
point and thumb tip, respectively. The changes of correlation coef-
ficient over the number of frames are shown in Fig. 8.

As can be seen from Fig. 8, the number of frames that eye gaze
moves ahead of the thumb is the horizontal coordinate of the point
which has the largest correction coefficient on the curve. So for the
child with DCD, NDCD

TD = 1, and for the normal child, Nnormal
TD = 4.

The exact values of time difference can be calculated using
formula (8)

t = 1

f
× NTD, (8)
Table 2 Correlation coefficient of eye gaze position and thumb tip
position

Child with DCD Normal child

correlation of horizontal coordinate 0.6171 0.3091
correlation of vertical coordinate 0.2589 −0.0720

Fig. 8 Changes of correlation coefficient over the number of frames

This is an open access article published by the IET under the Creative
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where f is the sampling rate of Kinect and f = 30 Hz.
So, tDCD = 33 ms and tnormal = 133 ms.

4.3 Activity-based outcomes

To further analyse the data and give a statistical conclusion, the
visual movement speed and the hand movement speed of every par-
ticipant are calculated as follows:

Sk =
∑

t=1 Vt+1

N
, (Vt+1 . Th). (9)

In the formula (9), Sk means the visual movement speed
or hand movement speed of the k-th participant. Vt+1 =����������������������������
(xt+1 − xt)

2 + (yt+1 − yt)
2

√
is the instantaneous speed of the

(t + 1)-th frame. (xt , yt), (xt+1, yt+1) are the coordinate positions of
eye gaze or thumb point in the tth frame and (t + 1)th frame, respect-
ively. Actually, the movement of the hand or eye gaze between
most two frames is tiny. The value of the instantaneous speed
of such two frames exactly capturing the moment that hand
or eye gaze shifts between box and board is larger, which is mean-
ingful to us. So, a threshold presented by Th is set to reserve the
larger instantaneous speed and discard the smaller values. N is
the total number of the instantaneous speed which is larger than
Th. Here, Th = 0.1, which is counted from the statistics histogram.
The statistics result of two groups’ visual and hand movement
speed is shown in Table 3.

As shown in Table 3, TP Group completes the task 1.57 seconds
faster than the R&D group on average. But, the hand movement
speed of those two groups is nearly the same, which indicates
that children with DCD or at risk have the same flexible fingers
as the typically developing children. Whereas, there is a significant
difference on the visual movement speed of these two groups. The
visual movement speed of the R&D group is 0.047 pixel/frame
slower than that of the TP group. Furthermore, we find that TP
group’s eyes move 0.034 pixel/frame faster than their hands. As
for R&D group, their eyes move a little bit slower than their
hand. Compared with typical developing peers, children with
DCD or at risk are lack of flexible eyes’ movement which
coordinates with the hand movement. This result is consistent
with the study that there is some difference in the brain structure
and function of children with DCD compared with the typically
developing children [22], which affects the anticipatory planning
and reduces the flexibility of some movement skills.

5 Conclusions

In summary, a markerless digitalised visual-motor integrated
system is proposed to quantitatively analyse the coordination of
eyes and hand movements of children with DCD in the fine
motor tasks. The proposed system consists of an eye-tracker captur-
ing the eye gaze of the subject and a Kinect obtaining the hand
movements of the subject. The eye gaze position after distortion
correction is matched into the colour picture from Kinect using a
fusion algorithm. Then the key points of the hand are detected
with OpenPose in the fusion images and thus the eye gaze point
and the key points of the hand are integrated into an identical
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.org/

J. Eng., 2018, Vol. 2018, Iss. 2, pp. 123–129
doi: 10.1049/joe.2017.0405



coordinate system for further analysis. The proposed system is used
to monitor the behaviours of children in the fine task of placing
pegs. The correlation coefficient of eye gaze position and thumb
tip position is calculated to explore the pattern of visual-motor
coordination. There is a conclusion derived from the current data
that the visual movement speed of the children with DCD or
at risk is 0.047 pixel/frame slower than that of the typical develop-
ing children to focus on the target of interest while their hand move-
ment speed is almost the same, which gives us a new understanding
of the DCD mechanism. Children with DCD look clumsy not
because of the slow action of hands, but because they cannot
capture and track the target flexibly (shown in the eyes). By the
way, the proposed system cannot apply to children who wear
glasses due to the head-mounted eye-tracker.
In the future, a more robust fusion algorithm will be developed to

improve the matching accuracy. Also, more children will be invited
to participate in the experiments and a statistical conclusion will be
made, which needs the help of our collaborators because children
with DCD are few. In addition, the proposed system is also mean-
ingful for the monitoring of other diseases related to visual-motor
coordination.
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