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of self-organized behaviours in swarms
of differential-traction wheeled
mobile robots
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Abstract
This article proposes three control algorithms for the emergence of self-organized behaviours, including aggregation,
flocking and rendezvous, in swarm robotics systems. The proposed control algorithms are based on a local polar
coordinates’ control law available in the literature for posture regulation; this law is adapted to work in a self-organized
robotic swarm using distance and bearing as coupling information. Therefore, the robots only need to know the radial
distance and orientation to the goal; additionally, the three algorithms are based on self-organization, eliminating the need
for a preset coupling topology among the robots. In particular, the flocking algorithm has a first stage for topology
creation, while the rendezvous and aggregation algorithms change the topology on every iteration depending on the local
interactions of the robots. The effectiveness of the algorithms was evaluated through numerical simulations of swarms of
up to 100 differential traction wheeled mobile robots.
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Introduction

Current trends, inspired by the observation of the interac-

tion of social organisms, such as bees, ants and fish, include

the implementation of groups to solve tasks in a collective

fashion. Many benefits of robotic group implementations

have been reported in the literature. The principal advan-

tages of working in groups instead of as individuals for

problem solving are summarized below1:

� Ability/capacity: A single individual may have lim-

ited or insufficient capacities to perform tasks alone,

especially if tasks are composed of complex sub-

tasks, for example, heavy lifting and simultaneous

work in different spaces.

� Efficiency: Working in groups allows for tasks to be

fulfil faster as well as more effectively and effi-

ciently than by a single individual, particularly if

tasks involve constant workspace displacement.
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� Redundancy and fault tolerance: Redundancy is the

ability of the group to fulfil (totally or partially) the

tasks of one group member, assuming the member

alone cannot complete the task. This characteristic

allows a group to continue working even when some

members are lost due to internal failures or by exter-

nal forces.

� Cost: Due to task division, each group member can

be constructed with more inexpensive parts, thanks

to the limited characteristics needed instead of a

single individual performing a complex task alone.

Swarm robotics is an approach of multi-robot systems

inspired by the behaviour of social organisms, such as bac-

teria cultures, ant colonies, bee swarms and bird flocks.2

The principal objective of this system is to coordinate a

group of robots with limited individual characteristics in

such way that collective behaviours emerge, to conjointly

perform complex tasks.3 For this purpose, robots depend on

the interaction with other members of the group in a nearby

area, because typically, these robots have short-range com-

munication modules. The characteristics that define a

robotic swarm include the following4:

� Robustness: the ability of the group to fulfil the task

collectively in the presence of failures of some

swarm members.

� Scalability: the capability of the group to complete

their tasks indistinctly of the number of members in

the swarm.

� Flexibility: the adaptation of the robotic swarm to

address environment changes.

In the literature, different control strategies are found to

generate collective behaviours in multi-robot systems: for

example, the emergence of rendezvous using graph theory

with fixed coupling among robots is one such strategy.5,6

On the other hand, it was shown that adaptive control with

output feedback produces the same collective behaviour7;

even more, rendezvous can be achieved with an event-

triggered control.8

In the flocking case, some works applied graph the-

ory,9,10 while others were based on a predictive model

control scheme.11,12

Ultimately, aggregation was treated using commutation

techniques for groups consisting of multiple function

nodes, imitating the behaviour of certain dopaminergic

neurons.13 In other works, the authors preferred to solve

the aggregation problem using probabilistic finite state

machines,14,15 and another paper employed virtual physical

forces for the emergence of aggregation.16 Based on the

different literature reported on collective behaviours for

multi-robot systems, the objective of this work consists of

the present three control algorithms, as well as the numer-

ical simulation results of their implementation on robotic

swarms of up to 100 differential traction wheeled mobile

robots (WMRs) for the emergence of the following three

particular collective behaviours: aggregation, flocking and

rendezvous.

Nevertheless, all of the collective behaviours reported in

this work emerge due to self-organization, a phenomenon

commonly found in nature, in which organisms achieve

common behaviours without the intervention of external

forces or the direct influence of a leader.17 Some examples

of the presence of auto-organization in nature include tissue

formation due to the union of distinct cells, pattern forma-

tion in desert dunes18 and labour division in social insect

colonies.19 The main advantages of the control algorithms

described in this work are as follows. (i) Unlike evolving

techniques, the implemented controllers represent low com-

putational cost. (ii) The inputs needed for the controllers are

distance and orientation to other robots or special landmarks

on a robot local frame, making them ideal for implementa-

tion using ranging sensors and beacons, without the need to

use global framework measurement or state observers on

the controller. (iii) Unlike in graph-theory-based tech-

niques, a self-organized swarm does not need the robots

to have preset IDs nor previous knowledge of the number

of robots in the swarm to establish the interactions.

The remainder of the article is organized as follows. In

the second section, the definitions of preliminary concepts

involved with the kinematics of a single WMR, including

the control law for posture regulation for a desired posture

input, are presented. In the third section, the proposed con-

trol algorithms for the emergence of aggregation, flocking

and rendezvous are described. Later, fourth section pre-

sents the numerical simulation results of the three control

algorithms; finally, in the fifth section, conclusions and

future work are stated.

Preliminaries

For the purpose of this work, every robot of the swarm is

represented by a WMR. The simplest model of a WMR is

the unicycle, corresponding to a single upright wheel, roll-

ing in a plane20 (see Figure 1). With generalized coordi-

nates q ¼ ðq1; q2; q3Þ ¼ ðx; y; qÞ, the corresponding

kinematic model is described by the following equation

ω

v

θ

x

y

z

Figure 1. Simplest representation of the unicycle mobile robot.
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in which v and ! represent the linear and angular velocities

of the unicycle WMR, respectively.

For the purpose of driving the WMR to a desired posi-

tion qd ¼ ðxd ; ydÞ, without loss of generality and consider-

ing the desired position as the origin, namely, qd ¼ ð0; 0Þ,
we applied the next set of polar coordinates

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
g ¼ ATAN2ðy; xÞ � qþ p
d ¼ g þ q

ð2Þ

where r is the distance of the robot position (x; y) to its

desired position (xd ; yd), g represents the orientation error

angle measured from the robot main axis to the pointing

vector from (x; y) to (xd ; yd) and d is the orientation with

respect to the desired position frame point (see Figure 2). In

the new coordinates, the kinematic model (1) becomes

_r ¼ v cosðgÞ

_g ¼ v
sinðgÞ
r
� !

_d ¼ v
sinðgÞ
r

ð3Þ

In this work, the following control law in polar coordi-

nates that guarantees asymptotic posture regulation20,21 is

employed

v ¼ k1r cosg

! ¼ k2g þ k1

sing cosg
g

ðg � k3dÞ ð4Þ

with gains k1; k2; and k3 2 Rþ.

The transformation of the controller (4) to polar coordi-

nates entails the existence of a discontinuity, since g and d

angles are not defined for r ¼ 0. Due to this restriction, the

controller is modified using a switching strategy, similar to

the strategy used in the study by Aranda-Bricaire et al.22

Without loss of generality, the posture regulation of the

WMR to the origin of the framework with a desired orien-

tation qd is obtained with the next control law

v

!

� �
¼

k1r cosg

k2g þ k2

sing cosg
g

ðg � k3dÞ

2
64

3
75 if r > e

0

k3ðqd � modðq; 2pÞÞ

" #
otherwise

8>>>>>>><
>>>>>>>:

ð5Þ

in which 0 < e < 1 corresponds to the regulation precision

threshold, and mod represents the module operation.

For WMR implementation purposes, a differential trac-

tion structure is employed, which corresponds to the kine-

matics of a unicycle robot with simplest construction and

control. This WMR model is controlled through the mod-

ulation of the angular velocities of its actuated wheels (see

Figure 3). If the control law (4) is used to regulate the

posture of a WMR with differential traction, it is necessary

to calculate the angular velocities of its left and right

wheels, !l and !r, respectively. This calculation can be

achieved from the linear and angular velocities of the robot,

the radius r of its wheels and the distance d between them

using the following transformation

!l ¼
v� d

2

� �
!

r
; !r ¼

vþ d

2

� �
!

r
ð6Þ

Self-organized collective behaviours

This section describes the following three collective beha-

viours generated in this work: aggregation, flocking and

rendezvous, as well as the corresponding control strategies.
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ρ

Figure 2. Representation of the unicycle WMR framework in
polar coordinates. WMR: wheeled mobile robot.

ωr

ωl

x

y

Figure 3. Differential traction WMR. This robot is controlled
through the angular velocities of its actuated wheels. WMR:
wheeled mobile robot.

Martı́nez-Clark et al. 3



Aggregation

Aggregation is a collective behaviour frequently observed

in natural organisms, ranging from bacteria to social

insects, such as bees, termites and cockroaches as well as

in various mammals.23 Aggregation helps organisms avoid

predators, endure hostile environments and reproduce.24

This behaviour emerges in two different ways. First, the

behaviour can be guided by the ambient conditions; for

instance, organisms gather in environment zones with pro-

pitious characteristics such as temperature, humidity or

resource availability. Second, this behaviour can emerge

in homogeneous environments without special zones; in

this case, the aggregation is a product solely of the inter-

actions among the members of the group.25 Concerning

robotic swarms, the objective of aggregation (Figure 4) is

to group an originally scattered set of robots in a particular

environment zone.4 This basic behaviour is fundamental

because it allows the robots to get close in such a way that

more interactions exist, producing more complex collec-

tive behaviours.26 The principal approaches for the emer-

gence of this behaviour reported in the literature include

artificial evolution, probabilistic algorithms and artificial

potential fields.27

In this work, the last approach is used to achieve aggre-

gation in a robotic swarm. The strategy consists of driving

every robot to the centroid of a triangle formed by its posi-

tion, the position of the closest robot to it and the robot

corresponding to the farthest robot in its sensing area (see

Figure 5). To accomplish this task, every robot behaves

according to Algorithm 1.

It is important to establish that the efficiency of this

strategy resides in the communication radius of each

robot, which, if too small, can induce the formation of

different scattered groups and even isolate some robots

from the groups. To avoid this issue, some algorithms use

external signals, which allow the robots to detect special

aggregation areas.28

Flocking

Flocking is often present in nature, for example, in birds, fish

and animals flock. Decades ago, scientists of different

disciplines, including animal behaviour, physics, social

sciences and computational sciences, have dedicated them-

selves to study the emergence of this collective behaviour.29

This behaviour is characterized by a fluent movement of the

whole group, due to individual actions of every member of

the group (Figure 6). Reynolds30 proposed a set of basic

rules for local interaction between elements of the group

with the purpose of coordinating their movements, eventu-

ally known as the Reynolds rules31:

(a)

(b)

(c)

(d)

Figure 4. Aggregation of a robotic swarm: (a) first, all the robots
are scattered; (b) next a strategy is implemented to select a zone
to gather; (c) depending on the strategy, a single group can be
formed or (d) may form several groups, including isolated robots.

Algorithm 1: Self-organized aggregation procedure

procedure FOR THE i�TH ROBOT:
2: loop:

Calculate distance to all robots in range
4: dprox  distance to nearest robot

df ar  distance to f arthest robot

6: xd ¼
xi þ xprox þ xf ar

3

yd ¼
yi þ yprox þ yf ar

3
8: calculate !l and !r with equations (5) and (6)
go to loop.
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� Cohesion: the elements of the swarm should stay

together.

� Alignment: the elements should match their speeds.

� Separation: the elements in the swarm should avoid

collision.

As an application example, flocking was achieved, com-

bining the Reynolds rules with a spiral search algorithm,

based on the behaviour of hunting hawks, for a swarm of

autonomous underwater vehicles with searching purposes.32

On the other hand, Tanner et al. studied the stability in a

swarm formed by agents with double integrator dynamics, in

which every agent is controlled in a way that all the agents

move with a common velocity while maintaining a specific

distance among them using two different approaches: fixed

coupling topologies33 and time-varying topologies.34

To generate this collective behaviour in a robotic

swarm, we propose that WMRs move like a platoon, dis-

playing a chain pattern while following a specific trajec-

tory. To achieve flocking, the concept of n-trailer is used, in

which a robot drags an arbitrary number of trailers repre-

sented with more WMRs.35 In this case, we identify the

following two different control objectives: one for the first

robot, which follows the desired trajectory, and one for the

follower robots, which try to regulate their positions to an

anchor point located at a distance ‘ behind another robot

(see Figure 7). This point represents the anchorage between

the truck and the trailer.

For the first robot in the platoon, the posture regulation

controller (5) is used, in which, the desired position

qdðtÞ ¼
�

xdðtÞ; ydðtÞ
�

is calculated as a series of desired

points in the plane in such a way that they represent a spe-

cific trajectory. Therefore, the desired position of this WMR

is calculated with a time-varying function of this type

xd1ðtÞ ¼ f ðx; y; tÞ; yd1ðtÞ ¼ f ðx; y; tÞ ð7Þ

The path generator must satisfy the non-holonomic con-

straint in the WMR. For the follower robots, the posture reg-

ulation controller (5) is used to drive the robots to their anchor

point. In this case, the desired position for the ith WMR

applied at the input of its controller is selected as follows

xdi ¼ xi�1 þ ‘ sin qi�1 �
p
2

0
@

1
A

ydi ¼ yi�1 � ‘ cos qi�1 �
p
2

0
@

1
A

ð8Þ

i

Centroid

Nearest to i

Farthest to i

Figure 5. The ith robot tries to reach the position of the centroid
in the figure formed between its position and those of the nearest
and farthest robots to it.

(a)

(b)

(c)

(d)

Figure 6. n-Trailer flocking. (a) Robots need to order themselves
to display the desired formation. (b) The robot is designated with
id ¼ 1 and tries to follow the desired trajectory while the rest of
the robots tries to align behind the other robot. (c) Robot 1
follows the trajectory, while the other robots continue aligning
themselves until (d) each robot is at a distance ‘ to another robot.
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It is worth to mentioning that, for the self-organization

of the swarm, all robots have both behaviours programmed,

and it is up to the group to select the robot that will follow

the desired trajectory. For this purpose, every WMR

executes Algorithm 2, based on equations (7) and (8).

Rendezvous

In a robotic swarm acting in a finite environment, there may

exist some in which these robots must gather in a determined

spot; this behaviour is known as rendezvous (Figure 8). This

collective behaviour can be the first step of pattern forma-

tion, or this spot can be used as a recharging or maintenance

station, also, it can be used to start complex behaviours such

as collective transportation .36 In the literature, different def-

initions of rendezvous are reported; however, in this work, it

is considered as the task to simultaneously gather a group of

robots in a previously known (or negotiated) place in the

workspace.37,38 If tsi represents the settling time of the ith

robot, a swarm of N robots achieves rendezvous if the fol-

lowing is true

ts1 ¼ ts2 ¼ . . . ¼ tsN ¼ t rdvz

if ðxdi
; ydi
Þ ¼ ðx rdvz; y rdvzÞ; with i ¼ 1; 2; ::;N

ð9Þ

It is possible to apply different control strategies to

achieve this objective. For example, in the literature, works

show that rendezvous is achieved by applying a series of

advance and stop movements on the robots until they

gather.39,40 In this work, the proposed strategy consists of

amplifying and attenuating the linear and angular velocities

of the regulation controller (5) with variable gain, which is

a function of the distance from the robots to the rendezvous

point. Thus, we assume that the WMR moves in a finite

workspace in which the distance from any robot to the

rendezvous point is bounded by rmax. Taking as an objec-

tive the simultaneous arrival of robots i and j to a rendez-

vous point, the variable gain K rdvzi
of robot i is obtained as

K rdvzi
¼ 1þ

rri
� rrj

maxðrri
; rrj
Þ

 !
ð10Þ

Algorithm 2: Self-organized flocking

procedure FOR EACH ROBOT:
2: Calculate distance to starting point of trajectory

Compare dist: to the start of traj:with other robots
4: robotid  sort robots from nearest the start of traj:

loop:
6: if robotid ¼ 1 then

xdðtÞ  depends on trajectory
8: ydðtÞ  depends on trajectory

else
10: xdid

ðtÞ ¼ xdid�1
ðtÞ þ ‘ sinðqid�1 � pÞ

ydid
ðtÞ ¼ ydid�1

ðtÞ þ ‘ cosðqid�1 � pÞ
12: calculate !l and !r with equations (5) and (6)

go to loop.

(a)
t = t0

t = t0 + Δt

t = t0 + nΔt

(b)

(c)

(d)
t = t0 + (n + 1)Δt

Figure 8. Rendezvous of a robotic swarm. (a) A group of scat-
tered robots try to regulate their position to a previously known
rendezvous zone. (b) The farthest robots come closer to the zone
faster, while robots closest to the rendezvous zone decelerate,
waiting for the others. (c) In an arbitrary time step, all robots lie
outside the border of the rendezvous zone, while in the next time
step, (d) all robots cross the rendezvous zone border
simultaneously.

�

i

Figure 7. Coupling point of the iþ 1 robot, located at a distance
‘ behind robot i:
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in which rri
and rrj

represent the distance of robots i and j

to the rendezvous point, correspondingly. In this manner,

the controller (5) is modified as follows

vi

!i

� �
¼

K rdvzi

k1ri cosgi

k2giþ k2

singi cosgi

gi

ðgi� k3diÞ

2
64

3
75 if ri > e

0

k3ðqdi
�modðqi;2pÞÞ

" #
otherwise

8>>>>>>><
>>>>>>>:

ð11Þ

It can be observed in equation (10) that if robot i has a

greater distance to the rendezvous point than robot j, that

is rri
> rrj

, the velocities of robot i are amplified because

1 < K rdvzi
< 2. On the other hand, if rri

< rrj
, the velo-

cities of robot i are attenuated with a gain 0 < K rdvzi
< 1.

With the purpose of achieve rendezvous in a swarm with

more than two WMRs, we propose to use a controller (11).

Therefore, for each time step, every robot computes the

distance to all robots in its sensing area and its gain (10)

with the closest robot stored as d prox if and only if the

average distance to the rendezvous point of the robot and

the closest robot to it is greater than a threshold distance

d lim > 0. Otherwise, the robot computes its gain (10) with

the farthest robot to it, labelled as d far. This threshold

distance was included to consider that the robots near to

the rendezvous zone have to wait for robots that are far

from the rendezvous zone. Thus, because of self-

organization in every iteration of the control algorithm,

the network topology can change because of the different

robots selected for gain calculation. This behaviour con-

siders that as many robots as possible will rendezvous

together. Therefore, each robot in the swarm behaves

according to Algorithm 3.

Numerical results

To assess the effectiveness of the proposed control algo-

rithms, numerical simulations on swarms of different

sizes were conducted to evaluate the scalability. For all

cases shown, the initial postures qið0Þ; i ¼ 1; :::N of the

robots were taken randomly within an 80 � 80 m2 work-

space without obstacles. For aggregation and rendez-

vous, the results shown for the swarm simulations with

5, 10, 15, . . . , 100 WMRs and for flocking are the

results of swarms containing 5 and 10 WMRs. In all

simulations, the WMRs have a limit velocity on their

wheels of 50 rad/s and are represented by robots with a

wheel radius of 20.5 mm and a distance between wheels

of 88.41 mm.

Aggregation

In this case, the algorithm was iterated 2000 times for each

robotic swarm with sampling period ts ¼ 0:22 s. Accord-

ing to Algorithm 1, each robot calculates its distance with

the other robots in its sensing range. In Figure 9(a), a

comparison of the initial average distances for each

robotic swarm is shown, while Figure 9(b) shows how the

average distance between robots diminished after execu-

tion of the algorithm.

Algorithm 3: Self-organized rendezvous

procedure FOR i�TH ROBOT:
2: loop:

Calculate distance to all robots in range
4: dprox  nearest robot
rri
 dist: between robot i and rendezvous point

6: rriprox
 dist: between dprox and rndz: point

8: if
rri
þrriprox

2 < dlim then
df ar  farthest robot
rriprox

 dist: between df ar and rndz: point

10: Krdvzi
¼ 1þ

rri
�rriprox

maxðrri
;rriprox

Þ

calculate !l and !r with equations (6) and (11)
12: go to loop.

Swarm size

[m
]
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(a)

Swarm size
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5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

[m
]

0

10

20

30

40

50

60

(b)

Figure 9. Results of aggregation. (a) Initial average distances of
the robots with a box plot. (b) Average distances of the robots
after 2000 aggregation algorithm iterations in all simulated
swarms.
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Due to the nature of the algorithm, some robots can be

isolated from the main aggregate (i.e. the group with more

robots), forming another aggregate with fewer elements. It

is difficult to delimit the area covered by the main aggre-

gate, thus the use of the average distances between all

robots is proposed as a threshold for belonging to main

aggregate. Therefore, a robot belongs to the main aggre-

gate if its average distance to the other WMRs is equal to

or less than the average distances of all robots. Figure 10

shows the percentage of WMRs that belong to the main

aggregate considering this metric. In the literature, differ-

ent metrics are used to evaluate aggregation algorithm

performance. In particular, the expected cluster size

(ECS) and total distance (TD) among robots are exam-

iend.14 ECS uses a threshold T close to determine robots in

the same cluster. Robots closer than T close are considered

neighbours. if dist ðRi;RjÞ denotes the distance of ith to jth

WMR, neighbourhood relationship is defined as

follows14:

NeighðRi;RjÞ ¼
1 if distðRi;RjÞ < T close

0 otherwise

�
ð12Þ

Using this neighbourhood, the size of a cluster can be

defined for each robot; namely, sizeðRiÞ denotes the num-

ber of robots that belongs to the ith robot cluster. With this

cluster size, the average of cluster sizes can be computed

for each robot in an n-robot swarm as follows

ECS ¼ 1

n

Xn

i¼1

size2ðRiÞ ð13Þ

The other metric included in this work is TD, which

measures the TD between each robot pair. This metric uses

negative distance to emphasize the high metric value for

better clustering. TD is defined as follows14

TD ¼ �
Xn

i¼1

Xn

j¼iþ1

distðRi;RjÞ ð14Þ

We can observe the estimated cluster size for each

simulated swarm size, considering T close ¼ 1 m, as

shown in Figure 11. At the beginning of the simulation,

all robots are scattered through the workspace, and the

cluster size is equal to one for each robot. After algo-

rithm execution, the cluster sizes are observed to grow

in each case.

On the other hand, regarding the spatial information,

Figure 12 shows the TD among robots for each swarm size.

It is worth mentioning that distance decreases with 2000

algorithm iterations.

Figure 13(a) shows the aggregation of a 10-WMR

swarm; in this case, the main aggregate contains 7 WMRs,

while 3 WMRs are scattered through the workspace. Two

scattered WMRs aggregate themselves close to the main

aggregate. On the other hand, Figure 13(b) shows that some

secondary aggregates formed around the main aggregate in

the 100-WMR swarm.

As an example, Figure 14 shows the average distance of

each WMR in the 10-WMR swarm of Figure 13(a), high-

lighting the average distances metric used to determine

whether a WMR belongs to the main aggregate.
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Figure 10. Percentage of robots belonging to the main aggregate
for different simulated swarms.
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Flocking

In flocking simulations, Algorithm 2 was iterated 2000

times with a sampling period of 0.22 s. The desired distance

between the WMRs was selected as 0.5 m. The desired

trajectories for the simulations are circular, and a Gerono’s

lemniscate with frequency of 2p=200 rad and radius of 20

m was used for 5- and 10-WMR swarms.

For the first simulation, Figure 15 shows the postures of

five WMRs at the beginning of the simulation and for

different time instants. The WMRs describe a circular tra-

jectory while maintaining a chain formation. Figure 16

shows the WMR postures at different time instants while

x [m]

y
 [

m
]

-40

-30

-20

-10

0

10

20

30

40

(a)

x [m]

y
 [

m
]

-40

-30

-20

-10

0

10

20

30

40

(b)

-40 -30 -20 -10 0 10 20 30 40

-40 -30 -20 -10 0 10 20 30 40
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and (b) 100 robots after execution of the aggregation algorithm.
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Figure 14. Average distances of 10 robots in the swarm over
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Figure 15. Different time instants for the flocking simulation of a
five-robot swarm tracking a circular trajectory. Postures corre-
spond to (a) initial, (b) t ¼ 9:65 s, (c) t ¼ 39:56 s and (d) t ¼ 139 s.
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tracking Gerono’s lemniscate trajectory. In both cases, the

red dashed line corresponds to the desired trajectory.

For the simulations corresponding to the 10-WMR

swarm, Figure 17 shows the behaviour of the WMRs

at different time instants while trying to flock in a cir-

cular trajectory. Figure 18 shows the corresponding pos-

tures for the same swarm pursuing Gerono’s lemniscate
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Figure 16. Postures of the five robots in the swarm tracking
Gerono’s lemniscate. Postures correspond to (a) t ¼ 0 s, (b)
t ¼ 11:84 s, (c) t ¼ 98:95 s and (d) t ¼ 177:73 s.
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Figure 17. Results of flocking in a 10-robot swarm in a circular
trajectory. Postures correspond to (a) initial, (b) t ¼ 14:50 s, (c)
t ¼ 48:56 s and (d) t ¼ 171:50 s.
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trajectory. As in previous figures, the desired trajectory

of the first WMR in the platoon is represented with the

red dashed line.

Figure 19 shows the trajectories of the robots in the

different simulations. As the number of robots increases,

it takes more time to make the selected formation because
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Figure 18. Swarm of 10 robots describing Gerono’s lemniscate
while moving like a platoon. Postures correspond to (a) t ¼ 0 s,
(b) t ¼ 65:54 s, (c) t ¼ 163:82:45 s and (d) t ¼ 227:45 s.
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Figure 19. Trajectories described for the robots flocking in the
four simulations. (a) Five-robot swarm with circular trajectory, (b)
Gerono’s lemniscate trajectory and the 10-robot swarm, (c) cir-
cular and (d) Gerono’s lemniscate.
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the platoon formation forces some robots to wait and do

extra movements to solve the non-holonomic constraints

inherent to the unicycle WMR.

Rendezvous

For this case, the rendezvous algorithm was iterated 2000

times for each robotic swarm. It is worth highlighting that

the rendezvous point changed to a rendezvous zone, in

which the robots are considered gathered, with a radius

of 5 m centred on the desired rendezvous point. For all

cases, this point is previously known for the robots and was

selected randomly within the workspace. Figure 20 shows

the time needed to rendezvous all the robots, meaning all

the robots are in the rendezvous zone.

As an example, Figure 21 shows the behaviour of the

WMRs in a 10-WMR swarm when they are about to ren-

dezvous around 403.9 s, corresponding to 1836 iterations of

the rendezvous algorithm with a sampling period of 0.22 s.

The initial postures for the 100-WMR swarm are shown

in Figure 22. The time needed to rendezvous this swarm

was 256.3 s, as seen in Figure 20 and corroborated with the

position errors of Figure 23. Notice how the distance errors

er of all the WMRs simultaneously cross the red dashed

line corresponding to the radius of the rendezvous zone.

Conclusions

In this work, using a posture regulation controller found in

the literature, three control algorithms were developed for

the emergence of self-organized collective behaviours in a

robotic swarm. The proposed algorithms are based on polar

coordinates; therefore, the robots share only distance and

bearing to special neighbouring landmarks. None of the

algorithms need a preset static coupling topology due to

self-organization strategies. Future work includes imple-

mentation on real robotic swarms and examining the imple-

mentation feasibility in the design process of the

algorithms. The algorithm simplicity in all the cases is

found in the use of distances and orientations to other

robots or special landmarks; therefore, implementation is

intended to be achieved using ranging sensors and beacons.
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Figure 21. Postures of the robots around the rendezvous zone
(delimited with the red circle) at (a) t ¼ 402:38 s, (b) t ¼ 403:70 s
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None of the proposed algorithms need position calculation

in the global framework. The control algorithms were eval-

uated through numerical simulations on swarms up to 100

WMRs, selected for illustration purposes, in order to prove

scalability. Future work will find a bound on the number of

robots that can be controlled at once. Additionally, none of

the proposed algorithms consider collision avoidance; thus

future work will implement a strategy to avoid collisions

between robots. In the aggregation algorithms, the results

show it is not feasible in every case to aggregate all the

robots in a single group; although, robots outside the group

considerably decreased their average distance to other

robots. In some cases, more than one group emerged. The

implemented flocking strategy is not unique, because dif-

ferent formations can be obtained by changing the position

of the anchor point. In that sense, the formation pattern can

be changed to emulate the pattern displayed by migrating

flocks or to represent schools of fish. From the numeric

results, we conclude that the size of the swarm and the

complexity of the trajectory are fundamental for the posi-

tion allocation of robots because a contradiction may arise

from the platoon length and the desired trajectory. In the

rendezvous task, we considered that all the robots have to

arrive to the rendezvous point simultaneously; however, it

is more practical to consider the idea of a rendezvous area

in which all robots are gathered. For all swarm sizes simu-

lated, a practically simultaneous arrival of robots was

achieved at the border of the rendezvous zone.
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