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Abstract
The transient storage model is a popular tool for modelling solute transport along rivers. Its use requires values for the 
velocity and shear flow dispersion coefficient in the main channel of the river together with two exchange rates between 
the main channel and transient storage zones, which surround the main channel. Currently, there is insufficient knowledge 
to enable these parameters to be predicted from the type of hydraulic variables that may typically be available. Hence, 
recourse is made to tracer experiments, which provide temporal solute concentration profiles that can be used to estimate 
the parameters by optimizing model output to observations. The paper explores the sensitivity of such parameters to the 
spatial and temporal resolutions used in the optimization of the model. Data from 25 tracer experiments covering a river flow 
rate range of 300–2250 L/s in a single reach of the river Brock in north-west England were used. The shear flow dispersion 
coefficient was found to be the most sensitive parameter; the velocity was found to be the least sensitive parameter. When 
averaged over all the experiments, mean percentage differences in parameter values between a coarse resolution case and a 
fine resolution case were of the order of 2% for the velocity, 70% for the shear flow dispersion coefficient and 30% and 20% 
for the two exchange rates. Since the shear flow dispersion coefficient was found to be small, both in numerical terms and in 
comparison with an estimate of the total dispersion in the reach, it is suggested that it may be viable to omit the shear flow 
dispersion term from the model.
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Introduction

Probably the most reliable method of quantifying transport 
and mixing mechanisms in rivers is to undertake an in situ 
tracer experiment. Most often this entails the instantaneous 
release of a tracer followed by the measurement of tempo-
ral solute concentration profiles at one or more locations 
downstream of the release point. Assuming that the profiles 
are of good quality, i.e. the entire profile is captured at a suf-
ficiently high temporal resolution, several methods are avail-
able for analysing the data in order to estimate parameters 
such as the cross-sectional average longitudinal velocity and 

the longitudinal dispersion coefficient. These methods range 
from the very simple (e.g. analysing just the evolution of the 
peak of the profile) to the more complex (e.g. optimizing the 
output of a mathematical model of the physical transport 
processes to all or part of the completely observed profile). 
Generally, there is a trade-off between a quick, easy analysis 
of the data and a slower, more sophisticated analysis. It is 
generally believed that the extra time and effort devoted to 
the latter is worthwhile because a more encompassing use 
of the data is more likely to yield reliable information than a 
simple one. Hence, the majority of studies undertaken since 
the turn of the century (e.g. Gooseff et al. 2003b; Marion 
et al. 2008; Briggs et al. 2009; Liao and Cirpka 2011) have 
focused on estimating transport and mixing parameters by 
optimizing one or more variants of the transient storage 
model (TSM). However, except for a few studies concern-
ing parameter identifiability and uncertainty (e.g. Wagner 
and Harvey 1997; Wagener et al. 2002; Worman and Wach-
niew 2007; Kelleher et al. 2013; Zaramella et al. 2016), the 
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reliability of the information so obtained is rarely assessed, 
yet alone considered.

In this paper, we consider one issue that has the poten-
tial to introduce significant errors into the results obtained 
when optimizing the TSM. The model consists of a pair of 
differential equations describing the transport of a conserva-
tive solute and contains four parameters that quantify the 
physical processes of: advection and shear flow dispersion 
in the main channel of the river; and two-way exchange of 
solute between the main channel and storage zones, which 
are located at the banks of, and in the bed of, the main chan-
nel. Application of the model entails two components: the 
numerical solution of the differential equations and the opti-
mization of the model output to tracer data, thus obtaining 
estimates of the four parameters. This pair of operations 
is repeated many times until the parameter optimization 
converges.

There are several sources of error in this procedure among 
which three are particularly notable: those stemming from 
the numerical solution of the model equations; those stem-
ming from convergence issues in the optimization; and those 
stemming from imperfections in the tracer data. This paper 
considers the first of these and focuses on the impact of 
spatial and temporal resolution issues in the numerical solu-
tion of the model equations. The paper extends some earlier 
work on this issue (Wallis et al. 2013; Wallis and Manson 
2018). The aims of the work are to demonstrate that opti-
mized parameter values are dependent on model resolution 
and to quantify the potential magnitude of resultant errors 
in the parameter estimates.

Methodology

Modelling

The TSM consists of the following two equations which 
describe the transport of a conservative solute along a river 
that consists of a main channel that is surrounded by stor-
age zones:

Here, c is the cross-sectional average solute concentra-
tion, s is the solute concentration in the storage zones, UTS 
is the cross-sectional average flow velocity in the main chan-
nel, DTS is the shear flow dispersion coefficient in the main 
channel, k1 and k2 are exchange rates between the main chan-
nel and the storage zones (k2 = (A/As)k1 where A and As are 

(1)

�c(x, t)

�t
+ UTS

�c(x, t)

�x
= DTS

�
2c(x, t)

�x2
+ k1(s(x, t) − c(x, t))

(2)
�s(x, t)

�t
= − k2(s(x, t) − c(x, t))

the cross-sectional areas of the main channel and storage 
zones, respectively), x is the longitudinal co-ordinate direc-
tion, and t is time. Equation (1) represents solute transport 
in the main river channel, including advection, shear flow 
dispersion and the effect of transient storage, whilst Eq. (2) 
represents a dynamic mass balance of solute in the storage 
zones. In these equations, a first-order exchange mechanism 
is used to describe the transport of solute between the main 
channel and the storage zones (and back again). The origins 
of the model can be traced back to the 1960s (e.g. Thackston 
and Krenkel 1967), but the model didn’t became popular 
until the 1980s and 1990s (e.g. Bencala and Walters 1983; 
Runkel and Chapra 1993; Wagner and Harvey 1997; Runkel 
1998). More recently, it has become the standard approach, 
either in its original form or in later modified forms, for 
many studies of solute transport in rivers (e.g. Wagener 
et al. 2002; Gooseff et al. 2003a, b; Worman and Wachniew 
2007; Marion et al. 2008; Briggs et al. 2009; Liao and Cir-
pka 2011; Kelleher et al. 2013; Zaramella et al. 2016).

When applied to a river reach, the model simulates the 
temporal solute concentration profile at the downstream 
boundary of the reach using specified values of the four 
(spatially and temporally constant) parameters UTS, DTS, k1 
and k2 and using an upstream boundary condition provided 
by an observed upstream temporal solute concentration pro-
file. A zero dispersive flux downstream boundary condition 
is usually used together with an initial condition of zero 
solute concentration throughout the reach. In this study, the 
numerical solution of the differential equations was achieved 
using a semi-Lagrangian, finite volume scheme. In Eq. 1, 
advection was simulated using the method of character-
istics, which locates the appropriate spatial location from 
which information is used to calculate an unknown solute 
concentration, together with spatial interpolation of a cumu-
lative solute mass function. Dispersion was computed using 
backward implicit finite differences in time and central dif-
ferences in space, whilst transient storage was computed 
using a backward implicit temporal update. Equation 2 was 
also computed using a backward implicit temporal update. 
Further details are provided in Manson et al. (2001) and in 
earlier work cited therein.

Tracer data

The data used in this study were collected in the mid-1980s 
as part of a NERC-funded project undertaken by Lancaster 
University, UK. Data from 25 experiments undertaken in a 
short reach of the river Brock in north-west England were 
used. Each experiment consisted of the release of a known 
mass of Rhodamine WT followed by the measurement of 
temporal tracer concentration profiles at two longitudinal 
sites using microcomputer controlled data acquisition sys-
tems. The tracer was released using a pump-fed, laterally 
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distributed injection system that delivered tracer evenly over 
the width of the river. This was located about 40 channel 
widths upstream of the experimental reach. Consideration of 
likely transverse mixing rates and the analysis in Rutherford 
(1994) suggests that the tracer would have been well mixed 
in the experimental reach for most of the river flow rates 
encountered. The worst cases are the low river flow rates for 
which an initial mixing distance of about 60 channel widths 
would have been required for a centre-line injection. For 
these experiments, this would have been reduced by the lat-
erally distributed injection. Wallis et al. (1987) give further 
details of the data collection system, and Wallis and Manson 
(2018) give details on the recent extraction of the data from 
the original logged files that were archived in the 1980s.

The study reach (length 128 m; mean width 8.5 m; slope 
0.006) consisted of a straight channel containing one major 
pool-riffle structure and with bed material of medium cob-
bles (Wallis et al. 1989). River flow rates, which were in the 
range of 300–2200 L/s, were evaluated from the tracer data 
using dilution gauging. They agreed closely with observa-
tions from a nearby water authority operated flow gauging 
weir (Wallis et al. 1987). Data were recorded at a fixed sam-
pling interval of 15 s. Consequently, the tracer profiles were 
described by between 50 and 150 data points with the lowest 
resolution occurring at the upstream site at the highest flow 
rate and the highest resolution occurring at the downstream 
site at the lowest flow rate.

Prior to use the upstream data of each experiment was 
scaled (by the ratio of upstream to downstream concentra-
tion profile areas) to remove any effect from lateral inflow, 
non-conservative behaviour of tracer or calibration errors. 
Generally, this was not a major issue with the mean down-
stream to upstream concentration profile area ratio being 
0.985 (± 0.052). This also suggests that, in general, the tracer 
was well mixed in all the experiments.

Optimization

For each experiment, the four model parameters (UTS, DTS, 
k1 and k2) were estimated by optimizing the fit of the tempo-
ral solute concentration profile simulated by the TSM to that 
observed at the downstream end of the reach. The observed 
upstream temporal solute concentration from the same 
experiment provided the upstream boundary condition. Opti-
mization was achieved by minimizing the sum of squared 
residuals using a modified Levenberg–Marquardt algorithm 
(Press et al. 1992) as summarized in Manson et al. (2016). 
This follows common practice, but the possibility that other 
objective function formulations may have an impact on opti-
mized parameter values is worthy of consideration.

The influence of model resolution was investigated by 
undertaking the optimization for the following cases: space 
steps of 0.64, 1.28, 2.56 and 5.12 m all with a time step of 

15 s; time steps of 7.5, 15 and 30 s all with a space step of 
1.28 m. The choice of space steps was based on an arbitrary 
decision to initially divide the reach into 100 space steps, 
followed by obvious lower and higher resolutions. As noted 
below, the spatial resolution of the reach is rather less impor-
tant than the spatial resolution of the solute cloud being 
modelled. Fewer time step cases then space step cases were 
considered because whilst it is easy to change the space step, 
changes to the time step require changes to the upstream 
boundary condition. An increase in time step is relatively 
easy to accommodate because data can be omitted from the 
observed solute concentration profile (assuming this leaves 
sufficient data to adequately represent the shape of the origi-
nal profile), but a reduction in time step requires data to be 
interpolated between observed values. This is difficult to 
do reliably, particularly in regions of high curvature such 
as around the peak and around the initial rise of the profile 
above the background signal. Hence, only two cases, one 
either side of the original time step of 15 s, were used: every 
other data point was removed to achieve a time step of 30 s; 
linear interpolation was employed to generate the data at a 
time step of 7.5 s.

It is important to emphasize that the magnitudes of the 
space and time steps control the magnitude of the numeri-
cal errors introduced into the solution of the model equa-
tions. Also, they control the resolution at which the event is 
modelled, but not in terms of the physical size of the river 
or the period of time over which solute concentrations are 
observed. Instead, the extent and duration of the solute cloud 
being modelled are the key scales against which the space 
and time steps need to be compared in order to quantify the 
spatial and temporal resolutions at which the event is mod-
elled. Hence, as described in Wallis and Manson (2018), 
the spatial and temporal resolutions of a solute cloud, 
respectively, were evaluated by dividing its spatial extent 
by the space step, and by dividing its temporal duration at 
the upstream end of the reach by the time step. The spatial 
extent of a solute cloud was evaluated as the product of its 
temporal duration and its centroid velocity, with the former 
being evaluated as the time difference between the start and 
end of the cloud’s upstream temporal concentration profile. 
The start and end of a profile were defined as the times at 
which the concentration was 10% of the peak concentration. 
The centroid velocity was evaluated from the first and zeroth 
temporal moments of the profiles.

Results and discussion

A total of 150 optimizations were undertaken of which only 
about 10 failed to produce physically realistic parameter val-
ues. There was no obvious cause of, or pattern to the distri-
bution of, the failures. It is, however, possible that in these 
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cases the initial values used in the optimization were not 
compatible with the search for the global minimum. They 
were treated as outliers and were not included in the analysis 
of the results. Optimized values of all four model parameters 
were found to be sensitive to the space step and time step 
used. Importantly, for each tracer experiment they converged 
towards what might be termed their “true” values as the 

spatial and temporal discretization became more refined. 
The convergence was smooth and showed no evidence of 
interaction between the parameters. The effect of increasing 
the spatial resolution is illustrated in Fig. 1 which shows 
the percentage absolute differences in UTS, DTS, k1, k2 and 
As/A between successive pairs of space steps for all experi-
ments. As/A, evaluated as the ratio of k1 to k2, is an important 

(a) Effect of space step on UTS (b) Effect of space step on DTS

(c) Effect of space step on k1 (d) Effect of space step on k2

(e) Effect of space step on As/A
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Fig. 1   Variation of change in optimized parameter values, caused by halving the space step, with spatial resolution: time step 15 s (each symbol 
represents one tracer experiment; spatial resolution is the ratio of tracer cloud length to space step)



955Acta Geophysica (2019) 67:951–960	

1 3

parameter in transient storage studies because it quantifies 
the physical size of the transient storage zones in relation to 
the physical size of the main channel.

In each panel, the triangles show the percentage abso-
lute difference between the parameter values obtained using 
space steps of 5.12 and 2.56 m, and these are plotted against 
the spatial resolutions corresponding to the 2.56 m space 
step. The circles and open squares show the results presented 
in the same way for successive pairs of reducing space step. 
All these results were generated from optimizations that 
used a time step of 15 s.

It is evident that not only is there a reduction in the per-
centage difference for all the parameters with successive 
pairs of reducing space steps but also there is considerable 
variation in spatial resolution between all the experiments 
even when the space step is fixed. This occurs for several rea-
sons. Most importantly, the fact that the tracer was pumped 
into the river over a period of about a minute meant that the 
tracer cloud was initially (i.e. before it reached the upstream 
observation location) longer in experiments undertaken at 
high river flow rates than in experiments undertaken at lower 
river flow rates. This occurred because of the higher velocity 
of the water in the former cases compared to the latter cases. 
In addition, reach travel time and overall longitudinal disper-
sion (main channel shear flow plus transient storage) rates 
varied with river flow rate, the former decreased, whilst the 
latter increased. In general, however, the spatial resolution 
increased approximately linearly with river flow rate (from 
about 100 to about 200 for the 1.28 m space step case), sug-
gesting that the pumped tracer release system was the domi-
nant issue. Results for all five parameters are summarized in 
Table 1 which shows percentage differences averaged over 
all experiments. Clearly, all five parameters converge with 
reducing space step. DTS and UTS are the most and the least 
sensitive parameters, respectively: k2 is less sensitive than k1.

The effect of increasing the temporal resolution is shown 
in Fig. 2, which is presented in the same way as Fig. 1. The 
space step was 1.28 m in all these cases. Clearly, the trends 
are similar to before: there is a reduction in the percentage 
difference in all parameter values with successive pairs of 
reducing time step. Table 2 shows percentage differences 
averaged over all experiments. Clearly, all five parameters 
converge with reducing time step. As was found with the 
space step, DTS and UTS are the most and the least sensitive 

parameters to the time step, respectively: k2 is less sensitive 
than k1. Again, as before, there were variations in temporal 
resolution between experiments, this time with a reduction 
from about 40 to about 20 for the 15 s time step case. The 
reduction reflects the fact that a solute cloud passes a fixed 
observation location more quickly at higher river flow rates 
than at lower river flow rates. Thus, when using a fixed sam-
pling interval, higher river flow rate events will be observed 
at a poorer temporal resolution than lower river flow rate 
events.

It is noticeable in the figures that the temporal resolutions 
covered by the results are lower than the spatial resolutions 
covered. This is quantified in the last column of Tables 1 and 
2 which show the average resolution for each case. The only 
approximately comparable spatial and temporal resolutions 
are the first row in Table 1 and the second row in Table 2.

Interestingly, the mean percentage differences in four of 
the parameters are also similar, but DTS appears to be more 
sensitive to the space step than to the time step.

The optimized TSM fitted all the observed downstream 
concentration profiles well, with fits improving as model 
resolution increased. For example using a time step of 15 s, 
root mean square errors between observed and modelled 
concentrations were as follows for space steps of 5.12, 2.56, 
1.28 and 0.64 m, respectively: 0.0173, 0.0129, 0.0120 and 
0.0118 μg/L for an experiment with a river flow rate of 469 
L/s; 0.0061, 0.0057, 0.0057 and 0.0057 μg/L for an experi-
ment with a river flow rate of 1460 L/s. Similarly, using 
a space step of 1.28 m, root mean square errors between 
observed and modelled concentrations were as follows for 
time steps of 30, 15 and 7.5 s, respectively: 0.0248, 0.0120 
and 0.0086 μg/L for an experiment with a river flow rate of 
469 L/s; 0.0086, 0.0057 and 0.0044 μg/L for an experiment 
with a river flow rate of 1460 L/s.

A more meaningful assessment of model fit across all 
the experiments was achieved by calculating the normal-
ized root mean square errors between observed and modelled 
concentrations. The normalized root mean square error for 
any particular case was evaluated by dividing the root mean 
square error between observed and modelled concentrations 
by the maximum observed solute concentration. Averaged 
over all experiments (all for a time step of 15 s, as earlier) 
normalized root mean square errors were 0.0113, 0.0095, 
0.0092 and 0.0091 for space steps of 5.12, 2.56, 1.28 and 

Table 1   Mean percentage 
differences in optimized 
parameters between pairs of 
space steps

Space step change 
(m)

UTS DTS k1 k2 As/A Average 
spatial reso-
lution

5.12–2.56 1.96 48.33 8.95 5.14 3.62 75
2.56–1.28 1.20 15.17 2.37 1.38 1.00 150
1.28–0.64 0.64 5.74 0.71 0.40 0.30 300
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(a) Effect of time step on UTS (b) Effect of time step on DTS

(c) Effect of time step on k1 (d) Effect of time step on k2

(e) Effect of time step on As/A 
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Fig. 2   Variation of change in optimized parameter values, caused by halving the time step, with temporal resolution: space step 1.28 m (each 
symbol represents one tracer experiment; temporal resolution is the ratio of tracer cloud length to time step)

Table 2   Mean percentage 
differences in optimized 
parameters between pairs of 
time steps

Time step change 
(s)

UTS DTS k1 k2 As/A Average 
temporal 
resolution

30–15 3.52 27.90 23.05 14.59 7.26 31
15–7.5 1.21 20.84 8.04 5.15 2.74 62
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0.64 m, respectively. Similarly, normalized root mean square 
errors between observed and modelled concentrations aver-
aged over all experiments (all for a space step of 1.28 m, as 
earlier) were 0.0150, 0.0092 and 0.0074 for time steps of 30, 
15 and 7.5 s, respectively.

An indication of the significance of the dependence of 
optimized parameter values on model resolution was gained 
by evaluating the percentage difference between results 
obtained using a space step of 5.12 m with a time step of 
30 s (coarse resolution) and those obtained using a space 
step of 1.28 m with a time step of 7.5 s (fine resolution). 
Means and standard deviations of these differences evaluated 
over all experiments are shown in Table 3.

Although differences in UTS are very small, differences 
in DTS, k1 and k2 are substantial. Figure 3 shows how these 
differences vary between tracer experiments, where they are 
plotted against river flow rate (determined from the tracer 
data using dilution gauging). It appears that differences in 
UTS increase with increasing river flow rate whilst differ-
ences in k1 and k2 decrease with increasing river flow rate. 
There is no clear pattern for DTS and As/A.

Further detail is shown in Fig. 4 where the individual 
optimized parameter values from the coarse and fine opti-
mizations are plotted together, again against river flow rate. 
The two sets of velocities are very close to each other and, in 
comparison to the fine resolution values, there are about the 
same number of overestimates as there are underestimates 
in the coarse resolution values. About 75% of the dispersion 
coefficients are underestimated in the coarse resolution case. 
In contrast about 85% of both exchange rates and the area 
ratio are overestimated in the coarse resolution case. Other 
features of the dispersion coefficient results, in particular, 
worth highlighting are the scatter and the very small values. 
These may reflect that the optimum model fit to the data is 
insensitive to this parameter, however, we have not investi-
gated this.

The real significance of such potential errors lies in the 
use of the parameter values when formulating predictive 
equations for the model parameters for use in river reaches 
where no tracer experiments have been undertaken (e.g. 
Cheong et al. 2007; O’Connor et al. 2010). Clearly, param-
eter values obtained using numerical solutions of the TSM 
which employ poor spatial and temporal resolutions should 
not be used in such exercises. Unfortunately there is little or 

no evidence that such matters have been considered in pre-
vious work because the model resolutions at which param-
eter estimates have been obtained by optimizing the TSM 
to observed temporal concentration profiles are rarely, if at 
all, quoted alongside the published parameter values. For 
example, in a sample of seven published articles concern-
ing the application of the TSM to tracer data (Hart et al. 
1999; Gooseff et al. 2003a; Jin and Ward 2005; Cheong et al. 
2007; Camacho and Gonzalez 2008; O’Connor et al. 2010; 
Kelleher et al. 2013) only one of them clearly stated what 
space step or time step had been used in the modelling, and 
there was no mention of spatial or temporal resolution in any 
of them. Only in 4 of them was the experimental sampling 
interval in the concentration profiles stated. These ranged 
from 10–300 s, with the majority being greater than the 
15 s in the river Brock data. Hence, in view of the results 
presented above, it is likely that some unreliable parameter 
values have been reported in the literature, and therefore 
it is possible that some unreliable values have been used 
in the development of predictive equations for the TSM 
parameters.

The findings described above should provide food for 
thought for workers designing tracer experiments for use 
with parameter optimization of the TSM. In particular, we 
would emphasize the merits of collecting observed solute 
concentrations at the smallest time step possible and recog-
nizing that high river flow rate events are particularly vulner-
able to being observed too coarsely.

Finally, Fig.  4 provides evidence for how the TSM 
parameters vary with river flow rate, which is an issue 
that has not been addressed by other workers except in a 
very few studies (Hart et al. 1999; Gooseff et al. 2003a; 
Jin and Ward 2005; Camacho and Gonzalez 2008). Clearly, 
UTS and k1 and k2 increase with river flow rate, as previ-
ously discussed in Wallis and Manson (2018), yet As/A is 
approximately constant at a value of about 0.3. DTS shows 
no particular pattern although the fine resolution results 
are more closely grouped, and in this case, it could be 
argued that a constant value of about 0.25 m2/s adequately 
describes the data. Similar values of DTS were reported in 
the four studies referred to above, which were single reach 
studies undertaken on similar sized or smaller rivers and 
at similar river flow rates to the river Brock tracer experi-
ments. Interestingly, 50 of the 51 DTS values provided in 
those sources are < 0.6 m2/s. Similarly, in about 60 opti-
mizations of the TSM to mountain stream data reported in 
Manson et al. (2016), all the DTS values were < 0.4 m2/s. 
Furthermore, optimization of the advection–dispersion 
model (ADM) to the river Brock data yielded dispersion 
coefficients that increased from about 1–5 m2/s over the 
river flow rate range of 300–2200 L/s. The ADM is a sim-
plified version of the TSM in which the transient storage 
terms are ignored, i.e. it is simply Eq. (1) with the final 

Table 3   Percentage differences in optimized parameters between 
coarse and fine resolutions

UTS DTS k1 k2 As/A

Mean 2.19 68.75 33.69 20.28 10.87
Standard 

deviation
1.50 20.06 16.88 11.06 5.24
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term on the right-hand side omitted. Optimizations were 
obtained in the same way as for the TSM model and used a 
space step of 1.28 m and a time step of 15 s. These disper-
sion coefficients are estimates of the overall longitudinal 
dispersion taking place in the reach, caused by shear flow 

in the main channel and transient storage, as measured by 
the increase in variance of the temporal concentration pro-
file between upstream and downstream observation loca-
tions. Clearly, these results imply that not only are the esti-
mates of DTS in the river Brock small in numerical terms, 
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Fig. 3   Variation of % difference in optimized parameters between coarse and fine resolutions with river flow rate
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but also that transient storage is the dominant dispersive 
process in the reach. In view of this, and the similarly 
small DTS values in the other sources referred to above, we 
postulate that omitting the dispersion term from the TSM, 
thus creating a three-parameter model, whose parameters 
might be more robustly identified than those of the four-
parameter model, is worthy of examination.

Conclusions

By optimizing the TSM to observed temporal solute con-
centration profiles using different numerical resolutions in 
space and time, it has been demonstrated that the result-
ant estimates of the model parameters are dependent on 
the resolutions used. Although this will not be a surprise to 
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numerical modellers who are well aware of the concept of 
grid-independent solutions, there is little evidence that the 
significance of numerical resolution has been recognized by 
workers using the TSM. In tests using 25 observed solute 
transport events from the river Brock in the north-west of 
England, mean percentage differences in parameter values 
between a coarse resolution model and a fine resolution 
model were of the order of 2% for the velocity, 70% for the 
shear flow dispersion coefficient and 30% and 20% for the 
two exchange rates. It would seem prudent that in applica-
tions of the TSM, minimum spatial and temporal resolutions 
of the order of 100 are used, followed by a repeat optimiza-
tion at a finer resolution(s), to ensure that estimates of trans-
port and mixing parameters are not significantly contami-
nated by model discretization errors. Also, we recommend 
that model resolutions should be published alongside the 
optimized parameter values. Evidence of small shear flow 
dispersion coefficients in the river Brock and a few other 
rivers of similar size suggests that a three-parameter version 
of the TSM is worthy of examination.
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