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Grouping-based adaptive spatial
formation of swarm robots
in a dynamic environment
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Abstract
Spatial formations of swarm robots are increasingly applied in many domains in which the environments are dynamic and
unpredictable. The autonomy of the individual robots and decentralization of the entire system increase the complexity of
the response to environmental changes, which could prolong the formation convergence and significantly increase the
communication cost. To address these issues, we propose an adaptive mechanism with three basic behaviours for each
individual robot and design a grouping-based spatial formation algorithm for swarm robots to respond to changes and
accomplish shape formation. Specifically, the robots are automatically partitioned into several groups based on their
spatial neighbours. In this manner, the interactions and self-organization of robots are primarily performed at the intra-
group rather than inter-group level, leading to decreased communication costs. Furthermore, this grouping mechanism
naturally supports parallel formation and therefore improves the convergence speed. Our simulation and experimental
results demonstrate that the proposed method significantly improves the convergence speed and decreases the com-
munication cost, thus validating the effectiveness of the proposed adaptive mechanism.
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Introduction

The swarm robotic system is essentially a self-organizing

multi-agent system in which the individual is autonomous

in behaviour and the entire system is decentralized in

control. The local interactions of robots and their beha-

viours are expected to self-organize the system for orderly

behaviour in space. Swarm robots are used to study how

systems composed of multiple autonomous robots

(agents) can be applied to accomplish collective tasks

where the tasks either cannot be achieved by each robot

alone or are performed more efficiently by robots as a

group.1 Swarm robotic systems offer certain distinct

advantages over traditional single robot systems such as

robustness, flexibility and adaptability to spatial and tem-

poral distribution tasks.2 Examples of practical applica-

tions for swarm robotic systems include formation3,4;

collaborative search and rescue5,6; nuclear, chemical and

biological attack detection7; battlefield surveillance8;
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space exploration9; and target tracking and observation,10

among others.

One common task of the swarm robotic system is to

form complex shapes in space to accomplish the given

task. Evidence has shown that the success of swarm

robots in performing a task depends on the ability to

generate and maintain the appropriate formation. For

example, air combat with the correct formation can con-

fer an advantage, and proper formation of multirole

swarm robots can complete the task more efficiently.11

Spatial structure formation for swarm robots aims to

deploy robots in a regular and repetitive manner. The

robots commonly must maintain specific distances

between each other to create a desired pattern. At a

global level, the swarm can converge to the state in

which it is deployed optimally in the environment.

Whether an individual robot can respond and adapt to

changes in the environment with time is an essential factor

for more efficient achievement of the task. However, the

ability of an individual robot in the swarm is limited, and

the spatial structure is formed using only local perception

and local communication. Additionally, it is challenging to

obtain the global position of each individual robot, and

communication costs increase dramatically with increasing

robot size for large-scale swarm robotic systems. Currently,

most studies address spatial formation under dynamic

obstacles,12,13 but few research efforts focus on spatial for-

mation in the dynamic environment. In the example of a

firefighting task,14–16 the swarm robots should be deployed

immediately on the boundaries of the dynamic target area.

Selected challenges for swarm robots in performing such a

task include the following:

– Without global positioning, it is quite difficult for a

swarm robotic system in an unknown target environ-

ment to perform spatial structure formation and

adaptive adjustment using only local perception.

– If the environment is changing dynamically, then the

swarm robotic system should adjust the spatial struc-

ture with time to become more robust.

– When the size of the swarm increases through local

interaction, the convergence time of the spatial for-

mation and the total communication cost increase

drastically.

Given the above challenges, this article presents a

method for adaptive spatial formation of swarm robots

in a dynamic environment, and the grouping method is

used to improve the convergence speed and reduce com-

munication costs. Two contributions of the article are

described as follows:

Grouping method: Our method dynamically separates

a swarm of robots into multiple groups, with com-

munication among robots mainly confined to the

same group, while different groups can converge

independently towards the target shape, thereby

reducing the convergence time and ensuring

timely reaction to environmental changes.

Adaptation mechanism: We present an adaptive

formation method for the swarm robotic system

in a dynamic environment based on self-

organization, which does not require knowledge

of the predefined pattern position. The swarm

robotic system can adaptively create a suitable

spatial structure for a target environment that is

changing dynamically.

The article is organized as follows. ‘Related work’ sec-

tion discusses related work, and ‘Problem statement of

spatial formation of swarm robots’ section defines the prob-

lem of spatial formation of swarm robots. ‘Grouping-based

adaptive spatial formation method’ section describes the

grouping base of swarm robots and the adaptive mechanism

in the dynamic environment. ‘Simulation and experimental

results’ section presents the simulation and experimental

results, and ‘Conclusions and future work’ section outlines

the research conclusions and future work.

Related work

Spatial formation by the swarm robotic system has been

studied extensively in recent years.17–19 The purpose of

such research aims to support a group of robots in coordi-

nating with each other to produce and maintain a specific

shape in three-dimensional space. The shape can be either

predefined by the system designer or adaptively formed by

the robots in terms of self-organization. However, because

the robots in such a system have limited communication

and computation abilities, global information is often not

available to each robot, and thus accomplishing this task

poses a great challenge.

Several classic methods of spatial formation are avail-

able: (1) leader–follower algorithms20–22 require individual

robots to follow a leader that knows the target shape posi-

tion or to follow a neighbour that is following a leader. At

the same time, the robots should maintain a specific geo-

metric relationship with the robots that they are following.

However, this method displays inadequate robustness and

strong dependence on the leader. (2) The potential field

theory23–26 requires the target shape to emit attractive

forces and the obstacles to emit repulsive forces, and thus

each robot moves along the gradient of the potential field

that is the sum of these virtual attractive and repulsive

forces. However, this method easily falls into local minima.

(3) Biologically inspired methods27,28 can generate robust

and complex emerging behaviours through relatively sim-

ple local interactions in the presence of a variety of uncer-

tainties and use either hormone-based models or cellular

mechanisms. However, most bio-inspired approaches only

give local heuristic rules and cannot supply theoretical

proof of system convergence.
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In the existing methods of self-organizing spatial for-

mation for a swarm robotic system, the coordinate system

is global, the environment is static, or the scale is not

sufficiently large. Gilpin et al.29 described the design,

fabrication and experimental results for a programmable

matter system capable of two-dimensional (2D) shape

formation through subtraction. However, the number of

robots is limited to a few tens. Rubenstein and Shen30

proposed a scalable self-assembly and self-healing swarm

robotic system that allows a swarm of robots to form a

shape without knowing the count of robots in advance.

However, the swarm has a shared coordinate system that

is known by all robots. Cheah et al.31 introduced forma-

tion with local interactions for avoiding collisions or

maintaining specified relative distance constraints. How-

ever, the target shape consists of simple closed curves,

which might be inadequate in handling unknown environ-

mental changes. Marco et al.32 achieved pattern formation

by morphogen gradient diffusion, but the patterns are lim-

ited to polygonal shapes, and robots cannot avoid colli-

sion. Hahmin and Dong33 proposed a system that is

scalable for the size of the swarm and showed the effec-

tiveness of this scheme for the formation of shapes using

agents in a swarm. The Hahmin group analysed stability

using the Lyapunov approach. However, the system

lacked the dynamic behaviour of the stochastic or

obstacle-based environment. Farshad et al.34 implemented

the aggregation of honeybees based on various parameter

values and proposed two variations of honeybee aggrega-

tion. The results demonstrated the efficiency of the pro-

posed variation of honeybee aggregation in terms of

aggregation time and ignored local communication

among homogeneous robots. Meng et al.35 introduced a

morphogenetic approach using a gene regulatory net-

work36,37 for a swarm robotic system that forms complex

shapes in a distributed manner. A theoretical proof of

system convergence was presented. The simulation stud-

ies demonstrated that the proposed algorithm offers an

efficient and robust distributed control mechanism for a

swarm robotic system in construction of complex shapes.

However, this method operates under a global coordinate

system. Rubenstein et al.38 presented a self-assembly

based shape formation for a swarm robotic system. Three

basic behaviours were applied to form a complex shape

via self-organization for kilorobots. However, at the start

of the self-assembly process, the robots are placed in an

aggregated form with fixed locations and no random loca-

lization. Movement of the robots occurs in a sequential

edge-following manner, and the convergence time is nota-

bly large.

Although most spatial formation methods can form

complex shapes via local communication in a distributed

manner, these methods focus on the static environment and

ignore the convergence speed and communication cost,

which are significant to certain tasks.

Problem statement of spatial formation
of swarm robots

Example of a swarm robotic system for firefighting

This section introduces an example of multiple-robot fire-

fighting to illustrate the spatial formation problem of

swarm robots. In this case, an area contains a fire, and

swarm robots are assigned to move into the area to fight

the fire as quickly as possible. The swarm robots must

locate the situated position based on self-organization using

local interaction. Figure 1 shows the sample of the swarm

robotic system for firefighting.

Swarm robots should form suitable spatial shapes that

satisfy the unknown environmental requirements. How-

ever, the fire area is dynamic and changes over time.

Because the fire area might expand or decrease dynami-

cally, the swarm robots must adjust adaptively to surround

the fire area. The problem to be solved in the example is

that the swarm robots should be adaptively and quickly

deployed on the border of the fire area so that they can

fight the fire effectively and safely. Additional robots can

join dynamically when the number of robots is too small to

be able to enclose the area of the fire.

Swarm robots should form the required shape as quickly

as possible because the firefighting need is urgent and must

occur within a minimum time. Due to the limited coverage

of individuals, sufficient firefighting robots are needed to

accomplish this task. Swarm robots should attempt to

enclose the fire area to extinguish the fire as soon as pos-

sible. Therefore, the convergence rate (response to time) by

the swarm robots is an important measure for evaluating the

effectiveness of the solution. In addition, the spatial forma-

tion should have a lower communication costs because

many communications might influence the efficiency and

performance.

Problem statement

Because the environment is changing over time, the swarm

robots should form a suitable spatial structure using only

local perception and local communication. The swarm

Figure 1. Sample of a swarm robotic system for a firefighting task.
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robotic system also adjusts the spatial structure adaptively

with changes in the environment over time.

Definition 1 (swarm robotic system). There are n homoge-

neous robots in a 2D Euclidean space defined as

A ¼ fa1;a2; � � � ;ang.

Definition 2 (environment). The environment is defined as a

set of points EðtÞ, where EðtÞ � R2 is changing with time t,

and R2 is 2D continuous space.

Definition 3 (boundary). The boundary of the environment is

defined as the target shape, which is a set of points

PbðtÞ � EðtÞ, where PbðtÞ is changing with time t.

Given a boundary of dynamic target shape PbðtÞ and a

set of robots A, a method should be supplied to enable the

robots to converge to PbðtÞ. To illustrate such problem,

selected indices are defined as follows.

Definition 4 (coverage error). The coverage error for the target

shape is defined as the ratio of the area currently uncovered

by to the target shape, that is

eðA;PbðtÞÞ ¼
���PbðtÞ\ [

a2A
Pa

���
.
jPbðtÞj ð1Þ

If all individual robots are homogeneous, then Pa is the

range of individual covering the border of the target shape

Pa ¼ fx 2 R2 :k x� xðaÞ k< d effg ð2Þ

where x is a point in 2D space R2, xðaÞ is the current

position of robot a in R2 and d eff is a threshold.

Definition 5 (convergence time). When the coverage error

eðA;PbðtÞÞ is less than the threshold e0, the total time for

the robots to cover the target shape PbðtÞ is the convergence

time t cvgðA;PbðtÞÞ, that is

lim
t!t cvgðA;PbðtÞÞ

eðA;PbðtÞÞ < e0 ð3Þ

Definition 6 (communication cost). The total number of mes-

sages in the swarm robotic system is defined as the com-

munication cost.

Definition 7 (convergence rate). The robots A that cover the

target area at a certain time are defined as the change rate of

the coverage error eðA;PbðtÞÞ

r cvgðA;PbðtÞÞ ¼
qeðA;PbðtÞÞðtÞ

qt
ð4Þ

When the coverage error decreases, the convergence

rate r cvgðA;PbðtÞÞ < 0. Figure 2 shows the convergence

rate with time. From the above diagram, we can conclude

that in a dynamic environment, for a given initial threshold

e0 of the coverage error, the average convergence rate

ðt cvg

0

r cvgðA;PbðtÞÞ dt=t cvg ¼ e0=t cvg increases, and the con-

vergence time t cvg decreases

r cvgðA;PbðtÞÞ ¼
qðeðA;PbðtÞÞÞðtÞ

qt

¼
q
�
jP

b
ðtÞ\[a2APaj=PbðtÞj

�
qt

¼ 1

jPbðtÞj
qjPbðtÞ\[a2APaj

qt

� jPbðtÞ\[a2APaj
jPbðtÞj2

qjPbðtÞj
qt

¼ 1

jPbðtÞj
qjPbðtÞj

qt
� qjPbðtÞ \ [a2APaj

qt

0
@

1
A

� jPbðtÞ\[a2APaj
jPbðtÞj2

qjPbðtÞj
qt

¼ � 1

jPbðtÞj
qjPbðtÞ \ [a2APaj

qt

þ jPbðtÞ \ [a2APaj
jPbðtÞj2

qjPbðtÞj
qt

ð5Þ

In equation (5), qjPbðtÞ \ [a2APaj=qt reflects the ability

of swarm robots A to cover the dynamic target shape PbðtÞ
over time, and qjPbðtÞj=qt reflects the degree of change of

the dynamic target shape PbðtÞ. If the environment is static,

qjPbðtÞj=qt ¼ 0. If qjPbðtÞj=qt > 0, the area expands. If

qjPbðtÞj=qt <0, the area shrinks.

We obtain the following observations from the above

formula with respect to the change rate of the coverage

error in a dynamic environment (with continuously chang-

ing target shape PbðtÞ):

1. jr cvgðA;PbðtÞÞj increases with the decrease in the

change rate of the size of the target shape PbðtÞ,
as indicated by the appearance of qjPbðtÞj=qt.

2. jr cvgðA;PbðtÞÞj increases with the increase in the

ability of the swarm robots to converge to the target

Figure 2. Convergence rate with time.
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shape PbðtÞ, as indicated by the appearance of

qjPbðtÞ \ [a2APaj=qt.

To enhance the ability of the swarm robot system to

respond adaptively to the dynamic environment, the robots

must reach the target area as quickly as possible. Under the

assumption that all robots move at the same speed, the

greater the number of robots that reach the area, the higher

the coverage that can be achieved. In a dynamic environ-

ment, it is not reasonable to expect the coverage error to

reach 0. However, we can accelerate the convergence pro-

cess, thereby reducing the average error over time by

increasing the covering capability qjPbðtÞ \ [a2APaj=qt.

Problem 1. Given a boundary of dynamic target shape PbðtÞ
and a set of robots A, identify a method that enables the

robots to converge to PbðtÞ in as short a time as possible.

Under the condition of the dynamic environment, the

error to the target shape is expected to be maintained within

a certain threshold, and in order to guarantee the timely

response to the environmental changes.

Grouping-based adaptive spatial formation
method

Model of individual robot

To investigate the spatial formation problems of swarm

robots, we first establish the abstract model of swarm

robots and their situated environment. Each robot a is a

tuple fs; x; v; g;C; bg, where (1) s represents the current

state of robot a, (2) x is the location of robot a, (3) v is the

velocity vector of robot a, (4) g is the group of robot a,

(5) C is the actions that robot can take and (6) b is the

current behaviour of the robot which directs how the robot

acts in the environment.

Definition 8 (state). The robot states are ‘normal’, ‘reference’

and ‘halted’, which are denoted as S ¼ fs nrm; s ref ; s hltg.

Initially, all robots are in the ‘normal’ state, and several

‘reference’ robots might be selected. The robot is ‘halted’ if

it has found a suitable position in the environment. The

‘halted’ robot transitions to ‘normal’ when the dynamic

environment destroys the stable space structure.

Definition 9 (action). The robot actions are ‘join’ and ‘quit’,

which are denoted as C ¼ f join; quitg.

Definition 10 (behaviour). The robot behaviours are

‘approach’, ‘revolve’ and ‘locate’, which are denoted as

B ¼ fb aph; b rvlv; b locg.
The individual robot displays three basic types of beha-

viours. The normal robot will ‘approach’ the reference

robot first and subsequently ‘revolve’ the reference robot

if the distance between them is less than the safe distance

d safe. The robot will halt at a suitable position in the envi-

ronment via the ‘locate’ behaviour.

Grouping-based decomposition and organization
of swarm robots

Overview of the grouping-based swarm formation in a dynamic
environment. A grouping-based mechanism applies this

method to reduce the convergence time of the swarm spa-

tial formation. The swarm robotic system is divided into

several groups automatically, and all groups can move in

parallel. This method can significantly reduce the conver-

gence time, especially for a large-scale swarm. Figure 3

shows the grouping-based swarm formation in the dynamic

environment.

If we increase the convergence rate r cvgðA;PbðtÞÞ, then

the swarm robotic system can adjust the spatial structure

with time in the environment, which changes dynamically.

Because the environment is dynamically changing over

time, the swarm robotic system cannot converge forever.

Using the grouping-based method, multiple groups can

surround the target area at the same time, which signifi-

cantly improves the coverage speed.

(a) (b)

Figure 3. Grouping-based swarm formation in a dynamic environment. (a) The swarm robotic system is divided into several groups. (b)
Swarm robots are deployed on the boundary of the dynamic environment.
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Group division mechanism. Definition 11 (group). The swarm

robots are divide into several groups, each group has a

‘reference’ robot and others robots are ‘normal’, which are

denoted as G ¼ fa ref ;A
0 : a ref 2 A;A0 � Ag.

Because the number of robots in a swarm robotic system

might be quite large, communication among all robots is

not necessary. There are many advantages to dividing the

swarm robotic system into several groups. First, group divi-

sion can reduce the communication cost because most com-

munication occurs within the group, and communication

between groups is less frequent. Second, group division is

also suitable for performing multiple tasks efficiently.

We propose a group division mechanism for swarm

robots through local communication, similar to the K-near-

est neighbor algorithm. The idea of the algorithm is to

consider the distance between two robots, and the robots

that are gathered closely can compose a group to the extent

possible. First, several robots are randomly selected from

the swarm. Second, the robots add their neighbours to their

groups. If a robot has joined a group, it cannot be added to

another group. The groups are constructed successfully

when no additional robots can be added. If a robot fails

to join any group, it can be added to the group in which its

nearest neighbour is located. Third, one reference robot in

the centre of the group is selected in each group.

The group division mechanism is shown in Figure 4.

Initially, the swarm robots are randomly present in the

area (as shown in Figure 4(a)). Subsequently, three robots

(filled with different patterns) located on the edge of the

swarm robotic system are selected by local communica-

tion (as shown in Figure 4(b)). Using the grouping

mechanism described above, three groups are established

(connected with a line). The three reference robots (indi-

cated by red crosses) in the centre of the group are selected

(as shown in Figure 4(c)).

Algorithm 1 is represented as grouping algorithm. The

states of all robots A are initially as s nrm (line 2) and not

grouped (line 3). While the swarm robots are divided into K

groups, then there are K robots selected as reference robots

(gK �a ref ) in each group (lines 5–8). The reference robots

search the neighbour robots which distance is shorter than d
and the robots that have joined the group constantly join

their neighbours until all the robots enter a group (lines 10–

18).

Adaptive mechanism in the dynamic environment

The main concept of the proposed self-organizing forma-

tion method is described as follows. Each robot has three

basic behaviours b aph; b rvlv and b loc that can achieve

swarm robot spatial formation based on self-organization.

This method can also make formation-adaptive adjust-

ments under an environment that is changing dynamically.

The following description details the algorithms used to

implement the three basic behaviours. Figure 5 shows the

three basic behaviours.

Figure 4. Group division mechanism. (a) Initial status. (b) Three agents selected. (c) Three groups established, with reference agents
denoted by red crosses.

Algorithm 1. Grouping algorithm.
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‘Approach’ behaviour b aph: The behaviour b aph is exe-

cuted when a robot a is under normal state, that is,

a �s ¼ s nrm. Algorithm 2 shows each robot a executing

behaviour b aph. Under b aph, the robot a first moves (line

3) towards a previously selected reference robot a ref and

then start to revolves (line 5) around a ref in order to main-

tain the distance between a and a ref above a safety thresh-

old d safe.

‘Revolve’ behaviour b rvlv: The robot must maintain a

safe distance from another robot. When a robot moves near

another robot, it must stay removed from the robot if the

range is less than the safe distance.

The behaviour b rvlv is executed when a robot a is under

normal state, that is, a �s ¼ s nrm. Algorithm 3 shows the

behaviour b rvlv algorithm. A safe distance d safe between

two robots is required to avoid a collision caused by the

robot that is too close (line 3). The robot will revolve the

other neighbour robot (line 5). Although the robot does not

execute the behaviour b aph, it does execute behaviour b loc

(line 7).

‘Locate’ behaviour b loc: If the distance between the cur-

rent point and the track is within the specified range and the

distance between the current position and the halted point is

within the safe range, the robot stops the movement and

halts. Otherwise, the robot fails to locate and continues to

revolve.

Algorithm 4 shows each robot a executing behaviour

b rvlv. x? is the located robot to the target shape Pb (line 2). If

the neighbour robots Anb of the robot which has been posi-

tioned are empty, the revolving robot will be located (line

7).

To obtain a relatively stable spatial structure formation

for the swarm, the robot should halt at a suitable position in

the target environment. While the target environment is

changing, the robot can locate adaptively.

Self-organizing formation in a dynamic environment

We use the above three basic behaviours for self-

organizing formation. The formation based on self-

organization is described as follows. As shown in equation

(6), the robot states are ‘normal’, ‘reference’ and ‘halted’.

Figure 5. Three basic behaviours. (a) ‘Approach’ behaviour, (b) ‘revolve’ behaviour, and (c) ‘Locate’ behaviour.

Algorithm 2. Execute behaviour b aph.

Algorithm 3. Execute behaviour b rvlv.

Algorithm 4. Execute behaviour b loc.

Wang et al. 7



The reference robot is the leader of the group, and the

normal robot approaches the reference robot in the same

group. When the robot has found the suitable position in the

dynamic environment, it shifts to the ‘halted’ state. The

‘halted’ state is a temporarily stable state that is adjusted

as the environment changes.

The three basic behaviours and the grouping mechanism

are applied in the above algorithm. Algorithm 5 shows

formation based on self-organization. The swarm robots

are first divided into several groups. The normal robot

approaches the reference robot in the same group. To eval-

uate the distance, the revolve and locate behaviours are

executed by the robots. All robots halt when they are

located successfully, and they will relocate with changes

in the environment.

Simulation and experimental results

To evaluate the effectiveness of the proposed method, we

conduct several experiments. Our simulation and experi-

mental results demonstrate that the proposed method sig-

nificantly improves the convergence speed and decreases

the communication cost, thus validating the effectiveness

of the proposed adaptive mechanism. We use the multi-

agent simulation software repast to conduct the experi-

ments. The operating system is Win7, and the hardware

resources include 4G memory and i5 CPU.

Before presenting the simulation results, we would like

to state some general assumptions in the simulations as

follows:

– The robots are homogeneous and have the same

velocity.

– Only centre of mass motion is considered for the

robots, which means each robot is seen as a moving

point.

– The robot uses local coordinate positioning to know

the position of neighbouring robots.

– The sensing and communication range of a robot is

limited. However, the information can be shared

through networked communication.

In addition, the following parameter settings are used in

the simulations (as shown in Table 1).

Dynamic environment

In this experiment, a series of randomly generated rectan-

gles of varying lengths are interleaved and combined to

form a dynamic target area (as shown in Figure 6). The

boundary of the target environment is shown by the thick

solid line in black. The length of each rectangle changes

dynamically with time. Therefore, the robots need to adjust

adaptively according to the dynamic borders.

In order to improve the ability of the swarm robot sys-

tem to respond to the dynamic environment, the robot must

reach the target area as soon as possible. Assuming that all

robots move at the same speed, it is critical that the robot

can adjust the position quickly and adaptively to the

dynamic boundary.

Experiment: Grouping-based formation in a dynamic
target shape

We show how 200 robots were deployed at the boundary of

the dynamic target shape by the self-organization method

using an automatic group division mechanism. Initially,

200 robots are randomly distributed in the 2D environment.

The group division mechanism divides the swarm into

three groups, and one reference robot is selected in each

group. Figure 7 shows the procedure for an irregular target

shape constructed by 200 self-organized robots.

The three reference robots lead their groups to move to

three different areas of the target environment. The normal

robots approach their reference robot in the same group.

Table 1. Parameter values.

Parameter Description Value

V The speed of robot movement 10
d safe The safe distance between robots 13
d Maximum perceived distance for neighbours 50
e0 Minimum threshold for coverage error 0.2
d eff The error for boundary detection range 2

Algorithm 5. Formation based on self-organization.

Figure 6. Dynamic target environment.
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Once the robot has found the boundary of the target envi-

ronment that is not occupied by other robots, the robot halts

its position to perform the task. While the environment is

changing with time, the swarm robotic system should

adjust the position adaptively over time.

We also performed experiments with other methods for

comparison with our experiments, and the experimental

results are analysed in the next section.

Experimental analysis

In this section, we analyse the experiment results. First, the

effects of the robot scale on the convergence time and the

communication cost are measured in the experiments. Sec-

ond, the effects of the number of groups on the performance

indicators are analysed. Third, our method is compared

with two different methods.

1. Effects of the number of robots on the convergence

time and communication cost:

The numbers of swarm robots deployed in a spatial

formation in the dynamic target environment are

100, 200, 500 and 1000.

As shown in Figures 8 and 9, it is clear that the

convergence time and communication cost increase

rapidly as the number of robots increases.

Figure 8. Relationship between convergence time and number of robots.

Figure 9. Relationship between communication cost and number of robots.

Figure 7. Snapshots showing the multi-group covered by the dynamic target shape using 200 robots in parallel. (a) Initialisation: Three
groups are divided and denoted in red, blue, and green. (b) Three group formations working in parallel in the dynamic environment. (c)
Swarm robot reformation with the changing target environment.
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Therefore, communication costs and convergence

time are important factors to be considered for the

large-scale swarm robots to carry out the spatial

formation in a dynamic environment.

2. Effects of the number of groups on the performance

indicators:

Figures 10 to 12 evaluate the communication cost,

total travel distance and coverage error, respec-

tively, with different sizes of groups.

It can be observed from the above graphs that as the

number of groups increases, the total travelling distance

and communication costs decrease, but the coverage

error of the dynamic target environments increases.

While the number of the groups is 200, the coverage

error is near 0.8, then the swarm robotic system cannot

form the suitable spatial structure for the target shape. As

a result, the number of groups is not as large as possible.

For the large-scale swarm robotic system, the

method based on grouping is used to improve the

Figure 11. Comparison of the total travel distance with different numbers of groups.

Figure 10. Comparison of the communication cost with different numbers of groups.

Figure 12. Comparison of the coverage error with different numbers of groups.
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convergence speed and reduce the communication

cost. However, we should consider how to divide the

groups and how many groups are used.

3. Comparison of the performance parameters with

different methods:

In this section, we compare several performance

parameters of our method with those of other meth-

ods, that is, leader–follower and multi-leader without

grouping. These parameters include the following:

Communication cost represents the number of mes-

sages at each given time t.

Figure 13 shows a comparison of the communica-

tion cost for the grouping method and other methods

without grouping. It is clear that grouping-based

formation methods have lower communication cost.

Because most communications are limited to one

group, there is less communication between groups,

which also results in faster convergence.

Count of covered robots currently in the target shape Pb.

Figure 14 reflects the number of robots located in the

target environment over time for the grouping

method and other methods. The grouping method

completes the majority of robots’ spatial formation

in a short time. The number of individuals covered by

the grouping method is relatively larger, that is, the

coverage error is small.

Total travel distance of the robots
P

a2A k lðaÞ k.

Figure 15 shows the total travel distance for the

grouping method and other without-grouping meth-

ods. The total travel distance is the lowest with the

grouping method because parts of robots that are

close to each other first gather into one group and

then move together to the target environment. The

total travel distance of the robots reflects the energy

expenditure of the swarm robot system.

Coverage error to the current target shape.

Figure 16 shows the coverage error to the target

shape. It is clear that the grouping method has a

greater coverage error, and it is more stable in the

dynamic environment. The grouping method

divides the swarm robots into several groups; each

group can adaptively adjust the spatial structure

independently in the dynamic environment, so the

convergence can be faster. Coverage error is

expected to converge to 0.

Figure 13. Comparison of the communication cost for grouping and other methods.

Figure 14. Comparison of the covered robot count for grouping and other methods.

Wang et al. 11



Figure 15. Comparison of the total travel distance.

Figure 16. Comparison of the coverage error of the target shape for grouping and other methods.

Table 2. Mean and standard deviation values on coverage error.

Time With grouping Multi-leader without grouping Leader–follower

2500 3.2887E-1 (0.027501) 4.0487 E-1 (0.027515)a 6.5169 E-1 (0.027662)a

5000 1.8473E-1 (0.010253) 2.6073E-1 (0.010253)a 3.2265E-1 (0.015069)a

10,000 1.0569 E-1 (0.020089) 1.8169 E-1 (0.020089)a 2.0906E-1 (0.009399)a

15,000 3.5376 E-2 (0.018715) 1.1137 E-1 (0.018715)a 1.8431E-1 (0.01229)a

20,000 1.5529 E-2 (0.012636) 8.9123 E-2 (0.016874)a 1.8114E-1 (0.012457)a

22,500 1.5135 E-2 (0.015547) 8.9894 E-2 (0.016997)a 1.8521 E-1 (0.012732)a

aGrouping performs significantly better than the corresponding methods.

Table 3. Comparative analysis of existing methods for swarm spatial formation.

Method Large scale Complex shape
Without global

information Dynamic positioning Dynamic environment Convergence speed

GRN36,37 p p � p
Not considered Fast

Gilpin et al.29 � p � p
Not considered Fast

Cheah et al.31 � � p p
Not considered Fast

Kilobot38 p p p p
Not considered Slow

Our method
p p p p

Considered Fast

GRN: gene regulatory network.
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Convergence analysis

The performance measures39,40 for quantifying the

performance of the compared algorithms in

this section are mean and standard deviation values

on coverage error.41 The values of three algorithms

on adaptive formation in a dynamic environment

problem are presented in Table 2. The Wilcoxon

rank-sum test42 was carried out to indicate the sig-

nificance between different results at the 0.05 sig-

nificance level. As shown in Table 2, the algorithm

with grouping has smaller values on coverage error

at various periods.

According to the several previous indicators in the

comparison, we note that the performance of the

grouping-based formation method is better than those

of the other without-grouping methods in many

aspects. The grouping-based method decreases the

communication cost and convergence time.

Conclusions and future work

According to the existing method, the swarm robotic sys-

tem operates under a global coordinate system within

which the robots must localize. Most spatial formation

methods must know the shape position, and it is subse-

quently difficult to adapt to an unknown dynamic

environment, and many methods are more suitable for

small-scale robot systems. In reality, it is difficult to

adjust the spatial structure with time for a large-scale

swarm robotic system in a dynamically changing envi-

ronment. Communication costs increase dramatically

with the increasing size of robots in a large-scale swarm

robotic system, and the convergence time is considerable.

Table 3 shows a comparative analysis of selected existing

methods for swarm spatial formation. For a large-scale

complex shape formation without global information in

an environment that changes dynamically, our method

has lower coverage error than certain existing method for

swarm spatial formation.

In this article, we presented a grouping-based forma-

tion method for a swarm robotic system that can adapt to

the dynamic changing environment. In the experiments,

we show that the swarm robotic system dynamically

adapts in an unknown environment to form a stable shape

and can be adjusted with changes in the environment.

Compared with the existing methods, our method has two

main contributions: (1) an automatic group division algo-

rithm based on local communication dramatically

improves the formation speed and decreases the commu-

nication cost and (2) the self-organizing algorithm can

realize the formation of swarm robots in a completely

unknown dynamic environment. Future work will include

proof of our theory and implementation of our algorithm

on real swarm robots.
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