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Abstract: The directional total variation (DTV) model has been proposed very recently for image denoising. However, the DTV model works
well when there is just one dominant direction in the image. In this Letter, the authors propose to make the DTV model adaptive to image edge
direction so that the proposed model can handle images with several dominant directions. Experiment and comparison show the effectiveness
of the proposed method.
Fig. 1 Results of the DTV, TV and EADTV models on a synthetic image
a Noise-free image
b Noisy image with RMSE = 0.2005
c DTV, θ = 0 and RMSE = 0.2545
d DTV, θ = π/2 and RMSE = 0.1818
e TV and RMSE = 0.1245
f EADTV and RMSE = 0.0876
1 Introduction

During the past two decades, variational and partial differential
equation (PDE)-based methods have gained popularity for image
restoration [1]. The anisotropic diffusion proposed by Perona and
Malik [2] is usually taken as the seminal work on PDEs for
image restoration. The variational method can date back to the
seminal work of Rudin et al. [3] known as the total variation
(TV) model. The TV model measures the amount of oscillation
and favours discontinuities found in an image. Since its debut in
1992, there has been a flurry of works devoted into the TV
model, and it is still an active research topic in the community of
image restoration, examples include [4–7], among others.
Very recently, Bayram and Kamasak [7] proposed the directional

total variation (DTV) model for image denoising. The DTV model
measures the oscillation along a direction specified by a constant
parameter θ and enhances the diffusion amount by a parameter α.
When the dominant direction in the image coincides with the spe-
cific direction θ, the DTV model works well on removing noise.
However, when there is more than one dominant direction, the
algorithm based on such model fails since one constant parameter
θ cannot simultaneously specify several directions.
In this paper, we propose to make the DTV model able to handle

several dominant directions by introducing a spatially varying par-
ameter θ(x, y). The θ(x, y) coincides locally with the edge direction
of the image (see Fig. 1a), so that the modified DTV model is adap-
tive to, and enhances the diffusion along the image edge direction.
The proposed model is referred to as edge adaptive DTV (EADTV).
The effectiveness of the proposed EADTV is also demonstrated by
experiment and comparison.

2 EADTV model

To recover an image f(x, y) from a given noisy image I(x, y), for
example, Rudin et al. [3] proposed the TV model, which minimises
the following functional
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whereΩ is the image domain,∇ is the gradient operator, λ is a posi-
tive weight and |·| is the L1 norm. By introducing the concept of
support function, the TV regulariser
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follows [7]
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where B2 is the unit ball of the L2 norm. The TV regulariser is
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This is an open
isotropic since it is invariant to rotations of the components of
∇f. In [7], Bayram and Kamasak proposed the DTV regulariser
as follows
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( )

, Pl (3)

where Bα, θ is an ellipse oriented along the direction θ, with a unit
length minor axis and a major axis of length α > 1. When α = 1,
the DTV regulariser reduces to the TV model. Larger α makes
the DTV more sensitive to variations along the direction θ. The
image denoising model using the DTV regulariser is

EDTV = lDTVa, u(f )+
1
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Since the DTV model enhances the diffusion along the direction θ,
when the dominant direction in an image coincides with the direc-
tion θ, the DTV model will enhance the dominant structure; other-
wise, destroy the structure.

It is necessary to make the parameter θ spatially varying through-
out the entire image when there are several dominant directions in
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Fig. 2 Results of the DTV, TV and EADTV models on a real image
a Noisy wood image
b DTV and θ = 0
c DTV and θ = π/2
d EADTV
e TV
the image. In this paper, we propose a spatially varying θ(x, y)
based on the edge direction of the image as follows

cos (u(x, y)), sin (u(x, y))
( ) = n1(x, y), n2(x, y)

( )
(5)

where (n1(x, y), n2(x, y)) is the edge direction of the image. Fig. 1a
shows that the θ(x, y) coincides locally with the image edge direc-
tion. The DTV model in (4) with θ(x, y) in (5) is referred to as
EADTV in short. This way, the EADTV model is adaptive to,
and enhances the diffusion along, the image edge direction. The
edge direction (n1(x, y), n2(x, y)) plays an important role and
should be estimated in advance. We suggest two choices for
(n1(x, y), n2(x, y)). (i) When there is a noise-free image R(x, y) as
reference, the edge direction can be calculated directly from the
image R(x, y) as follows
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where (Rx, Ry) is the gradient vector of R(x, y). (ii) When there is no
reference image, the edge direction can be estimated from the noisy
image I(x, y) which is presmoothed using a Gaussian filter of small
scale (say 1 in this Letter), therefore
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where (gx, gy) is the gradient vector of g(x, y), and g(x, y) is a
smoothed version of I(x, y) using a Gaussian filter. To minimise
the EADTV model, the numerical method described in [7] is modi-
fied using the adaptive θ(x, y). The source code of the EADTV is
available at: http://www.mathworks.com/matlabcentral/
fileexchange/42238.

3 Results

We demonstrate the desirable properties of the proposed EADTV
model and the performance of the TV, DTV and EADTV models
are compared. We focus primarily on the images with several dom-
inant directions and the root-mean-square error (RMSE) is
employed to evaluate the performance. The noisy image in
Fig. 1b is coined by adding Gaussian noise, and α = 5 for DTV
and EADTV, λ = 0.1 for all three models.

Fig. 1 illustrates the results of the three models on a synthetic
image with three dominant directions. It is clear that the DTV can
just preserve well the patterns aligned with the specified direction,
see Figs. 1c and d. Fig. 1e shows that the TV model is able to pre-
serve all the patterns; however, there is still an obvious noise in the
result since the diffusion is not enhanced with α = 1. The result of
the EADTV is clear and all the patterns are preserved very well,
see Fig. 1f. The RMSE values also demonstrate that the EADTV
outperforms the TV and DTV models. To note, in Fig. 1, the
edge direction (n1(x, y), n2(x, y)) is calculated using (6) by taking
the noise-free image in Fig. 1a as reference.

Fig. 2a shows another example. It is a wood wall in dilapidated
condition. Since there is no noise-free image as reference, the edge
direction (n1(x, y), n2(x, y)) is calculated using (7). One can clearly
see that the DTV model only preserves the patterns of one specified
direction and destroys these in other directions, see Figs. 2b and c.
In contrast, the EADTV effectively removes the noise and preserves
the patterns well, see Fig. 2d. Since the TV model favours piece-
wise smooth image, there is a blocky effect in the result, see Fig. 2e.
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4 Conclusion

The very recently proposed DTV model favours images of one
dominant direction, but cannot cope with several dominant direc-
tions for image denoising. In this paper, we propose a modification
of the DTV model, that is, the EADTV, by using a spatially varying
direction parameter based on the image edge direction. The edge
direction can be estimated from the noisy image or from a noise-free
reference image. The proposed EADTV model is able to handle
images of several dominant directions and experimental results
compared with the TV and DTV models have demonstrated its ef-
fectiveness in noise removal and dominant direction preservation.
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