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Abstract

In this thesis we investigate the algebraic properties of matchings via rep-
resentation theory. We identify three scenarios in different areas of combi-
natorial mathematics where the algebraic structure of matchings gives keen
insight into the combinatorial problem at hand. In particular, we prove
tight conditional lower bounds on the computational complexity of counting
Hamiltonian cycles, resolve an asymptotic version of a conjecture of Godsil
and Meagher in Erdős-Ko-Rado combinatorics, and shed light on the alge-
braic structure of symmetric semidefinite relaxations of the perfect matching
problem.
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Chapter 1

Introduction

Matchings need no introduction. They have remained at the forefront of com-
binatorics since the beginning and their remarkable structure has blossomed
into a mature, far-reaching combinatorial theory.

The point of this thesis is not to extend their combinatorial lore per se, but
to explore matchings algebraically through the lens of representation theory.
To this end, we identify three scenarios in different areas of combinatorial
mathematics where the algebraic structure of matchings gives keen insight
into the combinatorial problem at hand.

Our first instance concerns the graph Hamiltonicity problem — deciding
if a graph has a cycle containing all of its vertices. Like many problems
of this nature, it is widely believed that there is no subexponential-time
algorithm for solving this problem, which has led to the design and analysis
of ever faster exponential-time algorithms for Hamiltonicity and counting the
number of Hamiltonian cycles over various fields [7, 8, 15].

The centerpiece of Cygan et al. [15] is a matrix defined over perfect match-
ings that they call the matchings connectivity matrix. They give a combi-
natorial analysis of its rank over the two-element field that allowed them to
determine the complexity of Hamiltonicity and counting Hamiltonian cycles
modulo 2 assuming the Strong Exponential-Time Hypothesis (SETH); how-
ever, their combinatorial approach could not be extended to fields of odd
prime characteristic or characteristic zero. Decades earlier, a bipartite in-
carnation of their matchings connectivity matrix appeared in work of Raz
and Spieker [61] that was central to disproving a well-known conjecture in
complexity theory.

We introduce a family of matrices indexed by perfect matchings that is a
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1. INTRODUCTION

common generalization of the matrices in [15, 61], and we use Jack symmetric
functions with a little representation theory to give a unified analysis of their
eigenvalues. As a consequence, we obtain an exact formula for the rank of
the matching connectivity matrix over the reals which we use in joint work
with Radu Curticapean and Jesper Nederlof to determine the complexity (up
to polynomial factors) of counting Hamiltonian cycles assuming SETH.

Next, we investigate some open problems in Erdős-Ko-Rado combina-
torics, a branch of extremal combinatorics that investigates how large fami-
lies of objects can be subject to the restriction that any two elements of the
family “intersect”. The prototypical example that gave the field its namesake
is the Erdős-Ko-Rado Theorem, which states that for all n ≥ 2k and t ≤ k,
if F is a family of k-element subsets of {1, 2, · · · , n} such that |S ∩ T | ≥ t
for any S, T ∈ F , then

|F| ≤
(
n− t
k − t

)
,

and equality holds if and only if all the members of F have a fixed set of
t elements in common. Several different combinatorial proofs of this result
and variations thereof appeared shortly thereafter, but a radically different
algebraic proof of this upper bound was eventually found by Lovász [48] and
Schrijver [67] that led to a development of algebraic methods for Erdős-Ko-
Rado-type problems. The recent book of Godsil and Meagher [30] gives a
detailed account this algebraic theory wherein they pose many interesting
open questions.

We address a conjecture of theirs concerning t-intersecting families of
perfect matchings — families such that any two members share t or more
edges. Such a family is canonically t-intersecting if it is composed of all the
perfect matchings that contain some fixed set of t disjoint edges.

Conjecture (Godsil, Meagher [30]) For all n ≥ 3t/2 + 1, if F is a t-
intersecting family of perfect matchings of the complete graph K2n, then

|F| ≤ (2(n− t)− 1)!!,

and equality holds if and only if F is a canonically t-intersecting family.

Meagher and Moura [56] gave a combinatorial proof of this conjecture
for t = 1, which was followed by an algebraic proof due to Lindzey [45].
Curiously, the t ≥ 2 case has remained impervious to the many combinatorial
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methods in this area, which has even resulted in a few incorrect proofs of this
conjecture.

We give an algebraic proof that Godsil and Meagher’s conjecture holds
for constant t and sufficiently large n depending on t. The proof is a melange
of representation theory and symmetric functions paired with classical alge-
braic methods and recent stability techniques of Ellis [21]. An important
stepping stone towards showing the case of equality was a stability result
for 1-intersecting families of perfect matchings of K2n — that “large” 1-
intersecting families are contained in canonically 1-intersecting families for
sufficiently large n [46]. We include a treatment of this result as an aperitif
to the main course.

Our final example brings us to the genesis of combinatorial optimization,
namely, the problem of finding a perfect matching in a graph. Great strides
have been made in recent years towards understanding polyhedral formula-
tions of this problem [54, 63], but our knowledge of spectahedral formulations
and relaxations leaves much to be desired.

In this vein, Au [3] studied a variety of so-called Lift-and-Project semidef-
inite relaxations of the perfect matching problem. He observed that the
eigenspaces of matrices related to some of these relaxations had many in-
triguing combinatorial properties and asked whether these connections could
be understood in a more unifying way. We use representation theory to
answer this question and make progress on a few conjectures posed in his
dissertation [3, Ch. 8]. Proving these conjectures in full is still joint work in
progress with Gary Au and Levent Tunçel, but we present some interesting
partial results that we have obtained thus far.

We believe this work demonstrates that representation theory can be
an effective way of understanding and approaching combinatorial questions
about matchings of a linear-algebraic nature. It seems likely there are other
problems related to matchings that can benefit from this point of view and
the theory presented in this thesis. More generally, we hope this offering in-
spires fellow combinatorialists and theoretical computer scientists to consider
representation theory for solving other combinatorial problems.
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Chapter 2

Perfect Matchings and
Communication Matrices

Let us begin with a game: each of two players gets a perfect matching of
the complete bipartite graph Kn,n, and their goal is to decide whether or
not the union of the two matchings forms a Hamiltonian cycle by sharing as
little information as possible. We may model the game’s input as a n! × n!
communication matrix M ′

n indexed by perfect matchings of Kn,n such that

[M ′
n]i,j :=

{
1 if i ∪ j is a Hamiltonian cycle;

0 otherwise.

The communication complexity of this matrix is the fewest number of shared
bits needed for them to decide if the (i, j)-entry of M ′

n is one or zero. In [61],
Raz and Spieker used this game to show that the communication complexity
of a game’s input matrix and the logarithm of the rank of the game’s input
matrix may differ by non-constant factors, which then refuted a stronger
formulation of the Log-Rank Conjecture in the field of communication com-
plexity [52].

A crucial part of their argument was proving (with the help of Conway
and Lovász) that the rank of M ′

n over the reals is
(

2n−2
n−1

)
, which is considerably

less than n!. By insisting that the players be given perfect matchings of Kn,n,
equivalently, elements of the symmetric group Sn, the group representation
theory of Sn was at their command for deriving this result; however, one may
just as well define a non-bipartite version of their communication game where
each of the two players gets a perfect matching of K2n, and their goal is to
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

again decide if their union is a Hamiltonian cycle as efficiently as possible. Its
matrix Mn is indexed by perfect matchings of K2n and is defined similarly.

In [15], Cygan, Kratsch, and Nederlof consider the structure of Mn, which
they call the matchings connectivity matrix, for designing exact algorithms
for deciding Hamiltonicity and counting Hamiltonian cycles modulo 2. Using
combinatorial methods, they showed that the 2-rank of Mn is precisely 2n−1

by giving a rank factorization Mn = X>X over the two-element field. This
factorization allowed them to determine the complexity (up to polynomial
factors) of deciding Hamiltonicity and counting Hamiltonian cycles modulo
2 assuming the Strong Exponential-Time Hypothesis.

In light of the applicability of these matrices in theoretical computer
science, we offer a broader class of “matchings connectivity matrices”. Let
Mk,n be the matrix indexed by perfect matchings of K2n defined such that

[Mk,n]i,j :=

{
1 if i ∪ j has exactly k connected components;

0 otherwise,

and define the matrix M ′
k,n indexed by perfect matchings of Kn,n similarly.

In the next section, we briefly introduce the theory of association schemes
and show that M ′

k,n and Mk,n both belong to association schemes defined
over perfect matchings of Kn,n and K2n respectively. The well-versed reader
may be aware that this fact furnishes us with off-the-shelf formulas for the
eigenvalues of M ′

k,n and Mk,n in terms of spherical functions and characters
of the symmetric group, but these expressions are too unwieldy to be useful
in practice.

We instead use specializations of Jack symmetric functions to give a uni-
fied analysis of the eigenvalues of M ′

k,n and Mk,n for all k ≤ n, providing
simpler and more explicit expressions for these eigenvalues. The expressions
we derive also reveal much information about the ranks of M ′

k,n and Mk,n.
In particular, we obtain an exact formula for the rank of Mn which can be
seen as the non-bipartite version of Raz and Spieker’s result. More gener-
ally, we show the ranks of M ′

k,n and Mk,n become vanishingly small provided
k = o(nε) for all ε > 0.

The last contribution of this chapter is an overview of an application of
our non-bipartite analogue of Raz and Spieker’s result to complexity theory.
In joint work with Radu Curticapean and Jesper Nederlof, we determine
the complexity (up to polynomial factors) of counting Hamiltonian cycles
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2.1. ASSOCIATION SCHEMES I

assuming that the Strong Exponential-Time Hypothesis is true.

2.1 Association Schemes I

The following material can be found in more detail in Bannai and Ito’s
text [4]. For a treatment of association schemes geared more towards the
symmetric group and combinatorial applications, see Godsil and Meagher’s
manuscript [30].

A symmetric association scheme is a collection of m+ 1 binary |X| × |X|
matrices A0, A1, · · · , Am over a set X that satisfy the following axioms:

1. Ai is symmetric for all 0 ≤ i ≤ m,

2. A0 = I where I is the identity matrix,

3.
∑m

i=0Ai = J where J is the all-ones matrix, and

4. AiAj = AjAi ∈ Span{A0, A1, · · · , Am} for all 0 ≤ i, j ≤ m.

From a combinatorial point of view, the associates A1, · · · , Am are adjacency
matrices of regular spanning subgraphs ofK|X| that partition E(K|X|) subject
to other regularity conditions that need not concern us in this thesis. The
valency vi is the degree of the graph corresponding to the ith associate,
equivalently, the largest eigenvalue of Ai.

The matrix algebra generated by the identity matrix and its associates
is the association scheme’s Bose-Mesner algebra, and these matrices form
a basis for the algebra. This is a commutative matrix algebra, and so its
matrices are simultaneously diagonalizable, i.e., they share a common or-
thonormal system of eigenvectors. A consequence of this fact is that Bose-
Mesner algebras afford a canonical dual basis of primitive idempotents, pos-
itive semi-definite matrices E0, E1, · · · , Em that are pairwise-orthogonal and
satisfy

∑m
i=0Ei = I. In particular, the ith primitive idempotent Ei is the

projector of the ith eigenspace of any matrix that belongs to the association
scheme’s Bose-Mesner algebra.

The foregoing is hardly a complete treatment of the theory of association
schemes, but it will suffice for this chapter. More of the theory and termi-
nology will be introduced as we go. Before we define our association schemes
over the perfect matchings of K2n and Kn,n, we recall some basic facts and
terminology surrounding the combinatorics of perfect matchings and integer
partitions.
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

2.1.1 Perfect Matchings and Integer Partitions

Let Mn,n
∼= Sn be the set of perfect matchings of the complete bipartite

graph Kn,n, and letM2n be the set of perfect matchings of K2n, the complete
graph on an even number of vertices. Let P be a partition of {1, 2, · · · , n}
into k parts of size `, that is,

P = {P1, P2, · · · , Pk} and Pi = {Pi1 , Pi2 , · · · , Pi`}.

Using a short-hand notation, we may write this partition as

P = P11 P12 · · · P1` |P21 P22 · · · P2` | · · · |Pk1 Pk2 · · · Pk` .

Since M2n is in bijection with partitions of [2n] := {1, 2, · · · , 2n} into parts
of size two, we may write any perfect matching as a partition

m = m1 m2|m3 m4| · · · |m2n−1 m2n such that mi ∈ [2n].

Let m∗ := 1 2|3 4| · · · |2n-1 2n be the identity perfect matching . The sym-
metric group S2n on 2n symbols acts transitively onM2n under the following
action:

σm = σ(m1) σ(m2) | σ(m3) σ(m4) | · · · | σ(m2n−1) σ(m2n).

The hyperoctahedral group Hn := S2 o Sn has order (2n)!! := 2nn! and is
isomorphic to the stabilizer of m∗ under this action. Since perfect matchings
are in one-to-one correspondence with cosets of the quotient S2n/Hn, we see
that

|M2n| = (2n− 1)!! := 1× 3× 5× · · · × (2n− 3)× (2n− 1).

The following proposition can be shown using Stirling’s formula.

2.1.1 Proposition. [5] For all n ∈ N, we have (2n− 1)!! < (2n)!!/
√
πn.

For any two perfect matchings m and m′ of an arbitrary graph, let
Γ(m,m′) be the multigraph whose edge multiset is the multiset union m∪m′.
It is clear that Γ(m,m′) ∼= Γ(m′,m) is composed of disjoint cycles of even par-
ity. Let k denote the number of disjoint cycles and let 2λi denote the length
of an even cycle. If we order the cycles from longest to shortest and divide
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2.1. ASSOCIATION SCHEMES I

1 2
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Figure 2.1: The perfect matching 2 3|4 5|6 7|1 8 on the left has cycle type
(n) ` n whereas the perfect matching 1 2|3 8|4 7|5 6 on the right has cycle
type (2, 1n−2) ` n for n = 4.

each of their lengths by two, we see that each graph corresponds to an integer
partition λ = (λ1, λ2, · · · , λk) ` n. For any λ ` n, if there are k parts that
all have the same size λi we use λki to denote the multiplicity. Let d(m,m′)
denote the integer partition corresponding to Γ(m,m′) which we shall call
the cycle type of m′ with respect to m, and we say that d(m∗,m) is the cy-
cle type of m. Since Γ(x, y) ∼= Γ(x′, y′) if and only if d(x, y) = d(x′, y′), let
the graph Γλ be a distinct representative from the isomorphism class λ ` n.
Illustrations of the graphs Γ(n) and Γ(2,1n−2) are provided in Figure 2.1.

Often we shall view an integer partition λ = (λ1, · · · , λ`) ` n as a Ferrers
diagram, a left-justified table of cells such that the ith row has λi cells.
When appealing to this view, we call λ a shape, and we let |λ| denote the
number of cells that compose the shape. For example, the Ferrers diagram
below has shape (5, 3, 2, 1) ` 11:

.

Let λ′ ` n denote the transpose of λ, that is, the partition obtained by
interchanging the columns and the rows of the corresponding Ferrers diagram
of λ. The transpose of (5, 3, 2, 1) ` 11 is (4, 3, 2, 1, 1) ` 11, as illustrated
below:

.
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

Let `(λ) denote the length of λ, that is, the number of rows in its Ferrers
diagram. Since a shape λ is composed of a set of cells, we use standard set
notation to reference subsets of cells within λ and the notation (i, j) ∈ λ to
refer to the cell that resides at the ith row and jth column of λ. We say that
λ covers µ if µi ≤ λi for each i ∈ [`(µ)]. If λ and µ are two partitions such
that λ covers µ, then we obtain the skew shape λ/µ by removing the cells
corresponding to µ from λ. For instance, the shape (5, 3, 2, 1) covers (2, 2, 1),
so we may consider the skew shape (5, 3, 2, 1)/(2, 2, 1):

× ×
× ×
×

.

The only order on the set of partitions λ(n) that we consider is the lexico-
graphical order (λ(n),≤), defined such that µ ≤ λ if and only if µj < λj
where j is the first index where µ and λ differ, or µ = λ. For n = 4, we have

> > > > .

2.1.2 Perfect Matching Association Schemes

For each λ ` n, let Aλ be the following (2n− 1)!!× (2n− 1)!! matrix:

(Aλ)i,j =

{
1, if d(i, j) = λ

0, otherwise,

where i, j ∈ M2n. We call the collection of matrices An := {Aλ}λ`n the
perfect matching association scheme of K2n, and we may define the perfect
matching association scheme A′n of Kn,n analogously. The latter association
scheme is more commonly known as the conjugacy-class association scheme of
the symmetric group, since permutations on the symbols [n] := {1, 2, · · · , n}
can be identified as perfect matchings of Kn,n and conjugacy classes of Sn are
in one-to-one correspondence with cycle types of permutations. For proofs
that An and A′n are indeed association schemes, see [30].

The eigenspaces of matrices in the Bose-Mesner algebras of these associa-
tion schemes are also parameterized by integer partitions of n. For example,
when n = 4 we have A4 = {A(4), A(3,1), A(2,2), A(2,12), A(14)}, and we may
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2.2. SYMMETRIC FUNCTIONS I

record their eigenvalues in a 5 × 5 matrix P with columns indexed by asso-
ciates and rows indexed by eigenspaces in reverse-lexicographical order:

P =



A(4) A(3,1) A(2,2) A(2,12) A(14)

E(4) 48 32 12 12 1
E(3,1) −8 4 −2 5 1
E(2,2) −2 −8 7 2 1
E(2,12) 4 −2 −2 −1 1
E(14) −6 8 3 −6 1

.
Note that the first row is composed of the valencies v(4), · · · , v(14) of the
associates. More generally, the P-matrix or character table of an association
scheme is a (m + 1) × (m + 1) matrix P defined such that its (i, j)-entry is
the eigenvalue associated to the ith eigenspace of the jth associate.

It is well-known that the character table of A′n is a normalization of the
group character table of Sn, and as their name suggests, the character tables
of association schemes can be seen as a generalization of the character tables
of finite groups (see [4]).

It is now easy to verify that the generalized matchings connectivity matrix
Mk,n is a sum of associates of An, since

Mk,n =
∑
λ`n
`(λ)=k

Aλ,

and similarly for M ′
k,n with respect to A′n. In the next section we define a

family of symmetric functions that describes the character tables of both An
and A′n.

2.2 Symmetric Functions I

The entirety of this section can be found in Macdonald’s text on the sub-
ject [53]. Let x := x1, x2, · · · be an infinite set of indeterminates and let
C[[x]] be the ring of formal power series with complex coefficients.

For any integer partition λ = (λ1, λ2, · · · , λ`), we define the monomial
symmetric function mλ ∈ C[[x]] to be

mλ = mλ(x) :=
∑

xλ1i1 x
λ2
i2
· · ·xλ`i`

13



2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

where the sum ranges over all the monomials that have exponents λ1, λ2, · · · , λ`.
A function f(x) ∈ C[[x]] is degree-n homogeneous if the sum of the exponents
of each monomial in f(x) equals n. Note that if λ is an integer partition of
n, then mλ is degree-n homogeneous.

Let Λ = Λ(x) := Span{mλ} be the ring spanned by the mλ’s for all integer
partitions λ. We say a function f(x) ∈ C[[x]] is symmetric if f(x) ∈ Λ, and
we call Λ the ring of symmetric functions. This ring may be decomposed as

Λ =
⊕
n≥0

Λn,

where Λn is the vector space of degree-n homogeneous symmetric functions
which is spanned by {mλ}λ`n. One can check that the mλ’s are all indepen-
dent, and so {mλ}λ`n is in fact a basis for Λn.

We now recall a few other well-known bases for the vector space of degree-
n homogeneous symmetric functions. Let the kth elementary symmetric func-
tion ek = ek(x) ∈ C[[x]] be defined as

ek(x) :=
∑

i1<i2<···<ik

xi1xi2 · · ·xik ,

and we define the kth power sum symmetric function pk = pk(x) ∈ C[[x]] to
be

pk(x) := xk1 + xk2 + · · · .

For any λ = (λ1, λ2, · · · , λ`), let pλ = pλ(x) ∈ C[[x]] and eλ = eλ(x) ∈ C[[x]]
be

pλ(x) := pλ1pλ2 · · · pλ` , eλ(x) := eλ1eλ2 · · · eλ` .

It is well-known that the power sum symmetric functions {pλ}λ`n and the
elementary symmetric functions {eλ}λ`n both form bases for Λn. Let

zλ := 1i12i2 · · · i1!i2! · · ·

where the partition λ has ij parts equal to j ≥ 1. We now define 〈·, ·〉 to be
the unique inner product over Λn that satisfies

〈pλ, pµ〉 = 1`(λ)zλδλ,µ

where δλ,µ = 1 if λ = µ; otherwise, δλ,µ = 0.

14
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Another basis of Λn of unparalleled importance in the theory of sym-
metric functions is the family of Schur symmetric functions {sλ}λ`n. They
admit an elegant combinatorial definition, but it behooves us to define them
algebraically as the unique basis of Λn satisfying 〈sλ, sµ〉 = 0 for all µ 6= λ
and

sλ = sλ(x) := mλ +
∑
µ<λ

Kλ,µmµ,

where the sum ranges over all µ ` n that are lexicographically smaller than
λ ` n. It turns out that Kλ,µ ∈ N and in due time we shall provide a
combinatorial interpretation of these coefficients. Arranging these coefficients
as a matrix shows that (Kλ,µ)λ,µ`n is upper-unitrangular when indexed in
reverse-lexicographical order, that is, the transition matrix from the Schur
basis to the monomial basis is upper-unitriangular. Following Macdonald,
for any bases {aλ}λ`n and {bλ}λ`n of Λn, let M(a, b) be the transition matrix
in reverse-lexicographical order from {aλ}λ`n to {bλ}λ`n.

It turns out that another well-known basis of Λn, the normalized zonal
polynomials {Z ′λ}λ`n, can be defined similarly as the unique basis such that
〈Z ′λ, Z ′µ〉2 = 0 with respect to 〈·, ·〉2 defined such that

〈pλ, pµ〉2 = 2`(λ)zλδλ,µ,

and the transition matrix M(Z ′,m) is upper-unitriangular:

Z ′λ := mλ +
∑
µ<λ

K
(2)
λ,µmµ.

Continuing in this manner, Jack [39] showed that for any α ∈ R, there is

a unique basis {P (α)
λ }λ`n for Λn such that 〈P (α)

λ , P
(α)
µ 〉α = 0 with respect to

the inner product 〈·, ·〉α satisfying

〈pλ, pµ〉α = α`(λ)zλδλ,µ

and the transition matrix M(P (α),m) is upper-unitriangular:

P
(α)
λ := mλ +

∑
µ<λ

K
(α)
λ,µmµ.

We call {P (α)
λ }λ`n the normalized Jack polynomials.

15



2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

We now define what turns out to be a more convenient basis {J (α)
λ }λ`n

that we call the Jack symmetric functions:

J
(α)
λ := cα(λ)Pλ, cα(λ) :=

∏
s∈λ

(αaλ(s) + lλ(s) + 1),

where the arm length aλ(s) in the number of cells to the right of s in the
same row and the leg length lλ(s) is the number of cells below s in the same
column. If we specialize the Jack symmetric functions at α = 1, we obtain a
normalization of the Schur symmetric functions that we denote as {Sλ}λ`n.
Specializing at α = 2 recovers the zonal polynomials {Zλ}λ`n.

We close this section with an unpublished result of Stanley, that the
coefficients of {Sλ}λ`n and {Zλ}λ`n when expressed in the power sum basis
are precisely the entries of the character tables P ′ and P of A′n and An.

2.2.1 Theorem. [53, 57] Let P be the character table of An and let P ′ be
the character table of A′n. Then P ′ = M(S, p) and P = M(Z, p).

Without further ado, we give a unified analysis of the eigenvalues of M ′
k,n

and Mk,n using Jack symmetric functions.

2.3 Eigenvalues and Jack Symmetric Func-

tions

Let us start by expressing the Jack symmetric functions in the power sum
basis:

J
(α)
λ (x) =

∑
µ`n

ψµλpµ(x) for all λ ` n.

By Theorem 2.2.1, if α = 1, then ψµλ is the λ-eigenvalue of the µ-associate of
A′n, and if α = 2, then ψµλ is the λ-eigenvalue of the µ-associate of An. If we

evaluate J
(α)
λ (x) at

x = 1, 1, · · · , 1︸ ︷︷ ︸
n times

, 0, 0, · · · =: 1n,

16



2.3. EIGENVALUES AND JACK SYMMETRIC FUNCTIONS

0 1 2 3 4 5 · · ·
−1 0 1 2 3 4 · · ·
−2 −1 0 1 2 3 · · ·
−3 −2 −1 0 1 2 · · ·
−4 −3 −2 −1 0 1 · · ·
−5 −4 −3 −2 −1 0 · · ·
...

...
...

...
...

...
. . .

0 2 4 6 8 10 12 · · ·
−1 1 3 5 7 9 11 · · ·
−2 0 2 4 6 8 10 · · ·
−3 −1 1 3 5 7 9 · · ·
−4 −2 0 2 4 6 8 · · ·
−5 −3 −1 1 3 5 7 · · ·
...

...
...

...
...

...
...
. . .

Figure 2.2: The grids above illustrate α-contents for α = 1, 2 and offers
a combinatorial interpretation of the factors that arise in Equation (2.3.1).
The cells in bold lettering belong to the ray R(α).

then due to the fact that pµ(1n) = n`(µ), we obtain a polynomial in n:

J
(α)
λ (1n) =

∑
µ`n

ψµλn
`(µ)

=
n∑
i=1

ni

∑
µ`n
`(µ)=i

ψµλ

 .

Since Mk,n and M ′
k,n lie in the Bose-Mesner algebras of An and A′n respec-

tively, the λ-eigenvalue of Mk,n and M ′
k,n equals the sum of the λ-eigenvalues

of its constituent associates; therefore, the coefficient of ni on the right-hand
side is the precisely the λ-eigenvalue of the M ′

i,n and Mi,n for α = 1 and
α = 2. A result of Stanley gives another expression for the 1n specialization.

2.3.1 Theorem. [70] Let λ ` n and α ∈ R. Then

J
(α)
λ (1n) =

∏
(i,j)∈λ

(n− (i− 1) + α(j − 1))

where (i, j) ∈ λ is the cell in the ith row and jth column of λ.

Since both expressions of J
(α)
λ (1n) are polynomials in n, equating coeffi-

cients of nk gives∑
S⊆λ
|S|=k

∏
(i,j)∈λ\S

(α(j − 1)− (i− 1)) =
∑
µ`n
`(µ)=k

ψµλ . (2.3.1)
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

For any cell (i, j) of a Ferrers diagram, the number α(j − i)− (i− 1) is the
α-content of (i, j) (see Figure 2.2). For any shape λ ` n and α ∈ Z, we
may label its Ferrers diagram such that the cell (i, j) is assigned the integer
α(j − i)− (i− 1), which we call the α-content tableau of λ.

Equation (2.3.1) already gives a combinatorial way of computing the λ-
eigenvalue of M ′

k,n and Mk,n if we set α = 1 and α = 2. In particular, the
sum ranges over all ways of removing k cells from the α-content tableau of λ,
and each term is the product of the α-content tableau of λ excluding those
k cells.

We can further simplify Equation (2.3.1) by considering the ray

R(α) := {(i, j) ∈ N+ × N+ : α(j − 1)− (i− 1) = 0}

as illustrated in Figure 2.2. Since j = 1 + (i− 1)/α and j ∈ N+, we have

R(α) = {(i, 1 + (i− 1)/α) : i = 1, 1 + α, 1 + 2α, · · · }.

Let R
(α)
k := {(i, j) ∈ R(α) : j ≤ k}. We can now write our expression as

J
(α)
λ (1n) =

∏
(i,j)∈R(α)

k ∩λ

(n− (i− 1) + α(j − 1))
∏

(i,j)∈λ\R(α)
k

(n− (i− 1) + α(j − 1))

= n|R
(α)
k ∩λ|

∏
(i,j)∈λ\R(α)

k

(n− (i− 1) + α(j − 1)).

For any α ∈ N+, define the α-trace of a shape λ to be trα(λ) := |R(α)
k ∩ λ|,

and henceforth we let ` := k − trα(λ). Equating coefficients gives us

[nk] J
(α)
λ (1n) =

∑
S⊆λ\R(α)

k
|S|=`

∏
(i,j)∈λ\(R(α)

k ∪S)

(α(j − 1)− (i− 1)). (2.3.2)

This combinatorial expression is nice enough to do nontrivial calculations
with some ease, as demonstrated in Figure 2.3. In particular, for ` = 0 the
specializations α = 1, 2 give rather elegant expressions for the λ-eigenvalue
of M ′

k,n and Mk,n, which we state as theorems.

2.3.2 Theorem. For any k ≤
√
n, let λ ` n be a shape such that (kk) ⊆ λ.

Then the eigenvalue θ′k,λ corresponding to the λ-eigenspace of M ′
k,n is

θ′k,λ =
∏

(i,j)∈λ
(i,j)6=(1,1),(2,2),··· ,(k,k)

(j − i).

18



2.3. EIGENVALUES AND JACK SYMMETRIC FUNCTIONS

Moreover, if (k + 1)k+1 ⊆ λ, then θ′k,λ = 0.

2.3.3 Theorem. For any k such that 2k2 − k ≤ n, let λ ` n be a partition
such that (k2k−1) ⊆ λ. Then the eigenvalue θk,λ corresponding to the λ-
eigenspace of Mk,n is

θk,λ =
∏

(i,j)∈λ
(i,j) 6=(1,1),(3,2),··· ,(2k−1,k)

(2j − i− 1).

Moreover, if (k + 1)2k+1 ⊆ λ, then θk,λ = 0.

The case where k = 1 is especially important due to vacuous properties
of integer partitions, namely, that every nonempty shape λ contains the cell
(1, 1) and the only λ ` n with precisely one part is (n). These facts imply
a simple formula for the eigenvalues of the (n)-associate of A′n and An. The
former is a folklore result of the representation theory of the symmetric group
and the latter happens to be an unpublished result of Diaconis and Lander.

2.3.4 Corollary. The eigenvalue corresponding to the λ-eigenspace of M ′
1,n

can be written as
θ′1,λ =

∏
(i,j)∈λ

(i,j)6=(1,1)

(j − i).

2.3.5 Corollary (Diaconis and Lander [53]). The eigenvalue corresponding
to the λ-eigenspace of M1,n can be written as

θ1,λ =
∏

(i,j)∈λ
(i,j)6=(1,1)

(2j − i− 1).

For k ≥ 2 there are of course still many shapes λ such that trα(λ) 6= k, i.e.,
(kk) 6⊆ λ and (k2k−1) 6⊆ λ for α = 1 and α = 2. We now derive a recursive
expression for determining eigenvalues corresponding to these shapes.

Let us first consider the partitions (n) and (1n), which will give us a close
encounter with the Stirling numbers of the first kind (−1)n−k

[
n
k

]
, where the

unsigned Stirling number of the first kind
[
n
k

]
denotes the number of permu-

tations of Sn that can be factored into k disjoint cycles. In a more graph-
theoretic language, the unsigned Stirling number

[
n
k

]
counts the number of

perfect matchings m ∈ Mn,n such that m′ ∪ m has precisely k connected
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

1 2 3 4 5 · · ·
−1 1 2 3 4 · · ·
−2 −1 1 2 3 · · ·
−3 −2 −1 0 1 2 · · ·
−4 −3 −2 −1 0 1 · · ·
−5 −4 −3 −2 −1 0 · · ·
...

...
...

...
...

...
. . .

2 4 6 8 10 12 · · ·
−1 1 3 5 7 9 11 · · ·
−2 2 4 6 8 10 · · ·
−3 −1 1 3 5 7 9 · · ·
−4 −2 0 2 4 6 8 · · ·
−5 −3 −1 1 3 5 7 · · ·
...

...
...

...
...

...
...
. . .

Figure 2.3: Since λ = (6, 5, 4, 3, 2, 1) ` 21 has tr1(λ) = 3 and tr2(λ) = 2, the
λ-eigenvalue of M ′

3,21 is −(5!)2 · (3!)2. The λ-eigenvalue of M ′
2,21 is 0 since

tr1(λ) > 2, whereas the λ-eigenvalue of M2,21 is −5! · 10!! · 7!! · 22 · 4.

components for some fixed m′ ∈Mn,n. The rows of M ′
k,n sum to

[
n
k

]
by def-

inition. For any fixed perfect matching m′ ∈ M2n, let
[[

2n
k

]]
be the number

of perfect matchings m ∈ M2n such that m′ ∪ m has exactly k connected
components. The rows of Mk,n sum to

[[
2n
k

]]
by definition.

2.3.6 Proposition. For all n ∈ N, we have[
n

k

]
= θ′k,(n) = (n− 1)!ek−1(1, 1/2, · · · , 1/(n− 1), 0, 0, · · · ), and[[

2n

k

]]
= θk,(n) = (2n− 2)!!ek−1(1/2, 1/4, · · · , 1/(2n− 2), 0, 0, · · · ).

Proof. By Equation 2.3.2 and setting α = 1, 2, we have[
n

k

]
= θ′k,(n) =

∑
S⊆λ\{(1,1)}
|S|=k−1

∏
(i,j)∈λ\S

(j − 1)

= (n− 1)!ek−1(1, 1/2, · · · , 1/(n− 1), 0, 0, · · · ), and

[[
2n

k

]]
= θk,(n) =

∑
S⊆λ\{(1,1)}
|S|=k−1

∏
(i,j)∈λ\S

2(j − 1)

= (2n− 2)!! ek−1(1/2, 1/4, · · · , 1/(2n− 2), 0, 0, · · · ).
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2.3. EIGENVALUES AND JACK SYMMETRIC FUNCTIONS

For arbitrary k these numbers do not appear in the OEIS database [69], but
they are possibly known. Using these counts along with Proposition 2.1.1, we
can compute some interesting probabilities. For example, if we fix a perfect
matching m′ ∈M2n, and draw another perfect matching m ∈M2n uniformly
at random, then the probability that m′ ∪m is a Hamiltonian cycle is[[

2n
1

]]
(2n− 1)!!

≈ 1√
πn

.

One can generalize these results by taking α ≥ 3, but we are unaware of any
combinatorial interpretation.

2.3.7 Proposition.

θ′k,(1n) = (−1)n−k
[
n

k

]
= θk,(1n).

Proof. By Equation 2.3.2 and setting α = 1, 2, we have

θ′k,(1n) =
∑

S⊆λ\{(1,1)}
|S|=k−1

∏
(i,j)∈λ\S

−(i− 1)

= (−1)n−k
[
n

k

]
, and

θk,(1n) =
∑

S⊆λ\{(1,1)}
|S|=k−1

∏
(i,j)∈λ\S

−(i− 1)

= (−1)n−k
[
n

k

]
.

Let us now consider a slightly more general class of shapes of the form
λ = (n−l, 1l) ` n such that 0 ≤ l ≤ n. These shapes are known as hooks and
they too admit simple content tableaux, as seen below with l′ := n− l − 1:

α 2α · · · l′α
−1

−2
...

−l

.
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

2.3.8 Lemma. If λ = (n− l, 1l) ` n, then

θ′k,λ =
k∑
i=1

(−1)l+1−i
[
l + 1

i

][
n− l

k + 1− i

]
.

Proof. Let λ̂ = λ \ {(1, 1)} and set α = 1. Since λ is a hook, by Equation
(2.3.2) we have

θ′k,λ =
∑

S1⊆λ̂1,S2⊆λ̂\λ̂1
|S1|+|S2|=k−1

∏
(i,j)∈λ1\S1

(j − i)
∏

(i,j)∈λ\(λ1∪S2)

(j − i)

=
k−1∑
k′=0

 ∑
S1⊆λ̂1
|S1|=k′

∏
(i,j)∈λ1\S1

(j − i)
∑

S2⊆λ̂\λ̂1
|S2|=k−1−k′

∏
(i,j)∈λ\(λ1∪S2)

(j − i)


=

k∑
i=1

(−1)l+1−i
[
l + 1

i

][
n− l

k + 1− i

]
where the last equality holds by Proposition 2.3.7 and Proposition 2.3.6.

This lemma will serve as the base case of our recursive formula for θ′k,λ.
Because the α-contents for α = 2 do not have transpose symmetry (see
Figure 2.2), we will also need to consider the so-called near-hooks of the
form (n − m − l,m, 1l) ` n in order to arrive at a recursive expression for
θk,λ. The proof of the lemma below is similar to the one given above.

2.3.9 Lemma. If λ = (n− l, 1l) ` n and µ = (n−m− l,m, 1l) ` n, then

θk,λ =
k∑
i=1

(−1)l+1−i
[
l + 1

i

] [[
2n− 2l

k + 1− i

]]
, and

θk,µ =
k∑
j=0

θk−j,(n−m−l,1l+1)(2m− 3)!!ej(1, 1/3, 1/5, · · · , 1/(2m− 3), 0, 0, · · · ).

We are now in a position to give a recursive formula for the eigenvalues
of M ′

k,n and Mk,n. For any shape λ, let ζ be the largest hook shape that
is contained in λ, equivalently, the union of the cells in its first row and
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2.3. EIGENVALUES AND JACK SYMMETRIC FUNCTIONS

first column. A borderstrip is a connected skew shape that contains no 2× 2
square, and let ξ be the largest borderstrip contained in λ. In the illustration
below, the cells in bold lettering compose ζ = (5, 15) whereas the yellow cells
compose ξ for the shape λ = (5, 4, 4, 2, 1, 1):

0 1 2 3 4

−1 0 1 2

−2−1 0 1

−3−2

−4
−5

.

2.3.10 Theorem. Let θ′k,λ denote the eigenvalue corresponding to the λ-
eigenspace of M ′

k,|λ|. Then

θ′k,λ =
k∑
j=1

θ′j,ζ θ
′
k−j+1,λ\ξ.

Proof. We proceed by induction on tr1(λ). If λ is a hook, then tr1 = 1
and the claim holds by Lemma 2.3.8. Assume the claim holds for all shapes
λ ` n such that tr1(λ) < k′.

Let ζ be the largest hook shape contained in λ and let ξ be the largest
borderstrip contained in λ. Note that c1(λ/ζ) = c1(λ \ ξ) since ζ and ξ are
composed of the same number of cells and their cells compose monotonically
increasing paths of the Ferrers diagram of λ.

Let λ̂ = λ \ {(1, 1)}. By Equation (2.3.2) we have

θ′k,λ =
∑

S1⊆ξ,S2⊆λ̂\ξ
|S1|+|S2|=k−1

∏
(i,j)∈ξ\S1

(j − i)
∏

(i,j)∈λ\(ξ∪S2)

(j − i)

=
k−1∑
k′=0

 ∑
S1⊆ξ
|S1|=k′

∏
(i,j)∈ξ\S1

(j − i)
∑

S2⊆λ̂\ξ
|S2|=k−1−k′

∏
(i,j)∈λ\(ξ∪S2)

(j − i)


=

k∑
j=1

θ′j,ζ θ
′
k−j+1,λ\ξ,

where the last equality follows by Lemma 2.3.8 and induction.
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

When α = 2, the content tableaux do not have transpose symmetry, so we
must remove shapes of the form (n − m − l,m, 1l) to arrive at a recursive
formula. Arguing similarly as above using Lemma 2.3.9 and Lemma 2.3.8 as
the base case, we have the following.

2.3.11 Theorem. Let θk,λ denote the eigenvalue corresponding to the λ-
eigenspace of Mk,|λ|. Let ν be the largest shape of the form (n−m− l,m, 1l)
that is contained in λ. Then

θk,λ =
k∑
j=1

θj,ν θk−j+1,µ

where µ is the shape obtained by shifting each cell of λ/ν to the left by one
cell, then shifting up by two cells.

We say that a family of perfect matchings of K2n is non-Hamiltonian if
the union of any two of its members does not form a Hamiltonian cycle. Such
families are independent sets of vertices in the graph of M1,n, and in [45] it
was shown that the largest non-Hamiltonian families are those of the form

Fij = {m ∈M2n : ij ∈ m} for some ij ∈ E(K2n).

These families are often called the canonically intersecting families of perfect
matchings, and we shall revisit them in Chapter 3. A key part of the ar-
gument was determining the minimum eigenvalue of M1,n, which was done
using the theory presented in this section. We believe that our eigenvalue
formulas for M ′

k,n and Mk,n are explicit enough to determine the minimum
eigenvalue and other such statistics for k ≥ 2, should the need to do so arise.

In their study of Brauer’s centralizer algebras, Hanlon and Wales [35]
determined the eigenvalues of matrices of the form

Tn(x) :=
n∑
i=1

xiMi,n

remarkably without Jack symmetric functions. Their results do not seem
to imply ours or vice versa since the xi’s play a significant role in their
arguments.

Finally, we have only scratched the surface of the algebraic combinatorics
surrounding the Stirling numbers of the first kind (see [60] for a compre-
hensive account). It is plausible that some of our formulas can be further
simplified and may perhaps be connected to other results in the vast litera-
ture on the subject.
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2.4 Ranks of Matchings Connectivity Matri-

ces

We have observed that the eigenspaces of M ′
k,n and Mk,n are parameterized

by integer partitions of n, but we have avoided the issue of their dimension,
equivalently, the ranks of the primitive idempotents of A′n and An. In the
language of association schemes, the rank of the ith primitive idempotent Ei
is the multiplicity of i, which we denote as mi.

There are general formulas for deducing the multiplicities of association
schemes from their character tables [4]; however, our association schemes are
defined over Sn and cosets of S2n, so the simplest way of determining the
multiplicities m′λ and mλ of A′n and An is by appealing to the representation
theory of the symmetric group. Our proper overview of this theory is deferred
to Section 4.2.1, but the following sneak preview below will suffice for now.

A standard Young tableau of shape λ ` n is a Ferrers diagram of shape
λ such that the cells are assigned distinct labels from [n] that are strictly
increasing along rows and strictly increasing along columns. For example,
below is a standard Young tableau of shape (5, 3, 2, 1) ` 11:

1 2 5 8 9
3 6 7
4 10
11

.

Recall that

c1(λ) :=
∏
s∈λ

(aλ(s) + lλ(s) + 1) and c2(λ) :=
∏
s∈λ

(2aλ(s) + lλ(s) + 1).

We let fλ denote the number of standard Young tableaux of shape λ, and a
classic result in combinatorics is that fλ = n!/c1(λ). This fact is the tip of
the iceberg that fλ is the dimension of the irreducible representation of Sn
associated to λ ` n. In the next chapter, we will see that the eigenspaces
of A′n and An can be written in terms of irreducible representations of the
symmetric group and that their dimensions are

m′λ = (fλ)2 =

(
n!

c1(λ)

)2

and mλ = f 2λ =
(2n)!

c2(λ)

where 2λ := (2λ1, 2λ2, · · · , 2λ`) ` 2n for any λ = (λ1, λ2, · · · , λ`) ` n.
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

With this combinatorial formula for the multiplicities of A′n and An in
hand, our expressions for the eigenvalues of M ′

k,n and Mk,n now reveal a
great deal of information about their ranks. For example, a consequence of
Theorem 2.3.2 is the aforementioned result of Raz and Spieker, stated below.

2.4.1 Theorem. [61] The rank of M ′
n = M ′

1,n is

rank M ′
n =

∑
λ`n

(2,2) 6⊆λ

(fλ)2 =

(
2n− 2

n− 1

)
.

The summation above ranges over all the hook shapes of size n. Using the
hook formula, it is easy to see that the number of standard Young tableaux
of shape (n− k, 1k) is

(
n−1
k

)
, and so the second equality is a simple exercise.

Similarly, by Theorem 2.3.3, we now arrive at the non-bipartite analogue
of Raz and Spieker’s result.

2.4.2 Theorem. [14] The rank of Mn is

rank Mn =
∑
λ`n

(2,2,2)6⊆λ

f 2λ.

We are not as fortunate in the non-bipartite case, as the number of stan-
dard Young tableau of shape 2λ ` 2n satisfying (2, 2, 2) 6⊆ λ does not seem
to admit a simple combinatorial description.

Fortunately, we can still find an upper bound and a lower bound on
the rank of Mn that are tight up to polynomial factors. To make this latter
notion more formal, for any positive functions f(n) and g(n), we write f(n) =
Θ∗(g(n)) if there exists a rational function h(n) and a positive constant c ∈ R
such that

lim
n→∞

f(n)

g(n)
h(n) = c,

and f(n) = O∗(g(n)) if there exists a polynomial h(n) such that the same
holds. While on the subject of asymptotic notation, we say that f(n) is
ω(g(n)) if g(n) = o(f(n)).

By Theorem 2.4.1, an upper bound of

rank Mn ≤
1

2

(
2n

n

)(
2n− 2

n− 1

)
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2.4. RANKS OF MATCHINGS CONNECTIVITY MATRICES

Figure 2.4: The Ferrers diagram of the domino hook 2(4, 4, 15) ` 26

is immediate, as there are 1
2

(
2n
n

)
ways to partition the vertices of K2n into

two parts of size n. For the lower bound, we consider the following family of
even shapes 2λ ` 2n satisfying (2, 2, 2) 6⊆ λ.

We say a partition 2λ ` 2n is a domino hook if λ = (k, k, 1n−2k) for some
0 ≤ k ≤ n (see Figure 2.4). Using the Wilf-Zeilberger method [59], Regev [2]
showed that the sum of the number of standard Young tableaux of domino
hook shape admits an elegant count.

2.4.3 Theorem. [2] Let Cn = 1
n+1

(
2n
n

)
be the nth Catalan number. Then

Cn−1Cn =
∑

2λ`2n
2λ is a domino hook

f 2λ.

This can be seen as a generalization of the well-known identity Cn = f (n,n) [71].
Combining inequalities, we have that

Cn−1Cn ≤ rank Mn ≤ 1

2

(
2n

n

)(
2n− 2

n− 1

)
.

It is well-known that the Catalan numbers can be estimated asymptotically
as

lim
n→∞

4n/
√
πn3/2

Cn
= 1,

and it will be convenient to let N := 2n for the remainder of this chapter.
Ignoring polynomial factors in the bounds above gives us the following.

2.4.4 Theorem. [14] The rank of Mn = M1,n is Θ∗(4N).
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

We were unable to find nice singly-exponential Θ∗ approximations of the
ranks of M ′

k,n and Mk,n for constant k, but in lieu of these estimates, we give
a simple proof that these matrices at least have low rank, that is, their ranks
become vanishingly small as n→∞ provided k = o(nε) for any ε > 0.

First, we observe that there are
(
n
λ1

)
ways of choosing which numbers

get assigned to the first row of a standard Young tableau of shape λ =
(λ1, λ2, · · · , λd) and at most f (λ2,··· ,λd) ways of completing it to a standard
Young tableau, thus

fλ ≤
(
n

λ1

)
f (λ2,··· ,λd) ≤ 2dn.

If tr1(λ) = d, then the foregoing shows rather crudely that fλ ≤ 4dn.
Now let D be the number of shapes λ ` n such that tr1(λ) = d. To see

that
D ≤ n2d,

consider the shape below the first d rows of λ. There are no more than nd

ways of choosing the columns of this shape, and the same argument applies
if we consider the shape to the right of the first d columns of λ. We deduce
that the number of shapes λ ` n such that tr1(λ) ≤ d is O(n2d).

If k = o(nε) for any ε > 0, then we have

rank M ′
k,n ≤

∑
λ`n

tr1(λ)≤k

m′λ ≤
∑
λ`n

tr1(λ)≤k

16kn = O(n2k)16kn = o(n!),

Finally, one can argue similarly that the number of shapes of size n such that
tr2(λ) ≤ d is O(n3d) and that

rank Mk,n ≤
∑
λ`n

tr2(λ)≤k

mλ =
∑
λ`n

tr2(λ)≤k

f 2λ = o((2n− 1)!!),

which proves that

lim
n→∞

rank M ′
k,n

n!
= 0 and lim

n→∞

rank Mk,n

(2n− 1)!!
= 0

provided k = o(nε) for all ε > 0, as desired.
We have given a unified proof that rank M ′

n = Θ∗(4N/2) and rank Mn =
Θ∗(4N), which shows that the jump from bipartite to non-bipartite affords
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2.5. COUNTING HAMILTONIAN CYCLES

roughly a quadratic increase in rank. A surprising consequence of this
quadratic blowup is a lower bound on the complexity of counting Hamil-
tonian cycles that is tight (up to polynomial factors) assuming the Strong
Exponential-Time Hypothesis. In the next section, we briefly survey this
result, which is joint work with Radu Curticapean and Jesper Nederlof that
appeared in the Proceedings of the Twenty-Ninth Annual ACM-SIAM Sym-
posium on Discrete Algorithms.

2.5 Counting Hamiltonian Cycles

The design and analysis of polynomial-time algorithms held an important role
in the early years of theoretical computer science, as it painted a monochro-
matic picture of the complexity landscape in strokes of tractability and in-
tractability. As one might guess, the field of fine-grained complexity takes a
more nuanced view of complexity, i.e., distinguishing which classes of prob-
lems in P admit quadratic vs. cubic algorithms, finding faster exponential
algorithms for hard problems, and showing conditional lower bounds for
problems assuming widely-believed but difficult-to-prove conjectures in com-
plexity theory.

One such conjecture is the Strong Exponential-Time Hypothesis (SETH),
which asserts that for all ε > 0 there exists a k such that k-CNF-SAT can-
not be solved in O∗((2 − ε)n) time. It has been shown that many known
exact algorithms for NP-hard optimization problems and #P-hard counting
problems are optimal assuming SETH [15, 47]. Along these lines, in joint
work with Radu Curticapean and Jesper Nederlof, we settle an open question
on the parameterized complexity of counting Hamiltonian cycles assuming
SETH.

2.5.1 Theorem. [14] Assuming SETH, for any ε > 0, there is no algorithm
for counting the number of Hamiltonian cycles of a graph G in time O∗((6−
ε)tw) where tw denotes the treewidth of G.

This bound is tight due to a O∗(6tw)-time algorithm of Bodlaender et al [9].
Assuming SETH, it was recently observed that all of the NP-complete prob-
lems whose Θ∗ complexity was known had the same Θ∗ complexity for its
corresponding #P counting problem, which prompted the following ques-
tion of Holger Dell [16]: if we assume SETH, is deciding just as hard as
counting for NP-complete problems? Theorem 2.5.1 gives a negative answer
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

to Dell’s question, as an O∗((2 +
√

2)tw)-time algorithm exists for deciding
Hamiltonicity [15].

The proof of Theorem 2.5.1 proceeds by a long and technical reduction,
and a complete description of the reduction would take us too far astray
from the algebraic combinatorics of matchings. Instead, we offer a sketch
that highlights the main points and illustrates how our estimate on the rank
ofMn plays a central role, referring the interested reader to [14] for a complete
proof.

2.5.1 A Sketch of the Reduction

For a precise definition of treewidth we refer the reader to [19], but it is es-
sentially the size of a hierarchy of vertex-separators of size k, a so-called tree-
decomposition, that allows problems to be solved more efficiently through the
use of dynamic programming. This problem-solving paradigm is no stranger
to Hamiltonicity [36, 6, 9], and it worthwhile to understand the efficacy of dy-
namic programming approaches for finding and counting Hamiltonian cycles
under various hypotheses in complexity.

For any k ∈ N, let a k-boundaried graph be a simple labeled graph with k
distinguished boundary vertices B ⊆ V that are labeled 1, · · · , k. We say that
a fingerprint of a k-boundaried graph is a pair (d,m), where d ∈ {0, 1, 2}k
assigns 0, 1 or 2 to each boundary vertex, and m is a perfect matching on the
boundary vertices to which d assigns 1. Here, we consider ∅ to be a perfect
matching of K0 and we define M0 := 1.

Fingerprints are essentially the states one would use in the natural dy-
namic programming routine for counting Hamiltonian cycles using a tree-
decomposition; they describe the behavior of a Hamiltonian cycle on a given
side of a separation. We say that a pair of fingerprints (d,m) and (d′,m′)
on B combines if dv + d′v = 2 for every v ∈ B and either m ∪ m′ forms
a single cycle or m ∪ m′ is empty. The fingerprint matrix Hk is a binary
matrix indexed by fingerprints such that [Hk]f,f ′ = 1 if fingerprints f and f ′

combine; otherwise, [Hk]f,f ′ = 0. Low-rank fingerprints matrices have been
exploited to speed up the standard treewidth-based dynamic programming
routine for a variety of problems, producing several algorithms for solving
NP-hard problems that are singly-exponential in treewidth [9].

If (d,m) is a fingerprint that combines with another fingerprint (d′,m′),
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2.5. COUNTING HAMILTONIAN CYCLES

then d+ d′ = (2, 2, · · · , 2) which implies that

d′i =


di + 2 if di = 0,

di if di = 1, and

di − 2 if di = 2

for all 1 ≤ i ≤ k. This gives a bijection on the set of vectors {0, 1, 2}k
that have an even number of ones, and so we may write Hk as a block-
anti-diagonal matrix where the blocks correspond to ordered pairs of vectors
d, d′ ∈ {0, 1, 2}k that have an even number of ones, and are sorted in lexico-
graphical order:

Hk =



0 0 · · · 0 H00···00
22···22

0 0 · · · H00···11
22···11

0

...
... . .

. ...
...

0 H22···11
00···11

· · · 0 0

H22···22
00···00

0 · · · 0 0


.

By our choice of indexing, each block is indexed by the set of all perfect
matchings on the boundary vertices v such that dv = 1. If H is a nonzero
block indexed by d, d′ such that d and d′ each have i ones, then H ∼= Mi.
There are

(
k
i

)
nonzero blocks such that d and d′ each have i ones there are

2k−i ways of assigning zeros and twos to the remaining vertices. Since Hk is
block-anti-diagonal, we have

rank Hk =
k∑

i even

(
k

i

)
2k−i rank Mi. (2.5.1)

Applying Theorem 2.4.2 to Equation (2.5.1) gives an exact formula for the
rank of Hk, which after a straightforward application of Theorem 2.4.4 and
the Binomial Theorem gives us

rank Hk = Θ∗(6k).

At this point, the matchings connectivity matrix leaves the scene and the
reduction begins, which we now briefly sketch.

A CNF-SAT formula ϕ is a Boolean expression with n variables and m
clauses C1, C2, · · · , Cm of the form ∧mi=0Cm where each clause Ci is a disjunc-
tion of literals xj or negated literals ¬xj. Given a CNF-SAT formula ϕ, the
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2. PERFECT MATCHINGS AND COMMUNICATION MATRICES

reduction produces a graph G with treewidth tw ≤ n/ log2(6) that “encodes”
ϕ. This encoding is done so that the 2n assignments of the variables of ϕ
are represented by fingerprints that are linearly independent in the matrix
Hk, and G is constructed so that the number of partial solutions associated
with a given fingerprint is zero if the fingerprint encodes an assignment not
satisfying ϕ, and a fixed positive quantity (depending on the fingerprint) oth-
erwise. As with most reductions, the construction of G involves a substantial
amount of both standard and novel gadgetry, but it also depends on the rank
of the fingerprints matrix. The fact that its rank is essentially 6k accounts
for the c/ log2(6) upperbound on the treewidth of G.

The crux of the reduction is that these graphs which encode CNF-SAT
formulas have treewidth no greater than n/ log2(6), so a O∗((6 − ε)tw)-time
algorithm for counting Hamiltonian cycles would refute SETH, since there
would be an ε > 0 such that k-CNF-SAT can be solved in O∗((2− ε)n) time
for all k.

We note that there are other SETH hardness results for #P counting
problems that involve reductions similar to the one sketched here [47, 15],
but what is most novel about this reduction is that it relies only on the
rank of a fingerprints matrix rather than certain combinatorial properties
and explicit factorizations of fingerprints matrices. This dependence on a
number rather than a structure was crucial since we were not able to find
such a rank factorization ofMn over the reals that had the right combinatorial
properties.

2.5.2 Connection Matrices

As a brief aside, we note that the matrices Mn and Hn are also closely
related to a class of so-called connection matrices introduced by Freedman,
Lovász, and Schrijver [29]. These matrices too are indexed by k-boundaried
graphs, but we do not assume they have a fixed size. More precisely, the
index set of these matrices is the infinite set I of all ordered pairs (G,B)
where G = (V,E) is a labeled graph and B ⊆ V is a distinguished set of
k ≤ |V | boundary vertices. Two k-boundaried graphs G and G′ can be glued
together, yielding a multigraph G⊕G′ by taking the disjoint union of G and
G′ and identifying vertices with the same label.

The kth connection matrix Ck with respect to some graph parameter
function f : G→ R is an I×I matrix defined such that [Ck]G,G′ = f(G⊕G′).
Let Cham

k be the kth connection matrix obtained by setting f to be the graph
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parameter function that counts the number of Hamiltonian cycles in G⊕G′.
In [14], it was shown that Cham

k , although infinite, has the same rank as Hk.

The ranks of connection matrices are closely related to graph-theoretic,
algorithmic, and model-theoretic properties of graph parameters [29, 51].
Lovász was able to determine the exact rank of many important classes of
connection matrices [49], but he was unable to find an exact expression for
the rank of Cham

k [49, Ex. 2.6]. We speculate this difficulty is related to our
inability to find a nice formula for the rank of Mn. Equation (2.5.1) along
with Theorem 2.4.2 solves Lovász’s problem, though it is not as clean as one
would hope (see [14] for more discussion).

2.6 Concluding Remarks and Open Questions

We showed that the ranks of M ′
k,n and Mk,n become vanishing small provided

k = o(nε) for all ε > 0, but it would be interesting to refine this result to an
approximation of the rank that is tight up to polynomial factors. By modi-
fying the reduction of [14], such approximations in all likelihood would give
SETH hardness results for counting types of restricted 2-matchings [66], in
our case, spanning subgraphs of maximum degree 2 with exactly k connected
components.

Another interesting feature of the reduction in [14] is that it can also
show SETH-based lower bounds for counting Hamiltonian cycles modulo
p provided the p-rank of the fingerprints matrix is known. We may then
ask, assuming SETH, what is the optimal constant cp such that counting
Hamiltonian cycles modulo p can be solved in time O∗(ctw

p ) but not O∗((cp−
ε)tw)? This leads one to study the p-rank of Mn for constant primes p ≥ 3. As
mentioned before, the 2-rank of Mn was determined in [15] by combinatorial
means, and in [14] it is shown that the 2-rank of Mn is less than the 3-rank of
Mn, but not much else is known. What would be interesting is if the modular
representation theory of the symmetric group could be utilized to determine
the ranks of these matrices over fields of odd prime characteristic.

Complexity aside, it is natural to wonder whether other integer special-
izations of α exist for which the evaluation J

(α)
λ (1n) lists the eigenvalues of

a graph. Such graphs are unlikely to stem from group-based association
schemes, since with the exception of α = 1/2, 1, 2 no specialization of α is
known to have a representation-theoretic model [34, 70], but we entertain
this curiosity for n = 3. In this case, such a graph would have three eigenval-
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ues, and would therefore be strongly regular [32]. Because no two partitions

of three have the same number of parts, the evaluation J
(α)
λ (13) recovers J

(α)
λ

expressed in the power sum basis for all λ ` 3. The corresponding transition
matrix can be written as

P (α) =

2α2 3α 1
−α (α− 1) 1
2 −3 1

 .
A computational experiment shows that the only known strongly regular
graphs in the strongly regular graph database of SAGE [72] whose set of
eigenvalues is a column of P (α) are

1. α = 1: the complete bipartite graph K3,3,

2. α = 2: the generalized quadrangle GQ(2, 2),

3. α = 4: the generalized quadrangle GQ(4, 2),

4. α = 10: the Cameron Graph,

and of course their complements. It would be interesting to know if this
numerology is evidence of a deeper connection between the Jack symmetric
functions at α = 4, 10 and the last two strongly regular graphs listed above.
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Chapter 3

Stability for Intersecting
Families of Perfect Matchings

In extremal combinatorics, stability theorems are qualitative results which
show that the structure of “large” objects satisfying a given property must
be “close” in structure to the extremal objects satisfying that property. The
quintessential example of this phenomenon begins with a well-known theorem
of Turán, that the Kr+1-free graph on n vertices with the most edges is the
graph Tn,r obtained by partitioning a set of n vertices into r parts (making
their sizes as equal as possible), then joining two vertices if they belong
to different parts. A stability version of this theorem would show that a
Kr+1-free graph having almost the same number of edges as Tn,r must be
a graph whose structure is somehow close to Tn,r. Such a result was given
by Erdos, Stone, and Simonovits, who showed that any Kr+1-free graph
having nearly the same number of edges as Tn,r must have a large r-partite
subgraph. Results of this nature have their place in extremal combinatorics
as they provide a more complete understanding of the structure of objects
that satisfy a given combinatorial property.

In the subfield of Erdős-Ko-Rado combinatorics, stability results show
that large intersecting families are similar in structure to the largest inter-
secting families, which are often the so-called trivially intersecting or canoni-
cally intersecting families [30]. The classic example in this setting dates back
to Hilton and Milner [37], who gave a stability version of the original Erdős-
Ko-Rado theorem for t = 1. In particular, they showed that for all n ≥ 2k,
any intersecting family F ⊆

(
[n]
k

)
of size greater than

(
n−1
k−1

)
−
(
n−k−1
k−1

)
+ 1 is
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contained in a canonically intersecting family

Fi =

{
S ∈

(
[n]

k

)
: i ∈ S

}
for some i ∈ [n].

This result too implies that the canonically intersecting families are the ex-
tremal families for n ≥ 2k, but in a stronger sense. Like the Erdős-Ko-Rado
theorem, Hilton and Milner’s result has since been generalized to other classes
of combinatorial objects, see [30] for a survey of these results. In this chap-
ter, we offer an analogue of Hilton and Milner’s stability result for perfect
matchings of K2n.

A family of perfect matchings F ⊆ M2n is intersecting if m ∩ m′ 6= ∅
for any m,m′ ∈ F . Recall from the previous chapter that the canonically
intersecting families of M2n are of the form

Fij = {m ∈M2n : ij ∈ m} for some ij ∈ E(K2n).

It is well-known that the largest intersecting families of M2n are the canon-
ically intersecting families.

3.0.1 Theorem. [30, 45, 56] If F ⊆M2n is an intersecting family, then

|F| ≤ (2n− 3)!!.

Moreover, equality holds if and only if F is a canonically intersecting family.

The main result of this chapter is that the extremal families in the theorem
above are stable for sufficiently large n.

3.0.2 Theorem. For any ε ∈ (0, 1/
√
e) and n > n(ε), any intersecting family

of perfect matchings of size greater than (1−1/
√
e+ ε)(2n−3)!! is contained

in a canonically intersecting family.

To see that this bound is best possible, consider the following intersecting
family:

H1,2 = {m ∈ F1,2 : m intersects (1 3)m∗} ∪ {(1 3)m∗, (1 4)m∗}

where (1 3)m∗ and (1 4)m∗ are the perfect matchings obtained by letting the
transpositions (1 3) ∈ S2n and (1 4) ∈ S2n act onm∗ = {{1, 2}, {3, 4}, · · · , {2n−
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1, 2n}}. This family is not contained in any canonically intersecting family,
and for every member m ∈ H1,2 \ {(1 3)m∗, (1 4)m∗}, we have that

{1, 4}, {2, 3}, {2, 4}, {1, 3} /∈ m and m∩{{5, 6}, {7, 8}, · · · , {2n−1, 2n}} 6= ∅.

Recall that d(m∗,m) is the cycle type of m. For any λ ` n, let fp(λ) denote
the number of singleton parts of λ (i.e., fixed points), and for any m ∈M2n,
define fp(m) := fp(d(m∗,m)). A derangement of M2n is a perfect matching
m ∈ M2n such that fp(m) = 0. It is well-known (see [30]) that the number
of derangements ofM2n, denoted as D2n, can be counted using a recurrence
quite similar to the classic one for counting derangements of permutations:

D2n = 2(n− 1)(D2(n−1) +D2(n−2)),

where D0 = 1 and D2 = 0. Alternatively, via the principle of inclusion-
exclusion we have

D2n =
n∑
k=0

(−1)k
(
n

k

)
(2(n− k)− 1)!! = (2n− 1)!!

n∑
k=0

(−1)k
(n)k

k!((2n− 1))k
,

where ((2n − 1))t := (2n − 1) × (2(n − 1) − 1) × · · · × (2(n − t + 1) − 1) is
the odd double factorial analogue of the falling factorial (n)t := n!/(n− t)!.
After taking limits, we see that

D2n = (2n− 1)!! (1/
√
e+ o(1)) as n→∞.

The number of perfect matchings m ∈M2n such that m∩m∗ = {{1, 2}}
is D2(n−1). Similarly, the number of perfect matchings such that

m ∩m∗ = {{1, 2}, {3, 4}}

is D2(n−2). Since |F1,2| = (2n − 3)!!, we deduce that the number of perfect
matchings containing {1, 2} and an edge of {{5, 6}, {7, 8}, · · · , {2n− 1, 2n}}
is

|H1,2| − 2 = (2n− 3)!!−D2(n−1) −D2(n−2) = (1− 1/
√
e+ o(1))(2n− 3)!!.

Note that relabeling vertices of K2n gives isomorphic families Hi,j for any ij.
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For any intersecting family F ⊆M2n, we define the restriction F ↓ij⊆ F
to be the subfamily of members that all contain the edge ij, formally,

F ↓ij:= {m ∈ F : ij ∈ m}.

To show Theorem 3.0.2, we prove the following key stability lemma.

3.0.3 Lemma (Key Stability Lemma). For any c ∈ (0, 1), there exists a
C > 0 such that the following holds. If F ⊂ M2n is an intersecting family
such that |F| ≥ c(2n− 3)!!, then there exist an edge ij such that

|F \ F ↓ij | ≤ C(2n− 5)!!.

The following argument shows that the key stability lemma implies Theo-
rem 3.0.2.

Let F ⊆ M2n be an intersecting family of perfect matchings such that
|F| ≥ c(2n− 3)!! and c ∈ (1− 1/

√
e, 1). Assuming the key stability lemma,

there is an edge ij ∈ E(K2n) such that |F \ F ↓ij | = O((2n − 5)!!). This
implies

|F ↓ij | ≥ (c−O(1/n))(2n− 3)!!. (3.0.1)

For sake of contradiction, suppose there exists an m ∈ F such that ij /∈ m.
Since any member of F ↓ij must share an edge with m, we have that

|F ↓ij | ≤ (2n− 3)!!−D2(n−1) −D2(n−2) = (1− 1/
√
e− o(1))(2n− 3)!!.

This contradicts Equation (3.0.1) for n sufficiently large depending on c,
which completes the proof of Theorem 3.0.2.

In light of this, we spend the remainder of this chapter proving the key
stability lemma. Before we start down this path, we provide some backstory
to the proof technique that we use and its role in Erdős-Ko-Rado combina-
torics.

Our method of proof was originally used by Ellis [22] to prove the bipartite
version of Theorem 3.0.2 which was conjectured by Cameron and Ku [11].
In the sequel [21], he showed this method can be extended to show stability
results for t-intersecting families of perfect matchings ofKn,n, that is, families
such that any two members share t edges. The latter stability result [21]
implies the case of equality in the following seminal result of Ellis, Friedgut,
and Pilpel.
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3.0.4 Theorem. [20, 21] Let t ∈ N. If F is a t-intersecting family of perfect
matchings of Kn,n, then for sufficiently large n, we have

|F| ≤ (n− t)!.

Moreover, equality holds if and only if F is a canonically t-intersecting family,
that is, every member of F contains a fixed set of t disjoint edges of Kn,n.

For the t = 1 case in the theorem above, one can obtain a stronger char-
acterization of the largest 1-intersecting families that holds for all n using
polyhedral techniques [30]. It was believed that these polyhedral techniques
could be extended to the problem of characterizing the extremal t-intersecting
families of perfect matchings of Kn,n [20, Theorem 27], but Filmus [28] re-
cently showed the proof is incorrect. This refutation has sparked renewed
interest in Ellis’ method, since it currently provides the simplest proof of the
case of equality in Theorem 3.0.4 (see [23, pg. 37] for more discussion).

In the next chapter, we adopt the same strategy: we extend the proof
of Theorem 3.0.2 to a stability result for t-intersecting families as a means
to characterize the largest t-intersecting families ofM2n for sufficiently large
n. The material of this chapter is of didactical importance, as the proof of
t ≥ 2 case follows along the same lines as the t = 1 case presented here, but
there are several technical challenges that must be overcome. Not as many
obstacles arise in the t = 1 case which makes for a cleaner exposition of Ellis’
method.

We have gone as far as we can without making an introduction to the
theory of finite group representations. The following is short primer on the
subject which we will build upon later.

3.1 Finite Group Representation Theory I

Our work draws upon the fundamentals of the ordinary representation theory
of finite groups and their Fourier analysis. Statisticians [13, 18] have given
a few treatments of group representation theory from a Fourier-analytical
point of view, to which we refer the reader for more details. Throughout this
section, let H,K ≤ G be subgroups of a finite group G, and V be a finite
dimensional vector space over C.

For any set X, let C[X] denote the vector space of dimension |X| of
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complex-valued functions over X, equipped with the inner product

〈f, g〉X :=
∑
x∈X

f(x)g(x).

A representation (φ, V ) of G is a homomorphism φ : G → GL(V ) where
GL(V ) is the general linear group, that is, the group of (dimV ) × (dimV )
invertible matrices. It is customary to be less formal and denote the rep-
resentation (φ, V ) simply as φ when V is understood, or as V when φ is
understood. For any representation φ, we define its dimension or degree to
be dimφ := dimV . When working concretely with a representation φ, we
abuse terminology and let φ(g) refer to a (dimφ)×(dimφ) matrix realization
of φ. Two representations ρ, φ are equivalent if there exists a square matrix
P such that P−1ρ(g)P = φ(g) for all g ∈ G (i.e., they are similar).

Let (φ, V ) be a representation of G, and let W ≤ V be a G-invariant
subspace, that is, φ(g)w ∈ W for all w ∈ W and for all g ∈ G. We say
that (φ|W ,W ) is a subrepresentation of φ where φ|W is the restriction of φ
to the subspace W . A representation (φ, V ) is an irreducible representation
(or simply, an irreducible) if it has no proper subrepresentations. The trivial
representation (1,C) defined such that 1 : g → 1 for all g ∈ G is clearly an
irreducible of dimension one for any group G.

It is well-known that there is a bijection between the set of inequivalent
irreducibles of G and its conjugacy classes C, and that any representation V
of G decomposes uniquely as a direct sum of inequivalent irreducibles Vi of
G:

V ∼=
|C|⊕
i=1

miVi

where mi is the multiplicity of Vi, that is, the number of times that Vi occurs
in the decomposition.

Since two elements are conjugate in Sn if and only if they have the same
cycle type, each irreducible identifies with an integer partition of n. Through-
out this work, we frequently abuse notation by letting λ refer to irreducible
associated to λ, which should not result in any confusion.

A natural way to find representations of groups is to let them act on
sets. In particular, for any group G acting on a set X, let (φ,C[X]) be the
permutation representation of G on X defined such that

φ(g)[f(x)] = f(g−1x)
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for all g ∈ G, f ∈ C[X], and x ∈ X. For instance, if we let G act on itself by
left multiplication, then we obtain the regular representation, which admits
the following decomposition into irreducibles:

C[G] ∼=
|C|⊕
i=1

(dimVi) Vi

where Vi is the ith irreducible of G. For the G ∼= Sn, this becomes

C[Sn] ∼=
⊕
λ`n

fλ λ

where fλ is the number of standard Young tableaux of shape λ ` n. In the
next chapter, we revisit this decomposition in more detail.

It is well-known that any representation φ of G is isomorphic to a di-
rect sum of irreducibles of any subgroup H ≤ G. This representation
(φ ↓GH , V ↓GH) is called the restriction of φ to H, and is obtained simply
by restricting the domain of φ to H. Even if φ is an irreducible of G, the
restricted representation is typically not an irreducible of H.

If λ is an irreducible of Sn, then there is a particularly elegant combina-
torial rule for determining the multiplicities of irreducibles in the restricted
representation λ ↓SnSm for any m < n.

3.1.1 Theorem (The Branching Rule [64]). For any irreducible representa-
tion λ of Sn, we have

λ ↓SnSn−1

∼=
⊕
λ−

λ−

where λ− ranges over all shapes obtainable from λ by removing a cell s ∈ λ
such that aλ(s) = 0 and lλ(s) = 0.

For any irreducible λ of Sn, repeated application of the branching rule

λ ↓SnSn−1
↓Sn−1

Sn−2
· · · ↓S2

S1

breaks λ into fλ 1-dimensional orthogonal subspaces, proving that dimλ =
fλ.
We say that an irreducible of S2n is an even irreducible if the integer partition
associated to the irreducible is of the form 2λ = (2λ1, 2λ2, · · · , 2λ`) for some
λ ` n. Another consequence of the branching rule is the following.
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3.1.2 Corollary. For any irreducible µ of Sm and 2 ≤ i < m such that
µ 6= (m) or (1m), the representation µ ↓SmSm−i is reducible. Moreover, if µ is

an even irreducible of S2m and 1 ≤ i < m, then the representation µ ↓S2m
S2(m−1)

contains at least two even irreducibles of S2(m−1) unless µ has rectangular
shape (ab) ` 2n.

Finally, a result of Thrall [73] shows that the permutation representation
of S2n acting on M2n admits the following decomposition into irreducibles
of S2n.

3.1.3 Theorem. Let λ = (λ1, λ2, · · · , λk) ` n and let 2λ denote the irre-
ducible of S2n corresponding to the partition 2λ = (2λ1, 2λ2, · · · , 2λk) ` 2n.
Then

R[M2n] ∼=
⊕
λ`n

2λ.

These irreducibles in the decomposition above are the eigenspaces of matrices
in the Bose-Mesner algebra of An, i.e., the range of the projector Eλ ∈ An is
isomorphic to the irreducible 2λ of S2n. In the next section, we use properties
of the dimensions of these eigenspaces to determine spectral information
about an important graph that lives in the Bose-Mesner algebra of An.

3.2 Eigenvalues of the Derangement Graph

The derangement graph is the graph Dn over M2n such that m,m′ ∈ M2n

are adjacent if m ∩m′ = ∅, or in the language of association schemes:

Dn =
∑
λ`n

fp(λ)=0

Aλ

where Aλ ∈ An. If we draw the associates instead from A′n, then we obtain
its bipartite cousin, the so-called permutation derangement graph, whose
algebraic properties have been the subject of several papers [62, 41, 42].
By definition, non-adjacent perfect matchings in Dn are intersecting, thus
its independent sets are intersecting families of M2n. Let {ηλ}λ`n be the
eigenvalues of Dn.

We begin with a short proof that the least eigenvalue of the perfect match-
ing derangement graph is

η(n−1,1) = −D2n/2(n− 1)
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and the magnitudes of its eigenvalues, aside from the least and greatest, are
O((2n− 5)!!). Godsil and Meagher [31] first showed the former, but it seems
that slightly stronger arguments are needed to deduce the latter result, which
will indeed be an essential ingredient in our proof of Theorem 3.0.2.

A technique of James and Kerber [40] based on the branching rule allows
us to obtain lower bounds on the degrees of even irreducibles of S2n that are
not too small in reverse-lexicographical order.

3.2.1 Lemma. For n ≥ 8, the only even shapes λ of S2n such that

fλ <

(
2n− 4

4

)
−
(

2n− 4

3

)
are (2n) and (2n− 2, 2).

Proof. We proceed by induction on n ≥ 8. Suppose the claim is true
for S2(n−1) but not S2n. Let λ ` 2n be an even partition such that fλ <(

2n−4
4

)
−
(

2n−4
3

)
.

If λ ↓S2n
S2(n−1)

contains (2n−2) or (2n−4, 2) as an irreducible representation,

then by the branching rule, the only possibilities for λ are

(2n), (2n− 2, 2), (2n− 4, 4), and (2n− 4, 22),

as illustrated below:

(2n) (2n− 2, 2) (2n− 4, 4)(2n− 4, 22)

(2n− 1) (2n− 2, 1)(2n− 3, 2)(2n− 4, 3) (2n− 4, 2, 1)

(2n− 2) (2n− 4, 2)
.

Recalling that fλ = (2n)!/c1(λ), we have

fλ <

(
2n− 4

4

)
−
(

2n− 4

3

)
= f (2n−4,4) < f (2n−4,22),

which rules out (2n− 4, 4) and (2n− 4, 22). We conclude that (2n− 2) and
(2n− 4, 2) do not appear in the irreducible decomposition of λ ↓S2n

S2(n−1)
.
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By the induction hypothesis, all other even irreducibles µ < (2n − 4, 2)
of S2(n−1) have

fµ ≥
(

2(n− 1)− 4

4

)
−
(

2(n− 1)− 4

3

)
.

Moreover, for n ≥ 8 we have

2

((
2(n− 1)− 4

4

)
−
(

2(n− 1)− 4

3

))
≥
(

2n− 4

4

)
−
(

2n− 4

3

)
.

The second part of Corollary 3.1.2 implies that λ = (ab) for some a, b such
that ab = 2n. Without loss of generality we may assume that b ≤ a. We
have

f (ab) =
(2n)!(b− 1)!

(a+ b− 1)! · · · a!
≥ f (n2) =

1

n+ 1

(
2n

n

)
≥
(

2n− 4

4

)
−
(

2n− 4

3

)
for all n ≥ 8 and b 6= 1. This implies that b = 1, i.e., λ = (2n). We conclude
that the claim holds for S2n, a contradiction.

We now use the following folklore result to upper bound |ηλ| such that λ 6= (n)
or (n− 1, 1).

3.2.2 Lemma (The Trace Bound). Let Γ = (V,E) be a graph on N vertices
and let {ηi}Ni=1 be the eigenvalues of its adjacency matrix. Then

∑N
i=1 η

2
i =

Tr(Γ2) = 2|E|.

3.2.3 Lemma. For all λ 6= (n) or (n− 1, 1), we have |ηλ| = O((2n− 5)!!).

Proof. Since ((2n− 1)!!)2(1/
√
e+ o(1)) equals twice the number of edges of

the derangement graph, Lemma 3.2.2 implies that∑
λ`n

(
√

dim 2λ ηλ)
2 = ((2n− 1)!!)2(1/

√
e+ o(1)).

By the non-negativity of the terms on the left-hand side, we have

|ηλ| ≤
√

(2n− 1)!!2(1/
√
e+ o(1))

dim 2λ

=
(2n− 1)!!√

dim 2λ

√
1/
√
e+ o(1)

= O((2n− 5)!!),

where the last equality follows from Lemma 3.2.1.
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3.2.4 Lemma. [53, Ch. VII] Let P be the character table of An and let vλ
be the valency of the associate Aλ ∈ An. Then

P(n−1,1),λ = vλ

(
(2n− 1)fp(λ)− n

2n(n− 1)

)
.

We are now in a position to give a short proof of the following.

3.2.5 Theorem (Godsil, Meagher [31]). The least eigenvalue of Dn is

η(n−1,1) = − D2n

2(n− 1)
.

Proof. By Lemma 3.2.3, only η(n) = D2n and |η(n−1,1)| are ω((2n−5)!!). For
any λ ` n with no singleton parts, Lemma 3.2.4 implies that

P(n−1,1),λ = − vλ
2(n− 1)

for any λ ` n with no singleton parts. Since Dn is the sum of all associates
Aλ such that λ ` n is a derangement, we have η(n−1,1) = −D2n/2(n− 1), as
desired.

With the largest and least eigenvalue in hand, the so-called ratio bound
of Delsarte and Hoffman and a little bit of arithmetic makes short work of
the first part of Theorem 3.0.1.

3.2.6 Theorem (Ratio Bound [17]). Let Γ = (V,E) be a d-regular graph
with eigenvalues d = η1 ≥ η2 ≥ · · · ≥ ηmin and corresponding eigenvectors
v1, v2 · · · , vmin. If S ⊆ V is an independent set of Γ, then

|S| ≤ |V | −ηmin

d− ηmin

.

If equality holds, then 1S ∈ Span ({v1} ∪ {vi : ηi = ηmin}) where 1S is the
characteristic vector of S.

The importance of the ratio bound in Erdős-Ko-Rado combinatorics can-
not be overstated (see [30]). Indeed, several generalizations and analogues of
this result will be central to a few of our results yet to come.
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3.3 Cross-Intersecting Families

We say two families F ,G ⊆ M2n are cross-intersecting if m ∩ m′ 6= ∅ for
all m ∈ F and m′ ∈ G. Using the cross-ratio bound, we easily obtain
Theorem 3.3.2, which is a “cross-independent” version of the first part of
Theorem 3.0.1.

3.3.1 Theorem (Cross-Ratio Bound [1]). Let Γ = (V,E) be a d-regular
graph on N vertices with eigenvalues d = |η1| ≥ |η2| ≥ · · · ≥ |ηN |. If
S, T ⊆ V are vertices such that there are no edges between S and T , then√

|S||T |
|V |2

≤ |η2|
d+ |η2|

.

3.3.2 Theorem. If F ,G ⊆M2n are cross-intersecting families, then

|F| · |G| ≤ ((2n− 3)!!)2.

LetH be the graph overM2n such thatm,m′ are adjacent if and only ifm∪m′
is a Hamiltonian cycle of K2n. Similarly, let H′ be the graph over M2n−1

such that m,m′ are adjacent if and only if m ∪ m′ is a Hamiltonian path
of K2n−1. Observe that any maximum matching of K2n−1 can be extended
to a unique perfect matching of K2n by matching the unmatched vertex of
K2n−1 to the vertex labeled 2n, and vice versa. This gives a bijection between
Hamiltonian paths of K2n−1 and Hamiltonian cycles of K2n, and shows that
H ∼= H′. Since the second largest eigenvalue (in magnitude) of the adjacency
matrix ofH is −2n−2(n−2)! (see [45, Corollary 5.2] for a proof), the following
lemma is immediate.

3.3.3 Lemma. The second largest eigenvalue ofH′ in magnitude is−|Hn−2| =
−2n−2(n− 2)!.

3.3.4 Lemma. If F ,G ⊆M2n−1 are cross-intersecting families, then

|F| · |G| ≤ ((2n− 3)!!)2.

Proof. Note that H′ is a subgraph of the maximum matching derangement
graph (two maximum matchings of K2n−1 adjacent if and only if they share
no edges). It follows that any pair of cross-intersecting families of maximum
matchings of K2n−1 are cross-independent sets in H′. Lemma 3.3.3 gives the
second largest eigenvalue of H′ in magnitude, so plugging this value into the
cross-ratio bound and some arithmetic gives the result.
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3.3.5 Lemma. Let F ⊆ M2n be an intersecting family. Then for all i, j
and k with j 6= k, we have

|F ↓ij | · |F ↓ik | ≤ ((2n− 5)!!)2.

Proof. Without loss of generality, assume i = 1, j = 2, and k = 3. Note
that F ↓12 ∩ F ↓13 = ∅. Assume both restrictions are nonempty; otherwise,
the claim is trivial. Since F is an intersecting family, any two m ∈ F ↓12

and m′ ∈ F ↓13 must share an edge of E(K2n \ {1, 2, 3}). In other words,
F ↓12 and F ↓13 are isomorphic to two families G and G ′ of M2n−3 that are
cross-intersecting. The result now follows from Lemma 3.3.4.

3.4 Isoperimetry of the Transposition Graph

The transposition graph is the graph Tn over M2n such that m,m′ ∈ M2n

are adjacent if there exists a transposition (i j) ∈ S2n such that (i j)m = m′,
or equivalently, Tn is the (2, 1n−2)-associate of An.

The isoperimetric properties of the transposition graph play a pivotal role
in the proof of our key stability lemma. The h-neighborhood of a set X ⊆ V
is the set of vertices Nh(X) := {v ∈ V : dist(v,X) ≤ h} where dist(v,X)
is the length of a shortest path from v to any vertex of X. It is instructive
to think of these neighborhoods in the transposition graph as balls of radius
h in a discrete metric space, as perfect matchings in a ball of small radius
around some point in the transposition graph are structurally similar, i.e.,
they share many edges.

Like the permutation transposition graph A(2,1n−2) ∈ A′n, our transposi-
tion graph also has a nice recursive form. The following is not too hard to
show.

3.4.1 Proposition. The transposition graph Tn can be written as the fol-
lowing (2n− 1)× (2n− 1) block matrix

Tn ∼=


Tn−1

Tn−1 *
* . . .

Tn−1


where any off-diagonal block in the ∗ region is a (2n − 3)!! × (2n − 3)!!
permutation matrix. Furthermore, Tn has diameter n− 1.
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Proof. Order the adjacency matrix of Tn such that the rows and columns
of the kth diagonal block are indexed by perfect matchings that contain the
edge {1, k + 1}.

Let m be a perfect matching that contains the edge {1, i} and let m′ be a
perfect matching that contains the edge {1, j}. If m and m′ are adjacent in
the transposition graph, then (i j)m = m′. This implies that m(i) = m′(j)
where m(i) is the other endpoint of the edge of m incident to i, and m′(j) is
the other endpoint of the edge of m′ incident to j. The remaining edges of
m not incident to 1, i, j, or m(i) are fixed points of (i j) and also belong to
m′. It is clear that no other transposition sends the edge {1, i} to the edge
{1, j}; therefore, there is a precisely a single 1 in each row of the off-diagonal
(i, j)-block and a single 1 in each column of the off diagonal (i, j)-block, and
so each off-diagonal block is a permutation matrix.

Finally, that the diameter of Tn equals n−1 follows by induction on n.

A partition sequence of a graph Γ = (V,E) is a sequence P0,P1, · · · ,Pm of
increasingly refined partitions of V where P0 = V is the trivial partition, Pm
is the discrete partition into singleton blocks, along with a sequence of num-
bers c0, c1, · · · , cm with the following property: for each i ∈ {1, 2, · · · ,m},
whenever A,B ∈ Pi, and A,B ⊆ C ∈ Pi−1 for some C, then there is a bijec-
tion ϕ : A→ B with dΓ(x, ϕ(x)) ≤ ci for all x ∈ A. We say that a partition
sequence is nice if m = diameter(Γ) and ci ≤ 1 for all i ∈ {1, 2, · · · ,m}.

3.4.2 Theorem (McDiarmid’s Bound [55]). Let Γ = (V,E) be a graph that
admits a partition sequence {Pi}mi=0, {ci}mi=0, and let X ⊂ V such that |X| ≥
a|V | for some a ∈ (0, 1). Then for any h ∈ N such that

h > h0 =

√√√√1

2

m∑
i=0

c2
i ln(1/a),

the following holds:

Nh(X) ≥
(

1− exp

(
−2(h− h0)2∑m

i=0 c
2
i

))
|V |.

We claim that the transposition graph admits a nice partition sequence.
The sequence P0,P1, · · · ,Pm−1 is given by recursively applying the block
decomposition of the vertices of Tn stated in Proposition 3.4.1, and the bijec-
tion ϕ : A→ B (A,B ∈ Pi) is given by the permutation matrix of the (A,B)
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off-diagonal matrix of Tn−i where dΓ(m,ϕ(m)) ≤ ci = 1 for all m ∈ A. By
McDiarmid’s bound, we obtain the following.

3.4.3 Proposition. Let X ⊂ M2n such that |X| ≥ a(2n − 1)!! for some
a ∈ (0, 1). Then for any h ∈ N such that

h > h0 =

√
n

2
ln(1/a),

the following holds:

Nh(X) ≥
(

1− exp

(
−2(h− h0)2

n

))
(2n− 1)!!.

3.5 Stability Preliminaries

A few more preliminary results are required before embarking on the proof
of the key stability lemma. First in this list is a generalization of the ratio
bound.

3.5.1 Theorem (Stability Version of Ratio Bound [22]). Let Γ = (V,E)
be a d-regular graph on N vertices with eigenvalues ηmin, · · · , ηmax = d or-
dered from least to greatest, and corresponding orthonormal eigenvectors
vmin, · · · , vmax. Define µ := min{ηi : ηi 6= ηmin}. Let X ⊆ V be a set of
vertices of measure α := |X|/N and let ` denote the number of edges of the
subgraph induced by X. Let D be the Euclidean distance from the charac-
teristic function f of X to the subspace U = Span ({vmax} ∪ {vi : ηi = ηmin}).
Then

D2 ≤ α
(1− α)|ηmin| − dα
|ηmin| − |µ|

+ 2`.

Theorem 3.5.1 together with our spectral information on Dn provides us
with bounds on how far any family (intersecting or not) is from U . Recall
that equality is met when we apply the ratio bound to Dn, which implies
that

1Fij ∈ U ∼= (2n)⊕ (2n− 2, 2).

We are concerned with how far a “large” intersecting family F is from U
where “large” means having size c(2n−3)!! for some c ∈ (0, 1). The Euclidean
distance D from 1F to U can be written as D = ‖PU⊥1F‖2 where PV denotes
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the projection onto any subspace V ≤ R[M2n]. Since (2n) is the space of
constant functions, the projection of any characteristic function 1F ∈ R[M2n]
onto (2n) is just (|F|/(2n−1)!!)1M2n . More generally, we have the following.

3.5.2 Proposition. [45, 13] Let Eµ : R[M2n] → 2µ denote the orthogonal
projection onto 2µ where µ ` n. Then

[Eµf ](m) =
dim 2µ

(2n− 1)!!

∑
λ`n

1

vλ

 ∑
m′∈M2n
d(m,m′)=λ

f(m′)Pµ,λ

 .

3.5.3 Lemma. The orthogonal projection E(n−1,1) : R[M2n] → 2(n− 1, 1)
of the characteristic function f ∈ R[M2n] of a family F ⊆ M2n can be
written as

[E(n−1,1)f ](m) =
1

(2n− 5)!! · 2(n− 1)

(∑
ij∈m

|F ↓ij |

)
− |F|

2(n− 1)

for all m ∈M2n.

Proof. Applying Proposition 3.5.2 and Lemma 3.2.4 gives us,

[E(n−1,1)f ](m) =
dim 2(n− 1, 1)

(2n− 1)!!

∑
λ`n

1

vλ

 ∑
m′∈M2n
d(m,m′)=λ

f(m′)P(n−1,1),λ


=

dim 2(n− 1, 1)

(2n− 1)!!

∑
λ`n

1

vλ

∑
m′∈F

d(m,m′)=λ

P(n−1,1),λ

=
dim 2(n− 1, 1)

(2n− 1)!!

∑
λ`n

∑
m′∈F

d(m,m′)=λ

(2n− 1)fp(λ)− n
2n(n− 1)

=
1

(2n− 5)!! · 2(n− 1)

∑
λ`n

∑
m′∈F

d(m,m′)=λ

fp(λ)

− n|F|
2n(n− 1)

=
1

(2n− 5)!! · 2(n− 1)

(∑
ij∈m

|F ↓ij |

)
− |F|

2(n− 1)

where the last equality follows by a double-counting argument.
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3.6 Proof of the Key Stability Lemma

We now begin the proof of the key stability lemma (Lemma 3.0.3), which
says that for any c ∈ (0, 1), if F ⊂ M2n is an intersecting family such that
|F| ≥ c(2n − 3)!!, then there exists a C > 0 and an edge ij ∈ E(K2n) such
that |F \F ↓ij | ≤ C(2n−5)!!. Due to similarities in the asymptotics of per-
fect matchings and permutations, a few steps follow from Ellis [22] mutatis
mutandis. In these places we have made an attempt to keep our notation
consistent with [22].

Let F be an intersecting family such that |F| ≥ c(2n−3)!! and c ∈ (0, 1).
Let f be the characteristic function of F , and let α = |F|/(2n− 1)!!. Let D
be the Euclidean distance from f to U . By Theorem 4.7.3, we have

D2 ≤ α
(1− α)D2n/2(n− 1)−D2nα

D2n/2(n− 1)− |µ|

=
|F|

(2n− 1)!!

1− α− 2(n− 1)α

1− 2(n− 1)|µ|/D2n

=
|F|

(2n− 1)!!

1− (2n− 1)α

1−O(1/n)

≤ |F|
(2n− 1)!!

(1− (2n− 1)α)(1 +O(1/n)),

where the penultimate equality uses the fact that |µ| = o((2n − 3)!!) from
Lemma 3.2.3. Now pick δ < 1 so that |F| ≤ (1− δ)(2n− 3)!!. We have

‖PU⊥f‖2
2 = ‖f − PUf‖2

2 = D2 ≤ δ(1 +O(1/n))
|F|

(2n− 1)!!
,

which tends to zero as n→∞. This already shows that f is “close” to being
a linear combination of canonically intersecting families, but we now seek a
combinatorial explanation for this proximity.

By Lemma 3.5.3, the projection Pm := [E(n)f + E(n−1,1)f ](m) of f(m)
onto the subspace U for any m ∈M2n is

Pm =
1

(2n− 5)!! · 2(n− 1)

(∑
ij∈m

|F ↓ij |

)
− |F|

2(n− 1)
+

|F|
(2n− 1)!!

. (3.6.1)
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Note that

‖f − PUf‖2
2 =

1

(2n− 1)!!

(∑
m∈F

(1− Pm)2 +
∑
m6∈F

P 2
m

)
≤ |F|δ(1 +O(1/n))

(2n− 1)!!
,

which gives us ∑
m∈F

(1− Pm)2 +
∑
m6∈F

P 2
m ≤ |F|δ(1 +O(1/n)).

Following Ellis, pick C > 0 large enough so that∑
m∈F

(1− Pm)2 +
∑
m 6∈F

P 2
m ≤ |F|δ(1 +O(1/n)) ≤ |F|(1− 1/n)δ(1 + C/n).

By the non-negativity of each term on the left-hand side of (3.6.1), at least
|F|/n members of F satisfy (1−Pm)2 < δ(1 +C/n); therefore, there is a set

F1 = {m ∈ F : (1− Pm)2 < δ(1 + C/n)}

such that |F1| ≥ |F|/n.
Similarly, suppose there are more than

(2n− 1)|F|(1 +O(1/n))/2 ≥ (1− δ)(2n− 1)!!(1 +O(1/n))/2

perfect matchings outside of F having P 2
m ≥ 2δ/(2n− 1). Then∑

m 6∈F

P 2
m >

2δ

(2n− 1)
(1− δ)(2n− 1)!!(1 +O(1/n))/2 ≥ |F|δ(1 +O(1/n))

a contradiction; thus there also exists a set

F0 = {m 6∈ F : P 2
m < 2δ/(2n− 1)}

such that

|F0| ≥ (2n− 1)!!− (1− δ)(2n− 1)!!(1 +O(1/n))/2− (1− δ)(2n− 3)!!.

The projections of the elements of F0 and F1 are close to 0 and 1 respectively.
We now show that there exists an m1 ∈ F1 and m0 ∈ F0 that are close
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together in the transposition graph, which implies that the two share many
edges.

To this end, we claim that there is a path p connecting m0 and m1 in Tn
of length at most 2

√
n/2 log n. To see this, take a := 1/n4 and h := 2h0 in

McDiarmid’s bound. Since

|F1| ≥ c(2n− 3)!!/n ≥ (2n− 1)!!/n4,

McDiarmid’s bound gives us

|Nh(F1)| ≥
(

1− 1

n4

)
(2n− 1)!!.

Since |F0| > (2n − 1)!!/n4, we have |F0 ∩ Nh(F1)| 6= ∅, thus there exists a
path p in Tn of length no more than 2

√
n/2 log n, as desired.

The foregoing shows there exist two perfect matchings m1 ∈ F , m0 /∈ F
that are structurally quite similar, differing only in O(

√
n log(n)) partner

swaps, yet
1−

√
δ(1 + C/n) < Pm1 and Pm0 <

√
2δ/n.

Combining inequalities reveals that

Pm1 − Pm0 > (1−
√
δ −O(1/

√
n)).

By Equation (3.6.1), this implies that m1 has many more edges in common
with members of F than m0 does, more formally,(∑
ij∈m1

|F ↓ij |

)
−

(∑
ij∈m0

|F ↓ij |

)
≥ (2n−5)!! ·2(n−1)(1−

√
δ−O(1/

√
n)).

For any m ∈ M2n, let m(v) denote the partner of v ∈ V (K2n). Let V (p)
denote the vertices of p. Let I ⊆ V (K2n) denote the set of vertices whose
partner left them somewhere along the way, less dramatically,

I := {v ∈ V (K2n) : m(v) 6= m′(v) for some m,m′ ∈ V (p)}.

Clearly |I| ≤ 4`, where ` is the length of p, and for any v /∈ I, we have
m(v) = m′(v) for all m,m′ ∈ V (p). We now have∑
ij∈m1
i∈I

|F ↓ij |

−
∑
ij∈m0
i∈I

|F ↓ij |

 ≥ (2n−5)!! ·2(n−1)(1−
√
δ−O(1/

√
n)).
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This of course implies that∑
ij∈m1
i∈I

|F ↓ij | ≥ (2n− 5)!! · 2(n− 1)(1−
√
δ −O(1/

√
n)).

Averaging gives us

|F ↓ij | ≥
(2n− 5)!! · 2(n− 1)

4`
(1−

√
δ −O(1/

√
n))

for some i ∈ I. Now we have

|F ↓ij | ≥
(2n− 5)!! · 2(n− 1)

4
√
n/2 log(n)

(1−
√

1− c−O(1/
√
n)) = ω((2n− 5)!!).

Lemma 3.3.5 implies that |F ↓ik | = o((2n − 5)!!) for all k 6= j. Summing
over all k 6= j, we have

|F \ F ↓ij | =
∑
k 6=j

|F ↓ik | = o((2n− 3)!!).

This gives us

|F ↓ij | = |F| − |F \ F ↓ij | = (c− o(1))(2n− 3)!!.

Since |F ↓ij | = O((2n− 3)!!), Lemma 3.3.5 again implies

|F ↓ik | = O((2n− 7)!!)

for all k 6= j. Summing over all k 6= j again gives

|F \ F ↓ij | =
∑
k 6=j

|F ↓ik | = O((2n− 5)!!),

which completes the proof of the key lemma. �
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Chapter 4

On a Conjecture of Godsil and
Meagher

In this chapter, we investigate families of perfect matchings F ⊆ M2n that
are t-intersecting , that is, |m ∩ m′| ≥ t for any m,m′ ∈ F . In particular,
we seek a characterization of the largest t-intersecting families of perfect
matchings. The first candidates that come to mind are those families whose
members all share a fixed set T ⊆ E(K2n) of t disjoint edges:

FT := {m ∈M2n : T ⊆ m},

which we call a canonically t-intersecting family . In their recent book on
Erdős-Ko-Rado combinatorics, Godsil and Meagher posed the following con-
jecture on t-intersecting families of M2n.

Conjecture (Godsil, Meagher [30]) For all n ≥ 3t/2 + 1, if F is a t-
intersecting family of perfect matchings of the complete graph K2n, then

|F| ≤ (2(n− t)− 1)!!,

and equality holds if and only if F is a canonically t-intersecting family.

This chapter’s main result is that their conjecture holds for sufficiently large
n.

4.0.1 Theorem. For any t ∈ N, if F ⊆M2n is a t-intersecting family, then

|F| ≤ (2(n− t)− 1)!!
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

for sufficiently large n depending on t. Moreover, equality holds if and only
if F is a canonically t-intersecting family.

Our proof is similar in spirit to a few algebraic proofs of t-intersecting Erdős-
Ko-Rado results [30], including the somewhat recent proof of Deza and
Frankl’s conjecture on t-intersecting families of permutations, equivalently,
perfect matchings of the bipartite graph Kn,n.

4.0.2 Theorem. [20, 21] For any t ∈ N, if F is a t-intersecting family of
perfect matchings of Kn,n, then

|F| ≤ (n− t)!.

for sufficiently large n depending on t. Moreover, equality holds if and only
if F is a canonically t-intersecting family.

One may interpret our result as the non-bipartite analogue of Theorem 4.0.2.
Viewing it as such, the most significant point of departure from the bipar-
tite case is that M2n does not afford a group structure. Due to this fact,
significantly more algebraic overhead and arguments are needed than in the
bipartite case.

Before we begin, we first cover some preliminary material needed in order
to map out the first part of our main result.

4.1 Preliminaries and a Proof Sketch

A pseudo-adjacency matrix of a graph Γ = (V,E) is a symmetric |V | × |V |
matrix Ã(Γ) with constant row sum such that Ã(Γ)uv 6= 0 only if uv ∈
E(Γ). We let ηi denote the eigenvalue associated to the ith eigenspace of a
given pseudo-adjacency matrix, and we let ηmin := mini ηi denote its least
eigenvalue. For any subgraph Γ′ of a graph Γ = (V,E), let V (Γ′) ⊆ V be the
vertices of Γ′.

It is well-known that the ratio bound of Delsarte and Hoffman encoun-
tered in the previous chapter holds for pseudo-adjacency matrices of graphs
(see [30]), which will the centerpiece of the first part of our main result.

4.1.1 Theorem (Ratio Bound). Let Ã(Γ) be a pseudo-adjacency matrix
of Γ = (V,E) with eigenvalues η1 ≥ η2 ≥ · · · ≥ ηmin and corresponding

56



4.1. PRELIMINARIES AND A PROOF SKETCH

orthonormal eigenvectors v1, v2 · · · , vmin. If S ⊆ V is an independent set of
Γ, then

|S| ≤ |V | −ηmin

η1 − ηmin

.

Moreover, if equality holds, then

1S ∈ Span ({v1} ∪ {vi : ηi = ηmin}) .

After writing f := 1S =
∑|V |

i=1 aivi in the basis of orthonormal eigenvectors
and setting α := |S|/|V |, the ratio bound is easy to see once one observes
(4.1.1), which is a consequence of Parseval’s identity:

0 = f>Ã(Γ)f =

|V |∑
i=1

ηia
2
i ≥ η1α

2 + ηmin

|V |∑
i=2

a2
i = η1α

2 + ηmin(α− α2).

(4.1.1)

Note that the first equality in the equation above holds due to the fact that
f is the characteristic vector of an independent set.

A t-derangement of M2n is a perfect matching m ∈ M2n whose cycle
type has fewer than t parts of size 1. Their number, denoted as D2(n, t), can
again be counted via a recurrence akin to the classic one for permutation
t-derangements:

D2(0, 1) = 1;D2(1, 1) = 0;

D2(n, 1) = 2(n− 1)(D2(n− 1, 1) +D2(n− 2, 1));

D2(n, t) =
t∑
i=1

(
2n

2i

)
(2i− 1)!!D2(n− i, 1).

Let us also recall from the previous chapter that

D2(n, 1) = (2n− 1)!!(1/
√
e+ o(1)) as n→∞. (4.1.2)

The graph that we will apply to the ratio bound is the perfect matching t-
derangement graph Γt defined such that two perfect matchings m,m′ ∈M2n

are adjacent if they have less than t edges in common, equivalently,

Γt =
∑
λ`n

fp(λ)<t

Aλ
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

where Aλ ∈ An. For t = 1, we recover the perfect matching derangement
graph, which has received a fair amount attention in recent years [30, 31,
43, 45]. It is easy to see that the independent sets of Γt are in one-to-
one correspondence with t-intersecting families of M2n; therefore, the ratio
bound gives an upper bound on the size of a t-intersecting family ofM2n.

As we have seen, the eigenspaces of Γt and pseudo-adjacency matrices
Ã(Γt) belonging to the Bose-Mesner algebra of An are isomorphic to even
irreducibles λ of S2n, that is,

λ = 2µ = (2µ1, 2µ2, · · · , 2µk)

for some µ ` n. Of these eigenspaces, the ones corresponding to fat even
partitions, 2µ ` 2n such that 2µ1 ≥ 2(n− t), will be of utmost importance.

We are now in a position to outline the proof of the bound of Theorem 4.0.1.

Proof Sketch I

Our goal is to show there exists a pseudo-adjacency matrix Ã(Γt) with eigen-
values η1 ≥ η2 ≥ · · · ≥ ηmin satisfying

(2(n− t)− 1)!! = (2n− 1)!!
−ηmin

η1 − ηmin

.

We construct this pseudo-adjacency matrix Ã(Γt) by solving a particular a
system of linear equations Mx = b such that M is an appropriately defined
leading principal minor of the character table P of the perfect matching
association scheme An. In Section 4.5 we show that M is invertible with
entries uniformly bounded by a function of t, the latter of which will allow
us to bound the magnitudes of non-fat eigenvalues.

By the ratio bound, such a matrix would imply that any canonically
t-intersecting family F is a maximum independent set of Γt and that any
maximum independent set S satisfies

1S ∈ Span ({v1} ∪ {vi : ηi = ηmin})

where vi is an eigenvector corresponding to eigenvalue ηi. These two conse-
quences imply

Span {{v1} ∪ {vi : ηi = ηmin}} ≥ Span{1F : F is canonically t-intersecting}.
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We would like these two spaces to coincide, but the way the right-hand side
is defined makes it particularly hard to determine which eigenspaces of our
pseudo-adjacency matrix should correspond to the least eigenvalue. It turns
out for t < n/2, that the span of characteristic functions of canonically t-
intersecting families is a subspace of the eigenspaces corresponding to fat
even partitions, which we show in Section 4.4.

In light of this, our pseudo-adjacency matrix Ã(Γt) will have ηλ = ηmin for
all fat even partitions 2λ except for 2λ = (2n). In Section 4.6, we show this
is possible for sufficiently large n by constructing a pseudo-adjacency matrix
Ã(Γt) satisfying the foregoing such that |ηµ| = o(|ηλ|) for all even partitions
2µ that are not fat, which will conclude the proof of the upper bound of our
main result. Our proof sketch of the characterization of the extremal families
is deferred to Section 4.7.

The strategy outlined above lies atop a somewhat baroque algebraic foun-
dation, which we spend the next few sections developing.

4.2 Finite Group Representation Theory II

For any finite group G, if we let egeh = egh over the standard basis {eg}g∈G
of C[G], we see that C[G] is an algebra, the so-called group algebra of G. For
any K ≤ G, there is a chain of subalgebras C[K\G/K] ≤ C[G/K] ≤ C[G]
where

C[G/K] = {f ∈ C[G] : f(g) = f(gk) ∀g ∈ G, ∀k ∈ K}

is the algebra of functions that are constant on the right cosets G/K, and

C[K\G/K] = {f ∈ C[G] : f(g) = f(kgk′) ∀g ∈ G, ∀k, k′ ∈ K}

is the algebra of functions that are constant on the double cosets. Recall
that the double cosets {KgiK}|K\G/K|i=1 where KgiK = {kgik′ : k, k′ ∈ K}
and gi ∈ G partition the cosets G/K. The following chain

R[Hn\S2n/Hn] ≤ R[S2n/Hn] ∼= R[M2n] ≤ R[S2n]

will be most relevant to us in this work.
For any (irreducible) representation φ of G, the (irreducible) character

χφ of φ is the map χφ : G→ C such that χφ(g) := Tr(φ(g)). Similar matrices
have the same trace, thus characters of representations are class functions,
that is, they are constant on conjugacy classes. Furthermore, the characters
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

of the set of all irreducible representations of a group G form an orthonormal
basis for the space of all class functions of C[G].

From these basic properties of characters, it is not hard to show the
following.

4.2.1 Lemma. [18] Let (ρ, V ′) be an irreducible of G and let (φ, V ) be a
representation of G such that

V ∼=
|C|⊕
i=1

miVi.

Then the number of irreducibles Vi equivalent to V ′ equals 〈χφ, χρ〉 = mi.

Lemma 4.2.3 is a generalization of the familiar fact that the sum of all
of primitive nth roots of unity is zero. Its proof is essentially a corollary of
Schur’s lemma, and it will be helpful for simplifying sums of representations.

4.2.2 Lemma (Schur’s Lemma). Let (ϕ, V ) and (ψ,W ) be representations
of G, and let T : V → W be a linear transformation. If Tϕ(g) = ψ(g)T for
all g ∈ G, then T is either the zero map or an isomorphism. In particular,
if (φ, V ) is an irreducible of G, then the only linear operators of V that
commute with φ are scalar multiples of the identity.

4.2.3 Lemma. If ρ is a non-trivial irreducible of G, then∑
g∈G

ρ(g) = 0.

Proof. For any k ∈ G, we have

ρ(k)
(∑
g∈G

ρ(g)
)

=
∑
g∈G

ρ(k)ρ(g) =
∑
g′∈kG

ρ(g′)

=
∑
g′∈Gk

ρ(g′)

=
(∑
g∈G

ρ(g)
)
ρ(k),

implying that
∑

g∈G ρ(g) = cI for some constant c by Schur’s Lemma. Since
ρ 6= 1 is irreducible, it follows that 〈χρ, χ1〉 = 0, thus c = 0. We deduce that∑

g∈G ρ(g) = 0, as desired.

60



4.2. FINITE GROUP REPRESENTATION THEORY II

Lemma 4.2.4 shows that direct products of groups and their irreducibles
behave as expected.

4.2.4 Lemma. [68] Let (τ, V ) and (ρ,W ) be irreducibles of finite groups
G and G′ respectively. Then V ⊗W is an irreducible of G × G′, and any
irreducible of G×G′ is of this form.

Any representation of H ≤ G is isomorphic to a direct sum of irreducibles
of G, which we describe below. Let (ρ, V ) be a representation of H and
ĝ1, ĝ2, · · · , ĝk be a system of distinct representatives (SDR) of G/H where
k := [G : H]. Define

V ↑GH :=
k⊕
i=1

ĝiV

where ĝiV ∼= V is a copy of V associated to the coset ĝiH. For any g ∈ G,
there exists an hi ∈ H and ĝj(i) ∈ G where j(i) ∈ [k] such that g−1ĝi = ĝj(i)hi.
Define ρ ↑GH to act on V ↑GH as follows:

(
ρ ↑GH (g)

) k∑
i=1

ĝivi =
k∑
i=1

ĝj(i)ρ(hi)vi

such that ĝivi ∈ ĝiV and ĝj(i)ρ(hi)vi ∈ ĝj(i)V for all g ∈ G. We say that (ρ ↑GH
, V ↑GH) is the induced representation of ρ. It is easy to see that dim

(
V ↑GH

)
=

k · (dimV ), and we may compute the character of ρ ↑GH as follows:

χρ↑GH (g) =
∑
x∈S

χρ(x
−1gx),

where S is an SDR for G/H and χρ(x
−1gx) = 0 if x−1gx /∈ H. Notice that

1 ↑GK is equivalent to the permutation representation of G on G/K

1 ↑GK (g)
k∑
i=1

egi =
k∑
i=1

egj(i) ,

and so it follows that 1 ↑GK and C[G/K] are isomorphic.
It is clear that restriction is transitive, that is, (ρ ↓GH) ↓HK∼= ρ ↓GK for any

representation ρ of G such that K ≤ H ≤ G. A less trivial fact is that the
same is true of induction.
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4.2.5 Theorem (Transitivity of Induction [68]). Let ρ be a representation
of K such that K ≤ H ≤ G. Then

(ρ ↑HK) ↑GH∼= ρ ↑GK .

A discussion of group representations and characters would not be com-
plete without at least mentioning the following theorem of Frobenius and its
corollary.

4.2.6 Theorem (Frobenius Reciprocity for Characters [68]). For any repre-
sentation φ of G and representation ρ of H, we have

〈χρ↑GH , χφ〉 = 〈χφ↓GH , χρ〉.

4.2.7 Corollary. [68] Let φ be an irreducible of G and ρ be an irreducible
of H. Then the the multiplicity of φ in ρ ↑GH equals the multiplicity of ρ in
φ ↓GH .

The bare essentials of Fourier analysis will be needed for some calcula-
tions. Let f ∈ C[G] and φ be an irreducible of G. The Fourier transform of
f is a matrix-valued function f̂ on irreducible representations

f̂(φ) =
1

|G|
∑
g∈G

f(g)φ(g).

Letting Ĝ denote the set of irreducibles of G, we may write any f ∈ C[G] as

f(g) =
1

|G|
∑
φ∈Ĝ

(dimφ) Tr[φ(g−1)f̂(φ)].

Doing calculations in the Fourier basis for arbitrary non-Abelian groups is
usually quite difficult, as it requires a very concrete understanding of the
group’s irreducibles, which the Reverend Alfred Young divined for the sym-
metric group at the turn of the last century. The next section provides
no more than an illustrated glossary of his theory, and we refer the reader
to [53, 71] for first-rate introductions to the subject.
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4.2.1 Representation Theory of the Symmetric Group

Recall that we may visualize any λ as a Ferrers diagram, and when referencing
a Ferrers diagram, we alias λ as the shape. For example, the Ferrers diagram
below has shape (5, 3, 2, 1) ` 11:

.

Let λ′ ` n denote the transpose of λ, that is, the partition obtained by
interchanging the columns and the rows of the corresponding Ferrers diagram
of λ. The transpose of (5, 3, 2, 1) ` 11 is (4, 3, 2, 1, 1) ` 11, as illustrated
below:

.

The following is a picture show exhibition of Young tableaux, which we
simply refer to as tableaux.

A generalized λ-tableau T is a set of n cells arranged in k left-justified
ordered rows such that ordered row i has λi cells and each cell is given a
number of [n].

1 9 7 3 1
8 6 6
5 2
2

A λ-tableau T is a set of n cells arranged in k left-justified ordered rows
such that ordered row i has λi cells and each cell is assigned a unique number
of [n].

1 2 7 8 9
4 10 5
3 6
11
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A standard λ-tableau Tλ is a λ-tableau with entries strictly increasing
along rows and strictly increasing along columns.

1 2 5 8 9
3 6 7
4 10
11

A semistandard λ-tableau Tλ is a generalized λ-tableau where the num-
bers are weakly increasing along the rows and strictly increasing along the
columns. The multiplicity of each number is its weight, and the weights of
1, 2, · · · , n are recorded as a k-tuple µ = (µ1, µ2, · · · , µk) where µi is the
number of times that the number i occurs. For example, we have below a
semistandard (5, 3, 2, 1)-tableau with weight (1, 2, 4, 3, 1).

1 2 3 3 3
2 3 4
4 4
5

A semistandard λ/µ-tableau is a generalized tableau of skew shape λ/µ
weakly increasing along rows and strictly increasing along columns.

Let Kλ,µ be the number of semistandard tableaux of shape λ and weight µ.
The Kλ,µ’s are called the Kostka numbers and we will meet a generalization
of them in Section 4.5.

It turns out that the tabloids are actually a reliable source of information
for the representation theory of symmetric group. A λ-tabloid {T} is a
collection of n cells, arranged in k left-justified unordered rows, such that
unordered row i has λi cells and each of the n cells is labeled by a unique
number of [n]. To emphasize the lack of order along the rows, we draw them
like so

1 2 7 8 9
4 10 5
3 6
11

.

The notation {T} suggests that each λ-tabloid is an equivalence class of λ-
tableaux, which is indeed the case. For any λ-tableau T , let {T} be the
tabloid that T belongs to. Let Tλ denote the set of all λ-tabloids. Note that
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Sn acts on the entries of the cells of λ-tableaux and λ-tabloids in the obvious
way

For any λ-tableau T , let CT ≤ Sn be the column-stabilizer of T , i.e., the
permutation group that fixes the columns of T setwise. In particular, if T
has shape λ, then we may write the column-stabilizer as

CT ∼= S(λ′)1 × S(λ′)2 × · · · × S(λ′)λ1

where S(λ′)j acts on the row indices of the jth column of T , that is,

σti,j = tσ(i),j

for all σ ∈ S(λ′)j and cells ti,j ∈ T in the jth column of T . Having CT act
on the indices of cells rather than their entries, which is traditionally the
case, will be useful for a few calculations in that arise in the proof of the key
stability lemma in Section 4.9.

Let (φ,R[Tλ]) be the permutation representation of Sn acting on R[Tλ]
with the standard basis {e{T} : {T} ∈ Tλ} in the natural way. We briefly dis-
cuss how this representation decomposes into irreducibles, as several objects
therein will resurface in Section 4.8.

For each λ-tableau T , define the T -polytabloid to be the following (±1)-
linear combination of λ-tabloids

eT :=
∑
π∈CT

sign(π)e{πT}.

To give an example, if we let

T = 1 2 3 6 7
4 5

,

then its polytabloid is just

eT = 1 2 3 6 7
4 5

− 4 2 3 6 7
1 5

− 1 5 3 6 7
4 2

+ 4 5 3 6 7
1 2

.

It is clear that for each λ ` n the permutation representation of Sn acting
on the set

{eT : T is a λ-tableau}
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is a subrepresentation of (φ,R[Tλ]). Specht showed this is in fact an irre-
ducible of Sn and that {eT : T is a standard λ-tableau} forms a basis for

Sλ := Span{eT : T is a λ-tableau}.

This implies Sλ has dimension fλ, which gives us another proof of the fol-
lowing.

4.2.8 Theorem (Dimension Formula [53]). dimSλ = fλ.

We have been and will continue to abuse notation by letting λ refer to Sλ.
Another result that we require is a classical rule due to Pieri, which we

state in its representation-theoretic form. A skew shape is a horizontal strip
if each column has no more than one cell. For example, (5, 3, 2, 1)/(3, 2, 1) is
a horizontal strip.

4.2.9 Theorem (Pieri’s Rule [53]). Let (m) be the trivial representation of
Sm and let µ be any irreducible of Sn. Then

((m)⊗ µ) ↑Sm+n

Sm×Sn
∼=
⊕
λ

λ,

where the direct sum ranges over all partitions λ ` (m+ n) obtainable from
µ by adding m cells to its Ferrers diagram, no two in the same column.

We end this section with some non-standard combinatorial terminology
for tableaux and a few bounds on the dimensions of irreducibles of the sym-
metric group. Let λ(n) denote the set of all partitions of n, and let 2λ(n) be
the set of all even partitions of λ(2n).

Following Ellis, Friedgut, and Pilpel [20], for any t < n/2, we say that
λ ` n is a fat partition if λ ≥ (n− t, 1t), tall partition if λ′ ≥ (n− 1, 1t), or
medium partition otherwise. For any t < n/2, we say that an even partition
λ ` 2n is a fat partition if λ ≥ 2(n−t, 1t), and is a non-fat partition otherwise.
Observe that there are no tall even partitions for t < n/2.

4.2.10 Proposition. For any t < n/2, there is no µ ∈ 2λ(n) such that µ′ is
fat.

Another simple fact is that for any t < n/2, the number of fat partitions,
which we denote as Ft, does not depend on n.
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4.2.11 Proposition. For any constant t < n/2, the number of fat partitions
of λ(n) is a constant Ft that depends only on t, and Ft is also equal to the
number of fat partitions of 2λ(n).

For example, if t = 3 and n > 8, then there are F3 = |λ(0)| + |λ(1)| +
|λ(2)| + |λ(3)| partitions of λ(n) that have no more than 3 cells below the
first row, and they are

(n), (n− 1, 1), (n− 2, 2), (n− 2, 1, 1), (n− 3, 3), (n− 3, 2, 1), (n− 3, 1, 1, 1).

Lemma 4.2.12 is a lower bound on the dimension of non-fat irreducibles that
follows immediately from the proof of [20, Lemma 2].1

4.2.12 Lemma. [20] For any t ∈ N, there exists a constant Ct > 0 depending
only on t such that dim 2λ ≥ Ct(2n)2(t+1) for any non-fat even partition
2λ ` 2n.

Recall that for any λ ` n, rather crudely, we have

fλ ≤
(
n

λ1

)
f (λ2,λ3,··· ,λ`).

Since dimλ = fλ, we also have the representation-theoretic count

|Sn| =
∑
λ`n

(fλ)2,

which implies that fλ ≤
√
n!. These two inequalities imply the following.

4.2.13 Theorem. For any irreducible λ of Sn, we have dimλ ≤
(
n
λ1

)√
(n− λ1)!.

4.3 Association Schemes II

If a symmetric association scheme arises from a group action, like An and A′n,
the entries of its character table can be described in terms of the spherical
functions of a finite symmetric Gelfand pair [4].

1To avoid confusion, we note a typo in the statement of [20, Lemma 2]: “... greater
than n− k ...” should be “... less than n− k ...”.
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4.3.1 Finite Gelfand Pairs

For a more detailed introduction to the theory of finite Gelfand pairs, see [13].

4.3.1 Theorem. [53] Let K ≤ G be a group. Then the following are equiv-
alent.

1. (G,K) is a Gelfand Pair;

2. The induced representation 1 ↑GK∼=
⊕m

i=1 Vi (equivalently, the permu-
tation representation of G acting on G/K) is multiplicity-free;

3. The double-coset algebra C[K\G/K] is commutative.

Moreover, a Gelfand pair is symmetric if KgK = Kg−1K for all g ∈ G.

The symmetric Gelfand pair that we will be working with is (S2n, Hn) [53,
Ch. VII]. Let (G,K) be a Gelfand pair, X := G/K, and define χi to be the
character of Vi as in the second statement of Theorem 4.3.1, with dimension
di := χi(1). The functions ω1, ω2, · · · , ωm ∈ C[X] defined such that

ωi(g) =
1

|K|
∑
k∈K

χi(g
−1k) ∀g ∈ G

are called the spherical functions and form an orthogonal basis for C[K\G/K],
equivalently, the algebra of (left) K-invariant functions of C[X]. For any two
indices i, j, define δi,j = 1 if i = j; otherwise, δi,j = 0.

4.3.2 Proposition. [13] The spherical functions form a basis for the space
of (left) K-invariant functions in C[X] and satisfy the orthogonality relations

〈ωi, ωj〉X =
∑
x∈X

ωi(x)ωj(x) = δi,j
|X|
di
.

The (left) K-orbits of X partition the cosets into (K\G/K)-double cosets,
or so-called spheres Ω0,Ω1, · · · ,Ωm. It is helpful to think of spheres and
spherical functions as the spherical analogues of conjugacy classes and irre-
ducible characters respectively. Indeed, the spherical functions are constant
on spheres, and it can be shown that the number of distinct spherical func-
tions equals the number of distinct irreducibles of C[X], equivalently, the
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number of spheres of X [13]. We write ωij for the value of the spherical func-
tion ωi corresponding to the ith irreducible on the double coset corresponding
to Ωj.

For any choice of K ≤ G, a general procedure is given in [4] for construct-
ing a (not necessarily commutative) association scheme whose Hecke algebra
is isomorphic to C[K\G/K]. An association scheme A that arises from this
construction will be called a (K\G/K)-association scheme. In such a scheme,
there is a natural bijection between the associates of A and the double cosets,
and if A is a (K\G/K)-association scheme, then A is symmetric if and only
if (G,K) is a symmetric Gelfand pair [4].

The following theorem is a representation-theoretic characterization of
the eigenvalues of any graph that belongs to the Bose-Mesner algebra of a
commutative (K\G/K)-association scheme.

4.3.3 Theorem. [45, 30] Let Γ =
∑

j∈ΛAj be a sum of associates in a
(K\G/K)-association scheme such that (G,K) is a Gelfand pair and Λ is
the index set of some subset of the associates. The eigenvalue ηi of Γ corre-
sponding to the ith irreducible representation of 1 ↑GK has multiplicity di and
can be written as

ηi =
∑
j∈Λ

|Ωj|ωij.

4.3.4 Proposition. Let λ, µ ` n. Then |ωλµ| ≤ 1.

Proof. Suppose there exists a λ, µ such that |ωλµ| > 1. Then by Theo-
rem 4.3.3, the µ-associate of A has an eigenvalue with magnitude is greater
than its row sum |Ωµ|, contradicting the Perron-Frobenius Theorem.

The following lemma is a crude but useful upper bound on the magnitudes
of the eigenvalues of such graphs.

4.3.5 Lemma. Let Γ =
∑

j∈ΛAj be a sum of associates in a (K\G/K)-
association scheme such that (G,K) is a Gelfand pair, X = G/K, and Λ
is the index set of some subset of the associates. Then for ith irreducible
representation of 1 ↑GK we have

|ηi| ≤
√
|X||ΩΛ|/di,

where ΩΛ = ∪j∈ΛΩj is a disjoint union of spheres indexed by Λ.
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Proof. Let f ∈ C[X] be the characteristic function of ΩΛ. Theorem 4.3.3
implies that

ηi = 〈ωi, f〉X ,
By Proposition 4.3.2, we have 〈ωi, ωi〉X = |X|/di for any spherical function
ωi, so by the Cauchy-Schwarz inequality we see that

|ηi| = |〈ωi, f〉X | ≤
√
〈ωi, ωi〉X〈f, f〉X =

√
|X||ΩΛ|/di,

as desired.

Since (S2n, Hn) is a symmetric Gelfand pair, the permutation represen-
tation of S2n acting on M2n, equivalently 1 ↑S2n

Hn
, admits a multiplicity-free

decomposition into irreducibles of S2n, which in the previous chapter we saw
to be

1 ↑S2n
Hn
∼=
⊕
λ`n

2λ.

The corresponding symmetric (Hn\S2n/Hn)-association scheme is the perfect
matching association scheme An. Note that the valencies vλ of An are simply
the sizes of the λ-spheres

Ωλ := {m ∈M2n : d(m∗,m) = λ}

for all λ ` n. The λ-spheres partition M2n, and as mentioned before, play
the role of conjugacy classes in our spherical setting. Indeed, the follow-
ing proposition is reminiscent of the elementary formula for the number of
permutations in a given conjugacy class.

4.3.6 Proposition. [53] For any λ ` n, let mi denote the number of parts
of λ that equal i, and define zλ :=

∏
i≥1 i

mimi!. Then we have

|Ωλ| =
(2n)!!

2`(λ)zλ
.

Lemma 4.3.7 essentially follows from [20, Lemma 5], but we include a proof
for sake of completeness.

4.3.7 Lemma. [20] Let k < n/2. If Ωλ is a sphere such that λ has a part of
size n− k, then

2nn!

2(n− k)(2k)k
≤ |Ωλ| ≤ 2n+1(n− 1)!
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Proof. Let l := `(λ). Note that λ2 + λ3 + · · · + λl = k, thus l − 1 ≤ k. By
Proposition 4.3.6, we have

|Ωλ| =
2nn!

2(n− k)2l−1zλ−λ1
.

Using the arithmetic mean-geometric mean inequality (AM/GM), we have

n/2 < n− k < 2(n− k)2l−1zλ−λ1

≤ 2(n− k)2l−1(l − 1)!
l∏

i=2

λi

≤ 2(n− k)2l−1(l − 1)!

(
1

(l − 1)

)l−1

(AM/GM)

≤ 2(n− k)(2k)l−1

≤ 2(n− k)(2k)k,

and so we arrive at

2nn!

2(n− k)(2k)k
≤ |Ωλ| ≤ 2n+1(n− 1)!,

which completes the proof.

4.4 The Support of Canonically t-Intersecting

Families

The main result of this section is that the characteristic functions of canoni-
cally t-intersecting families of M2n are supported on the “even low frequen-
cies” of the Fourier spectrum of S2n. More precisely, for any t < n/2, let
Ut be the space of functions of R[M2n] supported on the fat even partitions,
that is,

Ut = {f ∈ R[M2n] : f̂(ρ) = 0 for all ρ < 2(n− t, 1t)}.

4.4.1 Theorem. For any t < n/2, we have

Span{1F ∈ R[M2n] : F ⊆M2n is canonically t-intersecting} ≤ Ut.
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Before we prove this theorem, some preliminaries are in order. Every
m ∈ M2n corresponds to a right coset σHn for some σ ∈ S2n, so there is a
natural isomorphism between R[M2n] and the algebra of right Hn-invariant
functions of R[S2n], that is

R[M2n] ∼= {f ∈ R[S2n] : f(σ) = f(σh) ∀σ ∈ S2n, ∀h ∈ Hn} ≤ R[S2n].

Let f̃ ∈ R[S2n] denote the Hn-invariant function of the group algebra of
S2n corresponding to f ∈ R[M2n] under this isomorphism, and for any set

F ⊆M2n, let F̃ ⊆ S2n denote the corresponding set of permutations of size
|F|(2n)!! that is a union of right cosets. Under this isomorphism, it also
follows that

〈f̃ , f̃ ′〉S2n = (2n)!!〈f, f ′〉M2n

for any f, f ′ ∈ R[M2n]. For any canonically t-intersecting family FT we have

|F̃T | = (2(n− t)− 1)!!(2n)!! = (2(n− t))!2t(n)t.

Let K := StabS2n(T ) ∼= S2(n−t) × Ht be the stabilizer of T with respect to

S2n. Recall that T ⊆ m for each m ∈ FT , thus K ⊆ F̃T ; however, these are
not the only permutations that keep the edges of T together. This can be
seen by observing

|F̃T |
|K|

=
(2(n− t))!2t(n)t
(2(n− t))!2tt!

=

(
n

t

)
,

which suggests the following proposition that is not hard to see.

4.4.2 Proposition. If FT ⊆M2n be canonically t-intersecting family, then
its corresponding characteristic Hn-invariant function of R[S2n] can be writ-
ten as

1F̃T =
∑
s∈S

1sK

where S is a set of
(
n
t

)
representatives of distinct cosets of S2n/K and 1sK ∈

R[S2n] is the characteristic function of the corresponding coset.

4.4.3 Lemma. Let ν ` 2n be an irreducible of S2n and let

K := (S2(n−t) ×Ht) ≤ (S2(n−t) × S2t) =: H ≤ S2n.

Then the multiplicity of the trivial representation 1K in ν ↓S2n
K equals the

number of partitions µ ` t such that the shape ν ` 2n can be obtained from
the shape 2µ by adding 2(n− t) cells, no two in the same column.
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Proof. For any group H, let 1H denote the trivial representation of H. By
Lemma 4.2.1, the multiplicity of 1K in ν ↓S2n

K is 〈χ1K ,χν↓S2nK
〉. We have

〈χ1K ,χν↓S2nK
〉 = 〈χ

1K↑
S2n
K
, χν〉 (Frobenius Reciprocity)

= 〈χ
1S2(n−t)⊗1Ht↑

H
K↑

S2n
H
, χν〉 (Lemma 4.2.4 & Transitivity)

= 〈χ
(2(n−t))⊗1Ht↑

S2t
Ht
↑S2nH

, χν〉

= 〈χ⊕
µ`t((2(n−t))⊗(2µ))↑S2nH

, χν〉 (Theorem 3.1.3)

= 〈χ⊕
µ`t(((2(n−t))⊗(2µ))↑S2nH )

, χν〉 (Linearity of ↑)

=
∑
µ`t

〈
∑
λ

χλ, χν〉 (Pieri’s Rule)

where
∑

λ ranges over partitions λ ` 2n obtainable from 2µ by adding
2(n − t) cells, no two in the same column. The result now follows from
Lemma 4.2.1.

4.4.4 Corollary. Let ν ` 2n be a non-fat even partition. Then the trivial
representation of K does not occur in ν ↓S2n

K .

Proof. Since ν is non-fat, we have ν1 < 2(n− t) cells, but then ν cannot be
obtained by adding 2(n−t) cells, no two in the same column, to any µ ` t.
Proof of Theorem 4.4.1: Let f := 1F̃T ∈ R[S2n] be the characteristic function
of a canonically t-intersecting family FT ⊆ M2n. Proposition 4.4.2 implies
that f =

∑
s∈S 1sK where K is the stabilizer of T in S2n and S is a set of

(
n
t

)
coset representatives.

Let ρ be a non-fat even irreducible. Applying the Fourier transform gives
us

f̂(ρ) =
1

(2n)!

∑
σ∈S2n

f(σ)ρ(σ)

=
1

(2n)!

∑
σ∈F̃T

ρ(σ)

=
1

(2n)!

∑
s∈S

ρ(s)

(∑
k∈K

ρ(k)

)

=
1

(2n)!

∑
s∈S

ρ(s)

(∑
k∈K

ρ ↓S2n
K (k)

)
.
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By Corollary 4.4.4, the trivial representation does not appear in ρ ↓S2n
K , so

writing ρ ↓S2n
K as a direct sum of irreducibles and applying Lemma 4.2.3 gives

=
1

(2n)!

∑
s∈S

ρ(s)

(∑
k∈K

ρ ↓S2n
K (k)

)
= 0,

which completes the proof of Theorem 4.4.1.
The following lemma shows there is a canonically t-intersecting family

whose characteristic function has non-zero Fourier weight on (2(n − t, 1t)),
showing that Theorem 4.4.1 is best possible in some sense.

4.4.5 Lemma. Let S = {{3, 4}, {5, 6}, · · · , {2t+ 1, 2t+ 2}}. Then

1̂FS(2(n− t, 1t)) 6= 0.

Proof. Let T be the unique standard Young tableau of shape 2(n − t, 1t)
such that the second row of T is {3, 4}, the third row of T is {5, 6}, and so
on. Define 1{T} ∈ R[M2n] such that 1{T}(m) = 1 if the endpoints of each
edge of m both exist in the same row of {T}; otherwise, 1{T}(m) = 0. Let

fT =
∑
σ∈CT

sign(σ)1{σT},

which lives in the 2(n− t, 1t) irreducible subspace of R[M2n] (see [13, Ch.11]
or Section 4.8 for a proof). For each m ∈ FS, we have

1FS(m) · sign(σ)1{σT}(m) 6= 0 if and only if σ = σ1σ2

where σ1 and σ2 are disjoint permutations that act on the cells of first and
second columns respectively of T in the same way. Any such σ is even, so
we have 〈1FS , fT 〉M2n > 0. This implies that the projection of 1FS onto the

irreducible 2(n− t, 1t) is not zero, so we have 1̂FS(2(n− t, 1t)) 6= 0.

4.5 Symmetric Functions II

We now resume our discussion of the character table P of the perfect match-
ing association scheme An from the viewpoint of symmetric functions and
their transition matrices, which will lead to compact proofs of a few results
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needed to show that a pseudo-adjacency matrix of the perfect matching t-
derangement graph with the correct eigenvalues exists. The majority of the
material in this section can be again found in Macdonald’s text [53].

Recall that when the power sum symmetric functions {pλ}λ`n are ex-
pressed in terms of the Schur functions, we obtain the characters of Sn.
Similarly, when the power sum symmetric functions are expressed in the
monomial symmetric function basis, we get the so-called permutation char-
acters:

pλ =
∑
µ`n

Dλ,µmµ,

where Dλ,µ is equal to the number of ordered partitions π = (B1, · · · , B`(µ))
of the set {1, 2, · · · , `(λ)} such that

µj =
∑
i∈Bj

λi

for all 1 ≤ j ≤ `(µ), see [71] for a proof.
It will be instructive to first give a short proof of [20, Theorem 20] via

symmetric functions. We begin by recalling a few well-known results.

4.5.1 Theorem. [53] The matrix M(p,m) = (Dλ,µ) is lower-triangular

4.5.2 Theorem. The matrix M(m, s) = (Kλ,µ)−1 is upper-unitriangular.

4.5.3 Theorem. [38] An invertible matrix admits an LU -decomposition if
and only if all its leading principal minors are nonsingular.

These theorems provide an easy proof of the following.

4.5.4 Theorem. Any leading principal minor of the character table of the
symmetric group is invertible.

Proof. The character table of Sn is a transition matrix, thus it is invertible.
Its LU -decomposition is L = (Dλ,µ) and U = (Kλ,µ)−1.

The leading principal minors relevant to us are the ones induced by all the
fat partitions except for the skinniest fat partition (n−t, 1t). Define F := Ft−
1 where t < n/2. Macdonald observed that such minors exhibit a “stability”
property (not to be confused with stability in extremal combinatorics). Let
D(n) and K(n) be the transition matrices M(p,m) and M(s,m) indexed by
partitions λ ` n in reverse-lexicographic order. For the statements of the
following results, we assume that n > 2t.
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4.5.5 Lemma. [53] The F×F leading principal minor ofK(n) (resp. K(n)−1)
equals the F × F leading principal minor of K(n′) (resp. K(n′)−1) for all
n′ ≥ n.

Essentially the same combinatorial argument described in [53, pg. 105] can
show a similar result for D(n), surely known to Macdonald, but also proven
in [20].

4.5.6 Lemma. The F × F leading principal minor of D(n) (resp. D(n)−1)
equals the F × F leading principal minor of D(n′) (resp. D(n′)−1) for all
n′ ≥ n.

4.5.7 Corollary. The F ×F leading principal minor of Sn’s character table
equals the F×F leading principal minor of Sn′ ’s character table for all n′ ≥ n.

The following result is now immediate.

4.5.8 Theorem. [20, Theorem 20] The F×F leading principal minor of Sn’s
character table is invertible with entries uniformly bounded by a function of
t.

We seek a similar theorem for the zonal spherical analogue of charac-
ters, the so-called zonal characters. Define the zonal character table to be
the λ(n) × λ(n) matrix (ωλρ ) such that the (λ, ρ)-entry is given by ωλρ , i.e.,
evaluations of the spherical functions of the Gelfand pair (S2n, Hn). Such
characters arise naturally as coefficients of the normalized zonal polynomials
Z ′λ, but first let us focus on the unnormalized zonal polynomials Zλ.

Recall that the coefficients of Zλ expressed in the power sum basis are
the λ-eigenvalues of the associates Aρ ∈ A (see [53, pg. 413]), which we may
now compare to Theorem 4.3.3:

Zλ = |Hn|
∑
ρ`n

z−1
2ρ ω

λ
ρpρ =

∑
ρ`n

|Ωρ|ωλρpρ.

If we invert, normalize, and define Z ′λ := |Hn|
c2(λ)

Zλ, we obtain

pρ =
∑
λ`n

|Hn|
c2(λ)

ωλρZλ =
∑
λ`n

ωλρZ
′
λ.

Since column and row normalization does not affect invertibility, we can
easily deduce the following two results.
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4.5.9 Theorem. Every leading principal minor of the zonal character table
(ωλρ ) is invertible with each entry no greater than one.

Proof. The transition matrix M(m,Z) is upper-unitriangular [53, pg. 408].
The LU -decomposition of M(p, Z) is L = (Dλ,µ) and U = M(m,Z). Since
(ωλρ ) is equivalent to M(p, Z) up to normalization, it follows that (ωλρ ) is an
invertible matrix that admits an LU -decomposition. We deduce that the
leading principal minors of (ωλρ ) are invertible, and Proposition 4.3.4 shows
the magnitudes of its entries are no greater than one.

4.5.10 Corollary. Any leading principal minor of P is invertible.

We now show the transition matrix (K
(2)
λ,µ) = M(Z ′,m) enjoys a “sta-

bility” property akin to Lemma 4.5.5. More generally, we show that the
(i, j)-entry of the leading F × F principal minor of the transition matrix

(K
(α)
λ,µ) = M(J (α),m) for α > 1 is bounded above by the (i, j)-entry of the

leading F × F principal minor of the matrix (K
(1)
λ,µ). Macdonald [53] gives

a combinatorial rule for computing the entries of these matrices, which we
describe below.

For any cell s ∈ λ, we define

b
(α)
λ (s) :=

αaλ(s) + lλ(s) + 1

αaλ(s) + lλ(s) + α
,

which is less than 1 for all α > 1. Let

Ψ
(α)
λ/µ :=

∏
s∈Rλ/µ\Cλ/µ

b
(α)
µ (s)

b
(α)
λ (s)

where Cλ/µ (resp. Rλ/µ) is the union of the columns (resp. rows) that
intersect λ/µ. Then let

Ψ
(α)
T :=

r∏
i=1

Ψ
(α)

λ(i)/λ(i−1) ,

where 0 = λ(0) ⊂ λ(1) ⊂ · · · ⊂ λ(r) is the sequence of partitions determined
by the tableau T so that each skew diagram λ(i)/λ(i−1) is a horizontal strip.
Finally, we have

K
(α)
λ,µ =

∑
T

Ψ
(α)
T
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where T ranges over semistandard tableaux of shape λ and weight µ. Observe
that when α = 1, these are simply the Kostka numbers. It is now a simple
matter to deduce that the Kostka numbers bound the α-Kostka numbers
from above.

4.5.11 Lemma. If α ≥ 1, then Kλ,µ ≥ K
(α)
λ,µ for all λ, µ ` n.

Proof. Since Kλ,µ = K
(α)
λ,µ for α = 1, we may assume that α > 1. It suffices

to show that Ψ
(α)
λ/µ < Ψ

(1)
λ/µ = 1. Since λ covers µ, we have b

(α)
λ (s) > b

(α)
µ (s),

implying that

Ψ
(α)
λ/µ =

∏
s∈Rλ/µ\Cλ/µ

b
(α)
µ (s)

b
(α)
λ (s)

< 1,

as desired.

Lemmas 4.5.11 and 4.5.5 now imply the following.

4.5.12 Corollary. The (i, j)-entry of the F × F leading principal minor of
K(2)(n) is less than or equal to the (i, j)-entry of the F ×F leading principal
minor of K(n′) for all n′ ≥ n and 1 ≤ i, j ≤ F . Moreover, the magnitudes
of the entries of the F × F leading principal minor of K(2)(n) are bounded
above by a function of t for all n.

4.6 The Pseudo-Adjacency Matrix

Having completed the legwork, we now show that for sufficiently large n,
there exists a pseudo-adjacency matrix of Γt that meets the ratio bound
with equality, thereby proving the first part of the main result. Define

ζ := − 1

((2n− 1))t − 1
.

It suffices to show there exists a pseudo-adjacency matrix Ã(Γt) whose eigen-
values satisfy

ηmin/η1 = ζ,

as this would imply via the ratio bound that |S| ≤ (2(n − t) − 1)!! for any
independent set S of Γt. To this end, we first show that for any t ∈ N
there exists a pseudomatrix Ã(Γt) that has the desired eigenvalues on the
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4.6. THE PSEUDO-ADJACENCY MATRIX

fat partitions. We then show the magnitudes of the eigenvalues of Ã(Γt)
corresponding to non-fat partitions are smaller than those of the fat partitions
for sufficiently large n.

4.6.1 Theorem. Let A1, A2, · · · , AF be the first F = Ft−1 associates ofA in
reverse-lexicographic order. Then there exists a constant Bt > 0 (depending
only on t) and a linear combination of fat associates

Ã(Γt) :=
F∑
j=1

xjAj

such that maxj |xj| ≤ Bt/(2n−2)!!, with eigenvalues η1, η2, · · · , ηF satisfying

ηi =
F∑
j=1

xjPi,j =

{
1 if i = 1

ζ if 1 < i ≤ F.

Proof. For any matrix A indexed by integer partitions of n, let AF denote its
leading principal minor induced by all the fat partitions except for (n− t, 1t)
The entries of M := PF correspond to eigenvalues of the fat eigenspaces
excluding (n − t, 1t) of the first F associates. Let x = (x1, · · · , xF ) and
b := (1, ζ, · · · , ζ). By Theorem 4.5.9, we have that M is invertible, thus x is
the unique solution to Mx = b. To bound x, observe that

x = M−1b = (M(p, Z ′)F (Ωλ)F )−1b

= (Ωλ)
−1
F M(p, Z ′)−1

F b

= (Ωλ)
−1
F M(Z ′,m)F (D(n))−1

F b.

By Lemma 4.5.6, the magnitudes of the entries of (D(n))−1
F are bounded

above by some function of t. By Corollary 4.5.12, the magnitudes of the en-
tries ofM(Z ′,m)F are bounded above by some function of t. By Lemma 4.3.7,
we deduce that

|Ωλ|−1 ≤ 2(n− t)(2t)t

2nn!
≤ B′t

(2n− 2)!!
,

where B′t > 0 depends only on t. We deduce there exists a Bt such that

max
j
|xj| ≤ Bt/(2n− 2)!!,

as desired.
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4.6.2 Theorem. Let Ã(Γt) be as defined in Theorem 4.6.1, and let ρ be a
non-fat partition with corresponding eigenvalue

ηρ =
F∑
j=1

xjPρ,j.

Then there exists a constant Gt > 0 (depending only on t) such that

|ηρ| ≤ Gt|ζ|/
√
n = o(|ζ|).

Proof. Putting everything together, we have

|ηρ| =
∣∣ Ft∑
j=1

xjPρ,j
∣∣

≤ Ft max
j
|xj| max

j
|Pρ,j|

≤ Ft
Bt

(2n− 2)!!
max
j
|Pρ,j| (Theorem 4.6.1)

≤ Ft
Bt

(2n− 2)!!

√
|M2n|2n+1(n− 1)!

Ct(2n)2(t+1)
(Lemma 4.2.12 & Lemma 4.3.5)

≤ FtBtDt
(2n− 1)!!

(2n− 2)!!

|ζ|
2n

where Dt > 0 depends only on t

= Gt|ζ|/
√
n (Proposition 2.1.1)

where Gt > 0 depends only on t, as desired.

The only eigenvalue of Ã(Γt) not covered by Theorem 4.6.1 or Theo-
rem 4.6.2 is ηFt = η(n−t,1t), which we now handle separately in the theorem
below.

4.6.3 Theorem. ηFt = η(n−t,1t) = ζ.

Proof. By Theorem 4.4.1, we can write the characteristic vector f of a
canonically t-intersecting family as

f =

|M2n|∑
i=1

aivi =
∑
λ`n

dim 2λ∑
i=1

aλ,ivλ,i =
∑
λ fat

dim 2λ∑
i=1

aλ,ivλ,i,
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where {vλ,i}dim 2λ
i=1 is an orthonormal set of eigenvectors of Ã(Γt) that forms a

basis for the irreducible 2λ. Let

wλ := a2
λ,1 + a2

λ,2 + · · ·+ a2
λ,dim 2λ.

By Lemma 4.4.5 we have f̂(2(n− t, 1t)) 6= 0 for some f , which implies that
w(n−t,1t) 6= 0. Let α = |FT |/(2n− 1)!!. Revisiting Equation (4.1.1) gives us

0 = f>Ã(Γt)f =
∑
λ fat

ηλwλ = α2 + ζ(α− α2 − w(n−t,1t)) + η(n−t,1t)w(n−t,1t).

By the definition of ζ, it follows that ζ(α − α2) = −α2. Since w(n−t,1t) 6= 0,
we deduce that η(n−t,1t) = ζ, as desired.

Proof of the First Part of Theorem 4.0.1

By Theorem 4.6.1 and Theorem 4.6.3, there exists a pseudo-adjacency ma-
trix of the perfect matching t-derangement graph Ã(Γt) with eigenvalues
satisfying η1 = 1 and ηλ = ζ for each non-trivial fat partition λ ` 2n. By
Theorem 4.6.2, for each non-fat partition ρ ` 2n, we have |ηρ| < |ζ| for suf-

ficiently large n, thus ζ is the least eigenvalue of Ã(Γt) for sufficiently large
n. By our choice of ζ and the ratio bound, we have that

|F| ≤ |V | −ηmin

η1 − ηmin

≤ (2n− 1)!!
−ζ

1− ζ
≤ (2(n− t)− 1)!!

for any t-intersecting family F ⊆M2n. This completes the proof of the first
part of Theorem 4.0.1.

4.6.1 Cross-Intersecting Families: Redux

We say that two families F ,G ⊆M2n are t-cross-intersecting if |m∩m′| ≥ t
for all m ∈ F ,m′ ∈ G. As a bonus, we have the following cross-intersecting
variant of Theorem 4.0.1 that follows easily from the cross-ratio bound stated
below.

4.6.4 Theorem (Cross-Ratio Bound [21]). Let Ã(Γ) be a pseudo-adjacency
matrix of a graph Γ with eigenvalues |η1| ≥ |η2| ≥ · · · ≥ |ηn| and correspond-
ing eigenvectors v1, v2 · · · , vn. Let S, T ⊆ V be sets of vertices such that
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

there are no edges between S and T . Then√
|S| · |T |
|V |2

≤ |η2|
η1 + |η2|

.

If equality holds, then

1S, 1T ∈ Span({v1} ∪ {vi : |ηi| = |η2|}).

4.6.5 Theorem. For any t ∈ N, if F ,G ⊆M2n is t-cross-intersecting, then

|F| · |G| ≤ ((2(n− t)− 1)!!)2

for sufficiently large n depending on t.

Proof. By Theorem 4.6.1 and Theorem 4.6.3, there exists a pseudo-
adjacency matrix of the perfect matching t-derangement graph Ã(Γt) with
eigenvalues satisfying η1 = 1 and ηλ = ζ for each non-trivial fat even partition
λ ` 2n. By Theorem 4.6.2, for each non-fat even partition ρ ` 2n, we have
|ηρ| < |ζ| for n sufficiently large, thus ζ is the second-largest eigenvalue in
absolute value for sufficiently large n. By our choice of ζ and the cross-ratio
bound, we have that

|F| · |G| ≤ ((2(n− t)− 1)!!)2,

for any t-cross-intersecting F ,G ⊆M2n.

It remains to show that the largest t-intersecting families are precisely the
canonically t-intersecting families for sufficiently large n. We shall do this,
albeit a bit indirectly, by proving a stability theorem for t-intersecting families
of M2n.

4.7 Stability and the Case of Equality

Our next result is a stability theorem for t-intersecting families of M2n.

4.7.1 Theorem. For any ε ∈ (0, 1/
√
e), n > n(ε), any t-intersecting family

ofM2n larger than (1−1/
√
e+ ε)(2(n− t)−1)!! is contained in a canonically

t-intersecting family.
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4.7. STABILITY AND THE CASE OF EQUALITY

It is clear that this theorem implies the characterization of the extremal
families stated in Theorem 4.0.1. Note that we proved the t = 1 case of
Theorem 4.7.1 in the previous chapter.

Most of our efforts will be spent towards proving a key lemma, which
roughly asserts that almost all of the members of a large t-intersecting family
have a set of t disjoint edges in common. For any set of disjoint edges
S ⊆ E(K2n), we define the set

F ↓S:= {m ∈ F : S ⊆ m}

to be the restriction of F ⊆M2n with respect to S.

4.7.2 Lemma (Key Lemma). Let c ∈ (0, 1). For any t ∈ N, if F ⊆ M2n is
a t-intersecting family such that |F| ≥ c(2(n − t) − 1)!!, then there is a set
of t disjoint edges T ⊆ E(K2n) such that

|F \ F ↓T | = O((2(n− t− 1)− 1)!!)

for sufficiently large n depending on c and t.

For any set of disjoint edges m and vertex u ∈ V (m), let m(u) be the
other endpoint of the edge incident to u in m, that is, the partner of u. We
now show that the key lemma implies Theorem 4.7.1.

Let F be t-intersecting of size c(2(n− t)−1)!! such that c ∈ (1−1/
√
e, 1).

Assuming the key lemma, there is a set of t disjoint edges T ⊆ E(K2n) such
that |F \ F ↓T | = O((2(n− t− 1)− 1)!!), which implies that

|F ↓T | ≥ (c−O(1/n))(2(n− t)− 1)!!. (4.7.1)

For a contradiction, suppose there exists a perfect matching m ∈ F such
that T 6⊆ m, and let s = |m ∩ T |. Since F is t-intersecting, any member
of F ↓T shares t edges with m, and therefore no member of F ↓T can be
a (t − s)-derangement with respect to m when restricted to the complete
subgraph K2n \ V (T ). This implies that

|F ↓T | ≤ (2(n− t)− 1)!!−D2(n− t, t− s) ≤ (2(n− t)− 1)!!−D2(n− t, 1).

Assume t−s = 1, and let ij be the edge of T that is not contained in m. Then
m(i),m(j) /∈ V (T ), and every member of F ↓T that contains {m(i),m(j)}
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

that is also a derangement with respect to m when restricted to K2n \ V (T )
cannot t-intersect m. This gives us

|F ↓T | ≤ (2(n− t)− 1)!!−D2(n− t, t− s)
≤ (2(n− t)− 1)!!−D2(n− t, 1)−D2(n− t− 1, 1)

= (1− 1/
√
e− o(1))(2(n− t)− 1)!!,

where the equality follows from Equation (4.1.2). But this contradicts (4.7.1)
for n sufficiently large depending on c and t, completing the proof.

By the argument above, it suffices to prove the key lemma. The core of
its proof is a well-known generalization of the ratio bound. Recall that Ut
is the space of real-valued functions on perfect matchings of K2n that are
supported on the fat even irreducibles as defined in Section 4.4.

4.7.3 Theorem (Stability Version of Ratio Bound [21]). Let Ã(Γ) be the
pseudo-adjacency matrix of a regular graph Γ = (V,E) with eigenvalues
ηmin ≤ · · · ≤ η2 ≤ η1 and corresponding orthonormal eigenvectors vmin, · · · , v2, v1.
Let µ = mini{ηi : ηi 6= ηmin}. Let S ⊆ V be an independent set of vertices
of measure α = |S|/|V |. Let D = ‖PU⊥t (1S)‖ be the Euclidean distance from
the characteristic function of S to the subspace Ut. Then

D2 ≤ α
(1− α)|ηmin| − |η1|α

|ηmin| − |µ|
.

For any subset of vertices V ′ ⊆ V (K2n), let ∆(V ′) ⊆ E(K2n) be the set
of edges that have at least one endpoint in V ′. The next lemmas follow from
Theorem 4.6.5 and will be needed for a couple of combinatorial arguments.
Let

T ∗ := {{1, 2}, {3, 4}, · · · , {2t− 1, 2t}}.

4.7.4 Lemma. Let F ⊆ M2n be a t-intersecting family. For any set of t
disjoint edges T ⊆ E(K2n) such that T ∩ T ∗ = ∅, |V (T ) ∩ {2i − 1, 2i}| ≥ 1
for all i ∈ [t], and T ⊆ ∆([2t]), we have

|F ↓T ∗ | · |F ↓T | ≤ ((2(n− 2t)− 1)!!)2.

Proof. Note that because F is a t-intersecting family, we have that F ↓T ∗
and F ↓T are cross-t-intersecting on edges of K2n \ {[2t] ∪ V (T )}. By our
choice of T , we have

V (T ) \ [2t] = {u1, u2, · · · , uk} and [2t] \ V (T ) = {v1, v2, · · · , vk}
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for some k ≤ t. Define the involution π := (u1 v1)(u2 v2) · · · (uk vk). For
any two perfect matchings m ∈ F ↓T ∗ and m′ ∈ π (F ↓T ), every edge of m
and m′ has either both of its endpoints in [2t] or none of its endpoints in
[2t]. Since π fixes every v /∈ [2t] ∪ V (T ), we also have that m,m′ are cross-
t-intersecting on edges of K2n \ {[2t] ∪ V (T )}. By deleting [2t] we obtain
(F ↓T ∗)′ and (π (F ↓T ))′ which are t-cross-intersecting families of M2(n−t).
By Theorem 4.6.5, we have

|F ↓T ∗ | · |F ↓T | = |F ↓T ∗ | · |π (F ↓T ) | = | (F ↓T ∗)′ | · | (π (F ↓T ))′ |
≤ ((2(n− 2t)− 1)!!)2,

as desired.

A similar argument can be used to show the following.

4.7.5 Lemma. If F ⊆ M2n is a t-intersecting family and i, j, k ∈ V (K2n),
then

|F ↓ij | · |F ↓ik | ≤ ((2(n− t− 1)− 1)!!)2.

We are now in a position to sketch a proof of the key lemma.

Proof Sketch II

Our starting point is the fact shown in Section 4.6, that for sufficiently large
n the eigenvalues {ηλ}λ`n of Ã(Γt) satisfy

|ηµ| = o(|ζ|) for all non-fat µ ` n.

With this in hand, we use the stability version of the ratio bound to show
the characteristic function f of any large t-intersecting family F is close in
Euclidean distance to Ut.

Following Ellis [21], we then use the fact that f is close to Ut along with
Proposition 3.4.3 to find two perfect matchings m1 ∈ F and m0 /∈ F that are
structurally similar, i.e., sharing many edges, yet their orthogonal projections

[PUtf ](m1) and [PUtf ](m0)

onto the subspace Ut are close to 1 and 0 respectively. The projector PUt is
the sum of primitive idempotents Eλ of An such that λ is fat:

PUt = E(n) + E(n−1,1) + · · ·+ E(n−t,1t).
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This projector is quite difficult to work with in practice due to the fact
that the character theory of M2n is considerably less understood than the
classical character theory of Sn. For example, no Murnaghan-Nakayama-
type rule or Jacobi-Trudi-type determinantal identity is known for expressing
the zonal characters, which are outstanding open questions in the theory
of zonal and Jack symmetric functions [70]. In light of this, we must use
some barebone combinatorial and representation-theoretical arguments to
find crude estimates of these projections, which we cover in the next section.

Once we have boiled these projections down to their combinatorial essence,
we use the fact that m1 and m0 share many edges to prove that F has a large
restriction with respect to some set of t disjoint edges T ; however, not large
enough to deduce the key lemma. Following a bootstrapping argument of
Ellis [21], we use our bounds on t-cross-intersecting families to show that
almost every member of F has an edge in common with T . This fact, after
an induction on t, leads to a proof of the key lemma.

The asymptotics of permutations and perfect matchings bear a strong
resemblance, so there are points in the proof that closely follow Ellis [21].
We have adopted a notation that is consistent with his at these places.

4.8 Polytabloids and the Characters of M2n

Although the character theory of M2n is determined by the zonal polyno-
mials expressed in the power sum basis, arriving at tractable combinatorial
expressions for these coefficients is considerably more difficult than it is for
Schur functions. Instead, we work with combinatorial formulas for these
quantities that stem from the fact that spherical functions of the Gelfand
pair (S2n, S2 o Sn) are the projections of characters of S2n onto the space
Hn-invariant functions. For a more detailed account of the material in this
section, see [13, Ch. 11].

For any 2λ-tableau T , let rowT (i) be the index of the row of T that the
cell labeled i belongs to, and let colT (i) be the index of the column of T that
the cell labeled i belongs to. We say that a 2λ-tabloid {T} covers m ∈M2n

if rowT (i) = rowT (m(i)) for all i ∈ [2n]. A 2λ-tableau T is m-aligned with
respect to a perfect matching m ∈M2n if {T} covers m and for any i ∈ [2n]
we have {colT (i), colT (m(i))} = {2j − 1, 2j} for some j ∈ [n].
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For example, the perfect matching

1 7|2 4|3 8|5 12|6 11|9 10|13 14 is not covered by 1 2 3 4 5 6 11 12
7 8 9 10
13 14

,

but the perfect matching 1 12|2 3|4 5|6 11|7 9|8 10|13 14 is covered by this
tabloid, as illustrated below:

1 2 3 4 5 6 11 12

7 8 9 10

13 14
.

Also note that the tableau shown above is a m∗-aligned. Let

P :=
1

|Hn|
∑
h∈Hn

eh

denote the projection from R[S2n/Hn] to its bi-Hn-invariant subalgebra R[Hn\S2n/Hn].
Let 1{T} ∈ R[M2n] be the characteristic function of the set of perfect match-
ings that are covered by {T}, that is,

1{T}(m) =

{
1 if {T} covers m,

0 otherwise
.

for all m ∈M2n. For any λ ` n, define the map

I ′λ : {e{T} ∈ R[S2n] : {T} is a 2λ-tabloid} → R[M2n]

such that
I ′λ(e{T}) = 1{T}.

Recall from Section 4.2.1 that

Span{e{T} : T is a 2λ-tabloid} ∼= R[T2λ].

Let Iλ be the linear extension of I ′λ, that is,

Iλ : R[T2λ]→ R[M2n].
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For any 2λ-tabloid {T} ∈ T2λ and σ ∈ S2n, we have that m ∈M2n is covered
by {T} if and only if σm is covered by σ{T}; therefore, Iλ intertwines the
permutation representations R[T2λ] and R[M2n], in symbols:

Iλ(σe{T}) = σIλ(e{T}) for all σ ∈ S2n.

By Schur’s lemma, this implies for each irreducible 2λ that Iλ acts either as
an isomorphism or as the zero map, and it is simple to show that the latter
is not the case. In particular, this shows for any standard Young tableau T
of shape 2λ and corresponding polytabloid eT that

fT := IλeT =
∑
σ∈CT

sign(σ)Iλe{σT} =
∑
σ∈CT

sign(σ)1{σT}

lies in the 2λ irreducible subspace of R[M2n], and moreover, that

{fT ∈ R[M2n] : T is a standard Young tableau of shape 2λ}

is a basis for the 2λ irreducible subspace of R[M2n].
For any λ ` n, the spherical function ωλ ∈ R[M2n] is the unique Hn-

invariant function ωλ ∈ Iλ2λ ≤ R[M2n], equivalently, bi-Hn-invariant func-
tion of 2λ ≤ R[S2n], which satisfies ωλ(m∗) = ωλ(1n) = 1. For any π ∈ S2n

and m = πm∗, let ωλd(m,·) denote the zonal spherical function translated by π

so that ωλd(m,·)(m) = ωλ(1n) = 1.
For any tableau T of even shape 2λ, let C ′T ≤ CT be the subgroup of the

column-stabilizer of T that stabilizes the odd-indexed columns of T and acts
trivially on the even-indexed columns. More precisely, if we have

CT ∼= S(2λ′)1 × S(2λ′)2 × · · · × S(2λ′)2λ1
,

then C ′T
∼= S(λ′)1 × S(λ′)2 × · · · × S(λ′)λ1

. For any m ∈ M2n and m-aligned
2λ-tableau T , we have

ωλd(m,·) =
1

λ′1! · · ·λ′λ1 !
PIλ

∑
σ∈CT

sign(σ)e{σT} (4.8.1)

=
1

λ′1! · · ·λ′λ1 ! |H|
∑
h∈H

∑
σ∈CT

sign(σ)Iλeh{σT} (4.8.2)

=
1

|H|
∑
h∈H

∑
σ∈C′T

sign(σ)1{hσT}, (4.8.3)
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where H is a translate of Hn (see [13, Ch. 11]). The expression above to-
gether with the projection formula below gives us an explicit but complicated
combinatorial formula for computing these projections.

4.8.1 Lemma. [45] Let Eµ : R[M2n]→ 2µ denote the orthogonal projection
onto 2µ. For any f ∈ R[M2n], we have

[Eµf ](m) =
dim 2µ

(2n− 1)!!

∑
λ`n

 ∑
m′∈M2n
d(m,m′)=λ

f(m′)

ωµλ ,

equivalently,

[Eµf ](m) =
dim 2µ

(2n− 1)!!

∑
m′∈M2n

f(m′) ωµd(m,m′).

Without further ado, we begin the proof of the key lemma.

4.9 Proof of the Key Lemma

Let c ∈ (0, 1) and let F be a t-intersecting family of perfect matchings such
that

|F| ≥ c(2(n− t)− 1)!!.

Recall the goal is to show there is a set of t disjoint edges T ⊆ E(K2n) such
that |F \ F ↓T | = O((2(n − t − 1) − 1)!!) for sufficiently large n depending
on c, t.

Let f be the characteristic function of F , α = |F|/(2n− 1)!! ≥ c/((2n− 1))t,
and D be the Euclidean distance from f to U . Setting S = F and applying
our pseudo-adjacency matrix Ã(Γt) to Theorem 4.7.3 gives us

D2 ≤ α
(1− α)|ζ| − α
|ζ| − |µ|

= α
(1− α)− α/|ζ|

1− |µ|/|ζ|

≤ α
(1− α)− c

1−O(1/
√
n)

(Theorem 4.6.2)

≤ α
1− c

1−O(1/
√
n)

≤ δ(1 +O(1/
√
n))

|F|
(2n− 1)!!
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where δ := 1− c. We have

‖PU⊥t f‖
2
2 = ‖f − PUtf‖2

2 = D2 ≤ δ(1 +O(1/
√
n))

|F|
(2n− 1)!!

,

which tends to zero as n→∞. This already shows that f is close to Ut, but
we now seek a combinatorial explanation for this proximity.

By Lemma 4.8.1, we may write

Pm := [PUtf ](m) =
∑
µ fat

dim 2µ

(2n− 1)!!

∑
m′∈M2n

f(m′) ωµd(m,m′).

Now we have

D2 =
1

(2n− 1)!!

(∑
m∈F

(1− Pm)2 +
∑
m/∈F

P 2
m

)
≤ δ(1 +O(1/

√
n))

|F|
(2n− 1)!!

,

which gives us,∑
m∈F

(1− Pm)2 +
∑
m/∈F

P 2
m ≤ δ(1 +O(1/

√
n))|F|. (4.9.1)

Following Ellis, pick C > 0 large enough so that∑
m∈F

(1−Pm)2 +
∑
m/∈F

P 2
m ≤ δ(1 +O(1/

√
n))|F| ≤ |F|(1− 1/

√
n)δ(1 +C/

√
n).

By the nonnegativity of each term on the left-hand side of (4.9.1), at least
|F|/
√
n members of F satisfy (1− Pm)2 < δ(1 + C/

√
n); thus there is a

F1 := {m ∈ F : (1− Pm)2 < δ(1 + C/
√
n)}

such that |F1| ≥ |F|/
√
n. The inequality (4.9.1) also implies that P 2

m < 2δ/n
for every m /∈ F with the exception of at most n|F|(1 + O(1/

√
n))/2 non-

members, thus there is a set

F0 := {m 6∈ F : P 2
m < 2δ/n}

such that

|F0| ≥ (2n− 1)!!− c(2(n− t)− 1)!!− cn(2(n− t)− 1)!!(1 +O(1/
√
n))/2.
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Notice that the projections of the elements of F0 and F1 are close to 0 and
1.

We now show there exist m1 ∈ F1 and m0 ∈ F0 that are close together in
the graph Tn, differing by O(

√
n log n) partner swaps, which implies that m1

and m0 share many edges.
We claim there is a path m1p2p3 · · · p`−1m0 in Tn of length at most

2

√
(t+ 2)

n

2
ln(2n).

Take a = 1/(2n)t+2 and h = 2h0 in Proposition 3.4.3. Since

|F1| ≥ c(2(n− t)− 1)!!/n ≥ (2n− 1)!!/(2n)t+2

for sufficiently large n, Proposition 3.4.3 gives us

|Nh(F1)| ≥
(

1− 1

nt+2

)
(2n− 1)!!.

Since |F0| > (2n− 1)!!/(2n)t+2 for sufficiently large n, we have

|F0 ∩Nh(F1)| 6= ∅,

thus there is a path from m1 to m0 in Tn of length no more than

2

√
(t+ 2)

n

2
ln(2n) = O(

√
n log n).

The inequality (4.9.1) and the foregoing shows that

1−
√
δ(1 + C/

√
n) < Pm1 and Pm0 <

√
2δ/
√
n.

Combining these inequalities reveals that

Pm1 − Pm0 ≥ (1−
√
δ −O(1/ 4

√
n)).

Rewriting using Lemma 4.8.1 gives us

∑
µ fat

dim 2µ

(2n− 1)!!

(∑
m∈F

ωµd(m1,m) −
∑
m∈F

ωµd(m0,m)

)
≥ (1−

√
δ −O(1/ 4

√
n)).
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By averaging, there exists a fat µ 6= (n) such that

dim 2µ

(2n− 1)!!

(∑
m∈F

ωµd(m1,m) −
∑
m∈F

ωµd(m0,m)

)
≥ (1−

√
δ −O(1/ 4

√
n))

Ft
.

Rearranging gives us

∑
m∈F

ωµd(m1,m) −
∑
m∈F

ωµd(m0,m) ≥
(1−

√
δ −O(1/ 4

√
n))(2n− 1)!!

Ft dim 2µ
.

Without loss of generality, we may assume that m1 = m∗ and m0 = πm∗

such that π ∈ S2n is a product of O(
√
n log n) transpositions. By (4.8.1) and

interchanging summations, we have

∑
σ∈C′T

∑
m∈F

sign(σ)
(
P1{σT}(m)− P1π{σT}(m)

)
≥ (1−

√
δ −O(1/ 4

√
n))(2n− 1)!!

Ft dim 2µ

where T is a m∗-aligned 2µ-tableau. By averaging, there is a σ ∈ C ′T such
that

sign(σ)

(∑
m∈F

P1{σT}(m)−
∑
m∈F

P1π{σT}(m)

)
≥ (1−

√
δ −O(1/ 4

√
n))(2n− 1)!!

Ft |C ′T | dim 2µ
.

Without loss of generality, we may assume(∑
m∈F

P1{σT}(m)−
∑
m∈F

P1π{σT}(m)

)
≥ (1−

√
δ −O(1/ 4

√
n))(2n− 1)!!

Ft |C ′T | dim 2µ
.

By Equation (4.8.3), we have

∑
h∈Hn

∑
m∈F

(
1{hσT} − 1π{hσT}

)
(m) ≥ (1−

√
δ −O(1/ 4

√
n))(2n− 1)!! |Hn|

Ft |C ′T | dim 2µ
.

Note that if {hσT} = π{hσT}, then 1{hσT}(m)− 1π{hσT}(m) = 0. Let

I := {i ∈ V (K2n) : π(i) 6= i}
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4.9. PROOF OF THE KEY LEMMA

be the vertices moved by π, and for any tabloid {T}, let {T} be the sub-
tabloid obtained by deleting the first row of {T}. After canceling some terms,
we have∑

h∈Hn
∃i∈I:i∈{hσT}

∑
m∈F

(
1{hσT} − 1π{hσT}

)
(m) ≥ (1−

√
δ −O(1/ 4

√
n))(2n− 1)!! |Hn|

Ft |C ′T | dim 2µ
.

Since m1 and m0 differ by only O(
√
n log n) partner swaps, we have |I| =

o(n). The number of permutations h ∈ Hn that send a vertex i ∈ I to a row
of {σT} is o(|Hn|). Since there are o(|Hn|) terms in the outer summation,
by averaging, there is a tabloid {hσT} =: {S} such that

∑
m∈F

1{S}(m)− 1π{S}(m) ≥ (1−
√
δ −O(1/ 4

√
n))(2n− 1)!! ω(1)

Ft |C ′T | dim 2µ
.

Absorbing constants depending on c and t and dropping negative terms gives∑
m∈F

1{S}(m) ≥ (2n− 1)!! ω(1)

dim 2µ
.

Henceforth, we absorb constant factors on the right-hand side into ω(1). By
the pigeonhole principle, there are s := n− µ1 ≤ t disjoint edges S ′ covered
by {S} such that

|F ↓S′ | ≥
(2n− 1)!! ω(1)

dim 2µ
.

Similarly, there are t− s disjoint edges S ′′ disjoint from S ′ such that

|F ↓S′∪S′′ | ≥
(2n− 1)!! ω(1)

dim 2µ (2n)2(t−s)
.

By Theorem 4.2.13, we have

|F ↓S′∪S′′ | ≥ ω((2(n− 2t)− 1)!!).

By relabeling the vertices of K2n, we may assume without loss of generality
that

|F ↓T ∗ | ≥ ω((2(n− 2t)− 1)!!).
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

Let B be the collection of all partitions of [2t] into two parts A = {a1, · · · , at}
and B = {b1, · · · , bt}. Crudely, the set of members of F with no edge in T ∗

can be written as

F \
t⋃
i=1

F ↓{2i−1,2i} =
⋃

(A,B)∈B
ai1vi1 ,··· ,aitvit : aij 6=aik , vij 6=vik∀j,k∈[t]

vij /∈A, aij vij /∈T
∗ ∀j∈[t]

F ↓{ai1vi1 ,··· ,aitvit} .

(4.9.2)

By Lemma 4.7.4, we have

|F ↓T ∗ | · |F ↓{ai1vi1 ,··· ,aitvit} | ≤ ((2(n− 2t)− 1)!!)2 (4.9.3)

for each term on the right-hand side of (4.9.2). Since |F ↓T ∗ | ≥ ω((2(n −
2t)− 1)!!), the bound (4.9.3) implies that

|F ↓{ai1vi1 ,··· ,aitvit} | = o((2(n− 2t)− 1)!!)

for each term on the right-hand side of (4.9.2). Since the right-hand side of
(4.9.2) has O((2n)t) terms, we have that∣∣∣∣∣F \

t⋃
i=1

F ↓{2i−1,2i}

∣∣∣∣∣ ≤ o((2(n− 2t)− 1)!!)O((2n)t)

= o((2(n− t)− 1)!!).

Recalling that |F| ≥ c(2(n− t)− 1)!!, by averaging, there is an edge ij ∈ T ∗
such that

|F ↓ij | ≥ (c− o(1))(2(n− t)− 1)!!/t.

The set of all members of F that do not contain the edge ij can be written
as

F \ F ↓ij =
⋃
k 6=j

F ↓ik . (4.9.4)

By Lemma 4.7.5, we have |F ↓ij | · |F ↓ik | ≤ ((2(n− t− 1)− 1)!!)2 for each
term on the right-hand side of (4.9.4). Since |F ↓ij | ≥ Ω((2(n − t) − 1)!!),
we deduce that |F ↓ik | ≤ O((2(n− t− 2)− 1)!!), which gives us
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4.9. PROOF OF THE KEY LEMMA

|F \ Fij| =
∑
k 6=j

|F ↓ik | ≤ O((2(n− t− 1)− 1)!!).

At this point we have shown that any large t-intersecting family F is almost
contained within a canonically intersecting family Fij. This may seem prob-
lematic, after all, the key lemma states that any large t-intersecting family
is almost contained within a canonically t-intersecting family FT ; however,
we are in the homestretch, as a simple induction on t following Ellis [21] will
take us the rest of the way.

If t = 1, then we are done, so let us assume that the key lemma is true for
t−1. Let F ⊆M2n be a t-intersecting family of size at least c(2(n− t)−1)!!.
We have shown there exists an edge ij such that

|F \ F ↓ij | ≤ O((2(n− t− 1)− 1)!!),

which implies that

|F ↓ij | ≥ |F| −O((2(n− t− 1)− 1)!!).

By removing the vertices i and j from each member of F ↓ij, we obtain a
(t− 1)-intersecting family F ′ of perfect matchings of K2n \ {i, j} such that

|F ′| ≥ (c−O(1/n))(2(n− t)− 1)!!.

For any c′ ∈ (0, c) we have

|F ′| ≥ c′(2(n− t)− 1)!!

for n is sufficiently large. By the induction hypothesis, there is a canonically
(t− 1)-intersecting family F ′T ′ of perfect matchings of K2n \ {i, j} such that

|F ′ \ F ′T ′| ≤ O((2(n− t− 1)− 1)!!).

Setting T = T ′ ∪ {ij}, if we add the edge ij to each member of F ′T ′ , then we
obtain the canonically t-intersecting family FT of perfect matchings of K2n.
This implies that

|F \ FT | ≤ O((2(n− t− 1)− 1)!!),

as desired.

This completes the proof of the key lemma and thus the proof of Theo-
rem 4.0.1
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

4.10 Odds and Ends

It is natural to conjecture that similar results hold for so-called near-perfect
matchings of K2n−1. Without much extra effort, we can give an analogue of
the first part of our main result for near-perfect matchings.

Let M2n−1 denote the collection of near-perfect matchings of K2n−1,
equivalently, maximum matchings of K2n−1. We may identify them with
the cosets of the quotient S2n−1/Hn−1. The theorem below follows imme-
diately from Pieri’s rule and Theorem 3.1.3, where O(2n − 1) denotes the
irreducibles of S2n−1 that have precisely one odd part.

4.10.1 Theorem. The space of real-valued functions over near-perfect match-
ings K2n−1 admits the following decomposition into irreducibles of S2n−1:

1 ↑S2n−1

Hn−1

∼= R[M2n−1] ∼=
⊕

λ∈O(2n−1)

λ.

This implies that the permutation representation of S2n−1 acting on M2n−1

is multiplicity-free, so we have that (S2n−1, Hn−1) is a symmetric Gelfand
pair. We define the corresponding symmetric association scheme below.

For each λ ∈ O(2n− 1), the λ-associate Aλ is the following matrix

(Aλ)i,j =

{
1, if d′(i, j) = λ

0, otherwise

where i, j ∈M2n−1 and d′ is a cycle type function defined as follows. Recall
that the multiset union of two near-perfect matchings m,m′ is a collection
of even cycles and precisely one path of even length. We may represent this
multiset union again as a partition d′(m,m′) = λ ` (2n − 1) such that λ
has precisely one odd part. The odd part, say λi, represents the unique even
path of length λi− 1. The collection of matrices {Aλ : λ ∈ O(2n− 1)} forms
the near-perfect matching association scheme.

Let Γ′t be the near-perfect matching variant of the t-derangement graph,
that is, m,m′ ∈ E(Γ′t) if d′(m,m′) has less than t parts of size 2. Let Θt be
the subgraph of Γ′t whose adjacency matrix is the following sum of associates
of the near-perfect matching association scheme

Θt =
∑
λ

Aλ
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where λ ranges over all partitions of O(2n− 1) that have less than t parts of
size less than or equal to 2.

4.10.2 Proposition. Θt
∼= Γt

Proof. Identify the vertices of K2n−1 and K2n with the sets [2n−1] and [2n]
respectively. There is a natural map ψ : M2n−1 → M2n defined such that
ψ(m′) = m where m ∈M2n is the unique perfect matching that matches the
vertex 2n ∈ V (K2n) with the unique unmatched vertex of m′. This map is a
bijection such that

m′1,m
′
2 ∈ E(Θt) if and only if ψ(m′1), ψ(m′2) ∈ E(Γt)

for each pair m′1,m
′
2 ∈M2n−1, which gives the desired isomorphism.

Since Θt is a subgraph of Γ′t, the canonically t-intersecting families ofM2n−1,
which have size (2(n − t) − 1)!!, are also independent sets of Θt. Proposi-
tion 4.10.2 along with the results of Section 4.6 give us the following.

4.10.3 Theorem. Let t ∈ N. If F ⊆M2n−1 is t-intersecting, then

|F| ≤ (2(n− t)− 1)!!

for sufficiently large n depending on t.

4.10.4 Theorem. Let t ∈ N. If F ,G ⊆M2n−1 are cross-t-intersecting, then

|F| · |G| ≤ ((2(n− t)− 1)!!)2

for sufficiently large n depending on t.

A similar characterization of the extremal t-intersecting families proba-
bly holds for near-perfect matchings, but we have not yet worked out these
details. Furthermore, combinatorial ideas of Ellis [21] in all likelihood can be
used to turn the stability results of this chapter into stronger Hilton-Milner-
type results that characterize the largest t-intersecting families of perfect
matchings that are not contained in any canonically t-intersecting family.
We have worked out such a characterization for the t = 1 case in an unpub-
lished note; but the proof is virtually identical to Ellis’ [21].

We have not made an attempt to find a concrete Nt ∈ N for each t ≥ 2
such that Theorem 4.0.1 holds for all n ≥ Nt. This is due to the fact that the
{Nt}∞t=2 that one would obtain by walking through our proof would be quite
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4. ON A CONJECTURE OF GODSIL AND MEAGHER

far from the conjectured Nt = 3t/2 + 1 conjectured by Godsil and Meagher.
For instance, the constant C−1

t that arises in the proof of Theorem 4.6.1 is
astronomical in t. We have also assumed that t is independent of n in several
places, so it would seem that radically different techniques are needed to
completely resolve Godsil and Meagher’s conjecture.

We are confident that there are other symmetric association schemes
where the “low-frequency eigenspaces” support the characteristic vectors
of maximum independent sets of the union of its top associates. For this
statement to make sense, such association schemes must have some sort of
natural ordering on its associates and eigenspaces, which was the reverse-
lexicographical ordering of λ(n) for An and A′n in our case.

An association scheme is P -polynomial if there exists an ordering {Aj}mj=0

such that for each 0 ≤ j ≤ m, there is a degree-j polynomial pj such that
Pi,j = pj(ωi) where ωi is the ith eigenvalue of A1. Such an ordering of the
associates is called a P -polynomial ordering, and we may write their character
tables as follows:

P =


pm(ωm) pm−1(ωm) · · · ωm 1
pm(ωm−1) pm−1(ωm−1) · · · ωm−1 1

...
...

...
...

...
pm(ω0) pm−1(ω0) · · · ω0 1

 .

An association scheme is Q-polynomial if there exists an ordering {Ej}mj=0

such that for each 0 ≤ j ≤ m, there is a degree-j polynomial p∗j such that
Qi,j = p∗j(Qi,1) where Q := P−1/|X|. Such an ordering of the primitive
idempotents is called a Q-polynomial ordering.

Many of the classic algebraic proofs of t-intersecting Erdős-Ko-Rado re-
sults at a high level stem the fact that an association scheme is P -polynomial
and Q-polynomial with orderings of the associates and eigenspaces such that(

t∑
i=0

Ei

)
1S = 1S

for any maximum independent set S of the graph
∑t−1

i=0 Am−i. Notice that An
and A′n are neither P -polynomial or Q-polynomial association schemes, yet
there was a canonical way to order the associates and eigenspaces that was
essential for showing EKR results. Indeed, finding the right generalization
of the P -polynomial and Q-polynomial property may be helpful for under-
standing when an association scheme in general has the right structure to
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derive t-intersecting EKR bounds as we have done in this chapter. We make
no attempt here to formally define what such a “t-EKR property” should be
for association schemes, but we plan on investigating this in future work.

Along these lines, it would be worthwhile to find other infinite families of
association schemes {Bi}∞n=1, perhaps coming from groups, whose character
tables subject to a suitable normalization have a “stability” property in Mac-
donald’s sense: that for sufficiently large n depending on k ∈ N, the entries of
kth leading principal minor of its normalized character table are bounded by
some function of k. Here, the number of conjugacy classes of the group should
grow with the order of the group, but in this situation there is generally no
canonical ordering of the conjugacy classes. Perhaps sorting, in descending
order, the associates by the size of their respective conjugacy class, and sort-
ing the eigenspaces by dimension in ascending order is the correct approach.
Loosely speaking, if the rate at which the sizes of the conjugacy classes de-
cay is proportional to the rate at which the dimensions of irreducibles grow,
then one may be able obtain t-intersecting EKR-type upper bounds for other
groups provided that the order of the group is sufficiently large.

Finally, the raison d′être of Godsil and Meagher’s book on algebraic meth-
ods in Erdős-Ko-Rado combinatorics stems from their work on intersection
problems involving k-uniform partitions of [n], i.e., partitions of [n] into k
equal parts [30, 33]. For example, they ask how large a family of k-uniform
partitions of [k2] can be subject to the restriction that no two of its members
P = {Pi}ki=1 and Q = {Qi}ki=1 satisfy |Pi ∩ Qj| = 1 for all 1 ≤ i, j ≤ k.
The natural “derangement graph” that models this problem is an orbital of
G = Sk2 acting on (G/H)×(G/H) where H is the stabilizer of any k-uniform
partition of [k2]. Unfortunately, the orbitals of this action do not form a com-
mutative association scheme for k ≥ 4 (i.e., the permutation representation
of G acting on G/H is not multiplicity-free) and |G/H| is prohibitively large
for modest values of k.

An important question is whether algebraic techniques can be used in
situations like this where the domain has no commutative association scheme.
In current work, we have identified the domain of n-uniform partitions of
[3n] (i.e., partitions of the set [3n] into n parts of size 3) as a promising
testbed for future work in this direction, as its low-dimensional irreducibles
are multiplicity-free, resembling the commutative setting.
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Chapter 5

Harmonic Analysis on
Matchings of Kn

We have seen how the algebraic structure of maximum matchings of Kn can
be leveraged to solve combinatorial problems, so a natural next step would
be to extend these methods to arbitrary matchings.

Naively, we may hope for the structure of a symmetric association scheme
over matchings, but such structure is the exception rather than the rule.
The space of matchings typically decomposes with multiplicities, which does
not produce an association scheme, and multiplicities present a whole new
array of challenges that do not arise in the multiplicity-free setting. For
these reasons, such representations have had little contact with combinatorial
problems, having earned the reputation of being too unwieldy to be useful
in practice.

Finding some sort of tame harmonic-analytical theory for matchings is in-
deed an ambitious goal, but we take the first steps in this chapter. These first
few steps allow us to make some progress on open questions and conjectures
of Au concerning semidefinite relaxations of the perfect matching problem [3].
We also conclude with a few interesting partial results obtained in ongoing
joint work with Gary Au and Levent Tunçel on semidefinite relaxations of
the perfect matching problem.
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5.1 Perfect Matching Juntas

In the area of theoretical computer science known as the analysis of Boolean
functions [58], a function f ∈ R[Zn2 ] is a k-junta if it depends on at most k
of its input coordinates, more formally, there exist i1, · · · , ik ∈ [n] such that

f(x1, x2, · · · , xn) = g(xi1 , · · · , xik)

for some g ∈ R[Zk2]. The jargon is that a function is a junta if there exists
a constant k for which the function is a k-junta, and that a function is a
dictator if it is a 1-junta. Recall that the characters {χS}S⊆[n] of the group
Zn2 are indexed by subsets of [n] and form an orthonormal basis for R[Zn2 ] [68].
A function f ∈ R[Zn2 ] has Fourier-degree k if f can be written as

f =
∑
S⊆[n]
|S|≤k

f̂(S)χS

where f̂(S) ∈ R are the Fourier coefficients of f . A fundamental fact is that
the juntas span the “low frequencies”, i.e., a function f ∈ R[Zn2 ] is a linear
combination of k-juntas if and only if f ∈ R[Zn2 ] has Fourier-degree k [58].
Since any finite Abelian group is isomorphic to a direct product of cyclic
groups of prime-power order, the foregoing can be generalized to Abelian
groups by letting the coordinates be the constituent factors of cyclic groups
and the frequencies be the characters of the group.

Because juntas are of fundamental importance in the analysis of Boolean
functions, there has been some interest towards obtaining “junta character-
izations” for other domains (c.f., permutations [24, 25, 26], k-sets [27]) in
order to generalize the theory. In this vein, the algebraic structure of per-
fect matchings was brought into question by Braun et al. [10] in their work
on the symmetric semidefinite extension complexity of the perfect match-
ing problem. There, it was observed that the main obstacle in adapting
hypercube-based algebraic methods to perfect matchings is the non-trivial
algebraic structure of M2n. They introduced the notion of a perfect match-
ing junta, which was useful in their analysis; however, their techniques were
not conducted in the “frequency domain” of matchings, so their description
of a perfect matching junta lacked the usual Fourier-theoretic rationale. We
now give a formal definition of a perfect matching junta and show that it is
the proper analogue of the hypercube juntas, in particular, that they span
the space of fat even irreducibles Ut (i.e., the “low frequencies”).
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Recall that ∆(U) is the set of edges of the complete graph Kn = (V,E)
that have an endpoint in U ⊆ V . A function f ∈ R[M2n] is a (perfect
matching) k-junta if there exists a subset K ⊆ V of k vertices such that

f(m) = g(∆(K) ∩m)

for some g : K → R where K is the collection of all k-matchings of the
subgraph ∆(K). In other words, f is a k-junta if there exist k vertices
K ⊆ V such that f(m) is only determined by the edges of m that touch K.
We say that a function f ∈ R[M2n] has Fourier-degree k if f ∈ Uk.

5.1.1 Theorem (Junta Characterization of M2n). A real-valued function
over M2n has Fourier-degree k if and only if it is a real linear combination
of k-juntas.

Note that our k-junta definition is a bit different than the hypercube k-
juntas since g is not a function over perfect matchings of a smaller complete
subgraph, but rather a function over “cuts” of K2n. Loosely speaking, this
absence of self-similarity is due to the fact that there seems to be no so-
called “product structure” over perfect matchings (i.e., no way to express
S2n/Hn algebraically as a product of smaller cosets S2k/Hk) like there is for
Abelian groups (e.g, Zn2 ∼= Z2⊗· · ·⊗Z2), which is problematic for translating
hypercube-based methods over to perfect matchings [44].

It is not hard to see that the k-juntas can be written as a sum of character-
istic functions of various canonically k′-intersecting families for k/2 ≤ k′ ≤ k,
and so it suffices to prove the theorem below.

5.1.2 Theorem. The characteristic functions of canonically k-intersecting
families span Uk.

Proof. Theorem 4.4.1 shows that the span of the characteristic functions of
canonically k-intersecting families is a subspace of Uk. Now let 2λ be a fat
irreducible of S2n. Recall from Section 4.8 that the functions

ft =
∑
σ∈Ct

sign(σ)1{σt}

for all standard tableaux t of shape 2λ form a basis for 2λ. It suffices to prove
that 1{σt} can be written as a linear combination of characteristic functions
of canonically k-intersecting families for any such t and σ ∈ Ct
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Let s be the number of cells below the first row of λ. We can write
any canonically s-intersecting family FS ⊆ M2n as a linear combination of
canonically k-intersecting families:

1FS =

(
n− s
k − s

)−1 ∑
T⊇S
|T |=k

1FT .

Now consider the set of s-matchings of K2s = (V,E) where V is the
set of numbers that occur below the first row of the tableau σt. Of these
s-matchings, let S be the subset that are covered by σt. Note that⋂

S∈S

1FS = ∅ and
⋃
S∈S

1FS

is the collection of all m ∈M2n that are covered by σt. This shows that

1{σt} =
∑
S∈S

1FS ,

which finishes the proof.

In summary, we have shown that functions that describe “local” proper-
ties of perfect matchings have low Fourier complexity whereas functions that
describe “global” properties of perfect matchings must have high Fourier
complexity. To better illustrate this, let t be the standard tableau

1 2

3 4
...

...

2n-1 2n

and consider the function

f =
1

n!
ft =

1

n!

∑
σ∈Sn×Sn

sign(σ)1{σt}

that lives in the (2n) irreducible of R[M2n], which is the highest Fourier
frequency. Note that f is {−1, 0, 1}-valued function that is nonzero if and

104



5.2. THE SPACE OF k-MATCHINGS

only if the input is a perfect matching of the complete bipartite subgraph
induced by the odd and even numbered vertices. This function describes a
global property of a perfect matching, as one must check 2(n− 1) vertices in
the worst case to determine whether the output is non-zero. On the other
hand, the so-called odd-set constraints

cS(m) = |δ(S) ∩m| for all m ∈M2n

where δ(S) is the set of edges that have precisely one endpoint in a subset
S ⊆ V of size 2k + 1 are clearly (2k + 1)-juntas.

5.2 The Space of k-Matchings

Recall that we may identify k-matchings m ∈ Mn,k with cosets of the quo-
tient Sn/(Sn−2k ×Hk), which gives the count

|Mn,k| =
n!

(n− 2k)!2kk!
=

1

k!

(
n

2

)(
n− 2

2

)
· · ·
(
n− 2k

2

)
.

Let Λ(n) denote the set of partitions of n that minimize the number of odd
parts. The following is just Thrall’s result and Theorem 4.10.1 reformulated.

5.2.1 Theorem. The decomposition of the space of real-valued functions
over Mn,bn/2c into irreducible representations of Sn is

R[Mn,bn/2c] ∼=
⊕
λ∈Λ(n)

λ.

By appealing to Frobenius Reciprocity at the level of representations
rather than characters (see [68] for example), Lemma 4.4.3 implies a gener-
alization of Theorem 5.2.1 to the space of k-matchings.

5.2.2 Theorem. The unique decomposition of the space of real-valued func-
tions over Mn,k into irreducible representations of Sn is

R[Mn,k] ∼=
⊕
λ`k

⊕
µ

µ

where µ ranges over all shapes such that µ/2λ is a horizontal strip of n− 2k.
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This implies an interesting representation-theoretic way of counting match-
ings.

5.2.3 Corollary. The number of k-matchings of Kn admits the following
count:

|Mn,k| =
∑
λ`k

∑
µ

fµ,

where µ ranges over all shapes such that µ/2λ is a horizontal strip of size
n− 2k.

For example, the 1485 2-matchings of K12 can be counted as follows

f (12) + f (11,1) + 2f (10,2) + f (9,3) + f (9,2,1) + f (8,4) + f (8,2,2).

Another consequence of Theorem 5.2.2 and the combinatorics of Pieri’s rule
is the proposition below.

5.2.4 Proposition. For all n ∈ N, we have

R[E] ∼= R[Mn,1] ≤ R[Mn,2] ≤ · · · ≤ R[Mn,bn/4c−1] ≤ R[Mn,bn/4c].

Moreover, if µ has multiplicity mµ in R[Mn,k] and k < bn/4c, then µ has
multiplicity at least mµ in R[Mn,k+1].

For the proof of our next result, it will be useful to introduce more com-
binatorial terminology. An inner corner with respect to the shape µ ` k is a
cell (i, j) /∈ µ such that µ ∪ {(i, j)} is a valid shape of size k + 1. A marked
shape is a shape λ with marked cells × where the marked cells form a hor-
izontal strip. For example, in the marked shape λ = (n − 12, 42, 3, 1) ` n
illustrated below, the unmarked white cells form 2µ = 2(3, 22, 1) ` 16 and
the colored cells are the inner corners of 2µ. The cells marked with × form
the horizontal strip.

× × · · · ×
•

×
×
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The penultimate inner corner of a shape is the second to last inner cor-
ner when considering them from left to right. In the example above, the
penultimate inner corner is •. The following gives a characterization of the
isotypic components mλλ ≤ R[Mn,k] such that mλ = 1, which we call the
multiplicity-1 irreducibles.

5.2.5 Proposition. For k < bn/4c, the only non-trivial multiplicity-1 irre-
ducibles λ ≤ R[Mn,k] are those shapes λ obtainable from 2µ ` 2k by adding
a horizontal strip h of n− 2k cells that satisfies the following:

1. If there are two cells of h in the jth row of λ for some 2 ≤ j ≤ `(µ) + 1,
then for each 1 ≤ i ≤ [µ1], the (2i− 1)th column of λ contains a cell of
h;

2. otherwise, each inner corner of 2µ is occupied by a cell of h, except
possibly the penultimate inner corner.

Proof. If there are two cells of h, say

(j, 2i′ − 1), (j, 2i′) ∈ λ for some 2 ≤ j ≤ `(µ) + 1,

and an i such that the (2i − 1)-th column of λ does not contain a cell of h,
then the (2i)-th column of λ does not contain a cell of h. This implies there
are two consecutive cells

(j′, 2i− 1), (j′, 2i) ∈ 2µ

that do not have a cell of h or 2µ below them, but then we may obtain a
different marked shape λ by interchanging the marked cells (j′, 2i−1), (j′, 2i)
with the unmarked cells (j, 2i′ − 1), (j, 2i′), e.g.,

××× ×· · ·×

×

× ×· · ·×

××

×

.

This gives more than one way to obtain λ from an even shape of size 2k.
If no two cells of h are in the same row of λ\λ1 and there is an inner corner

of 2µ, other than the penultimate and last, that is not occupied by a cell of
h, then the cell above this inner corner (i, j) and the cell to its immediate
right (i, j + 1) are two cells of 2µ that do not have cells of h below them.
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Arguing as above, we can now create a new marked diagram by swapping
(i, j), (i, j + 1) with the first two cells of h that belong to the first row of λ,
which again gives more than one way to obtain λ from an even shape of size
2k.

The reason why we have brought so much attention to the multiplicity-1
irreducibles of R[Mn,k] is because we can actually construct a combinatorial
basis for their respective isotypic components as follows. For any µ ` n and
standard tableau t, define

ft =
∑
σ∈Ct

sign(σ)1{σt}

where 1{σt} ∈ R[Mn,k] is the characteristic function of the set of k-matchings
covered by the tabloid {σt}.

5.2.6 Theorem. If µ ≤ R[Mn,k] is irreducible, then {ft}t∈Tµ is a basis for
µ.

Proof. Let Mµ be the permutation representation of Sn acting on Tµ, the
set of all µ-tabloids. Young proved that this representation decomposes as
follows:

Mµ ∼=

(⊕
λ>µ

Kλ,µλ

)
⊕ µ.

Consider the map φ : Mµ → R[Mn,k] defined such that φ : e{t} 7→ 1{t}, and
let ϕ be its linear extension. For any µ-tabloid {t} and m ∈ Mn,k, we have
that {t} covers m if and only if {πt} covers πm for all π ∈ Sn. This implies
that ϕ intertwines the permutation representations

Mµ and R[Mn,k] ∼= 1 ↑SnSn−2k×S2oSk .

By Schur’s lemma, for the irreducible µ of Mµ, we have that ϕ|µ is either
the zero map or an isomorphism. By our choice of µ, it follows that ϕ|µ is
an isomorphism.

Recall that the µ-polytabloids {et} form a basis for µ ≤Mµ, thus

ϕ(et) =
∑
σ∈Ct

sign(σ)ϕ(e{σt}) =
∑
σ∈Ct

sign(σ)1{σt} = ft;

therefore, the {ft}’s form a basis for µ ≤ R[Mn,k], as desired.
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For k = 1 and k = bn/2c, this gives a basis for R[Mn,k], as their respective
decompositions into irreducibles of Sn are multiplicity-free, which we saw in
the previous chapter. The basis however is not orthogonal, so it is certainly
not a “Fourier basis” per se.

For 2 ≤ k ≤ bn/2c − 1, the set of ft’s over all standard tableaux t of
shape µ such that the µ-isotypic component in R[Mn,k] is non-zero forms
a basis for a somewhat large subspace of R[Mn,k]. The subspace is proper
since (n−2, 2) occurs with multiplicity m(n−2,2) = 2 for all such k. To extend
this to a basis for all of R[Mn,k], one would need to further decompose each
of the µ-isotypic subspaces mµµ ≤ R[Mn,k] into mµ mutually orthogonal
subspaces:

mµµ ∼= Span{ft} ⊕ µ(2) ⊕ · · · ⊕ µ(mµ),

and arriving at nice concrete bases for the remaining µ(i)’s that are orthogonal
to the ft’s seems to be a difficult task. It is an important question whether
there are nice bases for the isotypic components arising in R[Mn,k]. For other
domains there has been some success finding such bases by inducing chains of
multiplicity-free representations, so-called Gelfand-Tsetlin bases [13], which
may also be useful in our setting.

5.2.1 The k-Linear Perfect Matching Space

For any maximum matching M ∈Mn,bn/2c, define the k-characteristic func-
tion 1M ∈ R[M2n] to be

1M(m) =

{
1 if m ⊆M ;

0 otherwise

for all m ∈ Mn,k. For k = 1, then these functions are the well-known
characteristic functions of maximum matchings of Kn. If n is even, then
the span of these functions is known as the perfect matching space of Kn

[66, Sec. 37.2]. There are several combinatorial proofs of the fact that the
dimension of the perfect matching space of Kn is

(
n
2

)
− n+ 1, but we offer a

quick and more revealing algebraic proof of this fact that easily generalizes
to higher dimensions.

Let A be the |E|×|Mn,bn/2c| matrix indexed by edges and perfect match-
ings respectively such that the row vector indexed by e ∈ E is the charac-
teristic vector of the canonically intersecting family Fe ⊆ Mn,bn/2c. Since
Ae,m = Aσe,σm for all σ ∈ Sn, we have that A is a linear transformation that
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intertwines the Sn-representations R[E] and R[M2n]. By Schur’s Lemma, we
have that A acts as the zero map or an isomorphism on the irreducibles of
R[E] which are

R[E] ∼= (n)⊕ (n− 1, 1)⊕ (n− 2, 2).

Since (n− 1, 1) is not an irreducible of R[M2n], we have (n− 1, 1) ≤ ker A.
By Theorem 5.1.2, the row space of A is U1, implying that

rank A = f (n) + f (n−2,2) =

(
n

2

)
− n+ 1.

This implies that A must act as an isomorphism on the even irreducibles
of R[E]; therefore, the 1-characteristic functions of perfect matchings span
(n)⊕ (n− 2, 2).

It is easy to see that this argument generalizes to the following theorem.

5.2.7 Theorem. The k-linear perfect matching space ofKn is Uk ≤ R[Mn,k].

Similar results can be obtained for the k-linear maximum matching space
of Kn for odd n. In particular, if n is odd, then the 1-linear maximum
matching space is just R[E]; however, for k ≥ 2, the k-linear maximum
matching space does not span R[Mn,k].

5.2.2 The k-Linear Matching-Orthogonal Space

Let x := {xuv}uv∈E, and assume that n is even. Another challenge noted in
Braun et al. [10] is understanding when a homogeneous k-linear polynomial
p(x) ∈ R[x] is identically-zero over Mn,bn/2c, i.e.,

p(x) =
∑
K⊆E
|K|=k

cK
∏
ij∈K

xij and p(M) = 0 for all M ∈Mn,bn/2c

where M is the input that assigns xij = 1 if ij ∈M ; otherwise, xij = 0. Note
that it is a trivial matter to check if p(x) = 0 for all Boolean inputs, since they
are identically-zero precisely when p = 0, that is, cK = 0 for all k-subsets
K ⊆ E. The situation is quite different for perfect matchings, since even
for linear functions (k = 1), the span of the characteristic vectors of perfect
matchings in R[E] has dimension

(
n
2

)
− n + 1 < |E|. This implies there are

non-trivial linear functions over perfect matchings that are identically zero,
which we now review.
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Following Lovász [50], a function f ∈ R[E] is matching-orthogonal if

〈f, 1M〉 = 0 for all M ∈Mn,bn/2c.

The space of all such functions is called the matching-orthogonal space [50],
as it is the orthogonal complement of the maximum matching space in R[E].
As we saw in the previous section, the matching-orthogonal space is the
irreducible (n−1, 1) when n is even, and {0} otherwise. A basis for (n−1, 1)
is easily obtained by considering the well-known standard representation of
Sn

R[V ] ∼= (n)⊕ (n− 1, 1)

(see [64]) then picking a basis for the orthogonal complement of the all-ones
space (n). In fact, from the foregoing it is not difficult to observe a classic
result in matching theory [66], that f ∈ R[E] is matching-orthogonal if and
only if

f =
∑
v∈V

av1δ(v) and
∑
v∈V

av = 0,

where 1δ(v) ∈ R[E] is the characteristic function of the edges incident to v.
Notice that if p(x) is a homogeneous k-linear polynomial with a term

q(x) := cK
∏
ij∈K

xij

such that K /∈Mn,k, then we have

(p− q)(M) = p(M) for all M ∈Mn,bn/2c

since q(M) = 0 for all M ∈Mn,bn/2c. We may assume that all the monomials
of p(x) correspond to k-matchings, which gives us the equivalence

p(M) = 0 ∀M ∈Mn,k if and only if 〈fp, 1M〉 = 0 ∀M ∈Mn,k

where fp ∈ R[Mn,k] is defined such that fp(m) := cm for all m ∈ Mn,k. By
Theorem 5.2.7, the space of all functions f ∈ R[Mn,k] that are orthogonal
to the k-linear perfect matching space is simply

U⊥k ≤ R[Mn,k]

which we call the k-linear matching-orthogonal space. To the best of our
knowledge, no such characterization of the homogeneous k-linear polynomials
over perfect matchings that are identically-zero was known for k ≥ 2.
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We saw there was an elegant combinatorial way of characterizing the
space U⊥1

∼= (n− 1, 1) for even n, but it seems that a characterization of U⊥k
along these lines is much more involved. In particular, the irreducibles of U⊥k
typically have multiplicities greater than one, and we have not been able to
find a permutation representation ρ of Sn such that

ρ ∼= (n)⊕ U⊥k .

It is quite possible that ρ does not arise from the action of Sn on a set, which
would make it more difficult to find a combinatorial characterization of this
space.

The question of finding a nice characterization of U⊥k is central to the work
of Braun et al. [10]. Indeed, in their key technical result they construct for any
homogeneous k-linear polynomial p(x) ∈ R[x] a homogeneous (2k− 1)-linear
polynomial q(x) that is a product of low-degree identically-zero polynomials
such that (p − q)(M) = 0, providing a “degree-(2k − 1) certificate” that
p(x) ∈ R[x] is identically-zero over Mn,bn/2c. We believe that there should
be a way to use our representation-theoretic characterization of the k-linear
matching-orthogonal space to characterize the k-linear polynomials that are
identically-zero over Mn,bn/2c, as to provide optimal degree-k certificates.

5.3 Some Conjectures of Au

We now explore more connections of our results to semidefinite formulations
and relaxations of the perfect matching problem. As mentioned before, the
collection of k-matchings does not afford a symmetric association scheme;
however, it does admit a “non-commutative association scheme” structure
more commonly known as a homogeneous coherent configuration [12].

For any finite set X and index set I, we say that A = {Ai}i∈I of X ×X
binary matrices is a homogeneous coherent configuration if the following
axioms are satisfied:

1. Ai = I for some i ∈ I,

2. B ∈ A ⇒ BT ∈ A,

3.
∑

i∈I Ai = J where J is the all-ones matrix, and

4. AiAj =
∑

k∈I p
(k)
ij Ak for all i, j ∈ I for some p

(k)
ij ∈ N.
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If we further have AiAj = AjAi for all i, j ∈ I, then the homogeneous
coherent configuration is in fact an association scheme. A wide class of
homogeneous coherent configurations arise from group actions. In particular,
for any group G and subgroup H ≤ G, consider the action of G on ordered
pairs of cosets G/H ×G/H:

g · (giH, gjH) = ((ggi)H, (ggj)H) ∀g ∈ G,

where gi, gj ∈ G are coset representatives. The orbitals of this action parti-
tion the ordered pairs G/H×G/H and can be represented as binary matrices.
It is routine to show that these matrices form an homogeneous coherent con-
figuration [12], and that the eigenspaces of matrices in the coherent algebra
Span{Ai}i∈I are direct sums of irreducibles of the acting group [4, 65].

Setting G = Sn and H = Sn−2k × Hk gives us a homogeneous coherent
configuration An,k defined over the k-matchings of Kn, which we call the
k-matchings coherent configuration. It is not hard to show the following
proposition that provides a combinatorial description of the orbitals of An,k

5.3.1 Proposition. The indices I of An,k are in bijection with the isomor-
phism classes of loopless properly 2-edge-colored multigraphs on 2k edges of
maximum degree 2. In particular, for any isomorphism class representative
i ∈ I, the orbital Ai ∈ An,k is a |Mn,k| × |Mn,k| binary matrix indexed by
k-matchings such that

(Ai)[m,m
′] =

{
1 if m ∪m′ ∼= i;

0 otherwise

for all m,m′ ∈Mn,k.

In [3], a comprehensive treatment of semidefinite lift-and-project relax-
ations for the perfect matching problem was given, wherein the following
family of matrices was introduced. For 1 ≤ t ≤ s ≤ n, let Yn,s,t be the
|Mn,s|× |Mn,t| matrix indexed byMn,s andMn,t such that the (S, T )-entry
is

Yn,s,t[S, T ] =

{
(n− 2|S ∪ T | − 1)!! if S ∪ T is a matching of Kn;

0 otherwise

for all S ∈Mn,s and T ∈Mn,t. In particular, the Yn,k,k matrices were studied
to establish their positive semidefiniteness in order to obtain lower bounds
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on the worst-case behavior of certain semidefinite lift-and-project operators
with respect to the matching problem.

We now define a few variants of these Yn,k,k matrices also introduced in [3].
For any real vector y of dimension k + 1 indexed by {0, 1, · · · , k}, let

Yn,s,t(y)[S, T ] :=

{
yi if S ∪ T is a (k + i)-matching of Kn;

0 otherwise,

for all S ∈ Mn,s and T ∈ Mn,t. For any 0 ≤ i ≤ k, it will be convenient to
define

Y
(i)
n,s,t[S, T ] :=

{
1 if S ∪ T is a (k + i)-matching of Kn;

0 otherwise.

for all S ∈Mn,s and T ∈Mn,t. If s = t = k, then clearly Y
(i)
n,k,k is an orbital

of An,k for 0 ≤ i ≤ k. We refer to these orbitals as the matching orbitals.

5.3.2 Proposition. For all 0 ≤ k ≤ n, the eigenspaces of Yn,k,k(y) are direct
sums of irreducibles of R[Mn,k].

Proof. Let I ⊆ I be the set of indices of associates of An,k that correspond
to multiunion of two k-matchings where the union is a matching of Kn. We
may write Yn,k,k(y) as a linear combination of the orbitals of An,k

Yn,k,k =
∑
i∈I

yk−|E(i)|Ai

where |E(i)| denotes the number of edges in the multigraph i ignoring edge
multiplicity. Since Yn,k,k(y) is in the coherent algebra generated by An,k, its
eigenspaces are isomorphic to direct sums of irreducibles in Theorem 5.2.2.

Since Yn,k,j(y)[S, T ] = Yn,k,j(y)[σS, σT ] for all σ ∈ Sn, the following
proposition is also immediate.

5.3.3 Proposition. For all 0 ≤ j ≤ k ≤ n, the row space of Yn,k,j(y) is a
direct sum of irreducibles of R[Mn,k] and the column space of Yn,k,j(y) is a
direct sum of irreducibles of R[Mn,j].

These propositions along with the theory presented in this chapter ex-
plains much of the combinatorial phenomena surrounding the eigenspaces of
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the Yn,k,k matrices noted by Au in his thesis (see [3, Ch. 8] for more discus-
sion). For example, it allows us to make some progress on the following.

Conjecture (Au [3, Conjecture 82])
Let k < bn/4c, and let P (k) denote the set of integer partitions of size
no greater than k. Then for every λ = (λ1, · · · , λ`) ∈ P (k), the matrix
Yn,k,k is positive semidefinite and has a positive eigenspace of dimension
f (n−2|λ|,2λ1,··· ,2λ`). Moreover, these are all the positive eigenspaces of Yn,k,k.

We now give a short proof of this fact for the case where n is even.

Proof. Let A be the |Mn,k|× |Mn,bn/2c| matrix indexed by k-matchings and
maximum matchings such that the row indexed by m ∈Mk,n is the charac-
teristic vector of the canonically k-intersecting family Fm. The (m,m′)-entry
of Yn,k,k counts the number of maximum matchings M such that m ⊆M and
m′ ⊆M . This shows that Yn,k,k = AAT , thus Yn,k,k is positive semidefinite.

By Theorem 5.1.2, the rowspace of A is Ut. Since ker AT = ker AAT , it
follows that each zero eigenspace of Yn,k,k is a subspace of U⊥k , and thus each
positive eigenspace is a subspace of Uk. Each irreducible of Uk has multiplicity
1 and is of the form (n−2|λ|, 2λ1, · · · , 2λ`) for some λ = (λ1, · · · , λ`) ∈ P (k),
as desired.

This proof does not carry over to the case where n is odd due to the
fact that the (m,m′)-entry of Yn,k,k no longer counts something obvious.
For small odd n and k, computations suggest the bewildering fact that the
range of Yn,k,k is not a subspace of the k-linear maximum matching space.
The algebraic structure of Yn,k,k for odd n is indeed tantalizing, and it is
intriguing that its range has such an elegant Fourier support, but does not
seem to lie in the span of k-characteristic functions of maximum matchings.

We now take a look at a less difficult conjecture of Au on a restricted
class of eigenspaces.

Conjecture (Au [3, Conjecture 80])
Let λ = (λ1, · · · , λ`) be a partition of size k, and suppose n ≥ 2k + 2λ1. Let
t be a standard tableau of shape λ = (n− 2|λ|, 2λ1, · · · , 2λ`) ` n. Then ft is
a positive eigenvector of Yn,k,k(y) for any y ∈ Rk+1. Moreover, the set of all
such ft’s forms a basis for the λ-eigenspace of Yn,k,k(y).
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By Proposition 5.2.5, the irreducibles λ are all multiplicity-1, as they are the
unique tableau obtainable from 2λ ` 2k by laying a horizontal strip of size
n−2k across all of the columns. For example, if λ = (3, 2, 2, 1), λ is obtained
as

× × · · · ×
× ×

× ×
× ×

.

In the original statement of this conjecture, Au proposed a different and more
complicated family of eigenvectors [3, Ch. 8], but we suspect that they are
essentially the ft’s as defined in Section 5.2. We refer the reader to [3, Ch. 8]
for more discussion on this conjecture.

A straightforward way to prove this conjecture is to simply demonstrate
that for any y ∈ Rk+1 there exists a θλ ∈ R such that

[Yn,k,k(y)]ft = θλft for all standard tableau t of shape λ.

We give a few partial results towards proving this conjecture along these
lines.

For any tableau t of size n and k-matching m of Kn, our combinatorial
reasoning will be aided by considering diagrams that superimpose m on t.
For example, if t is the tableau below

1 2 3 4 5 6 19 · · · n
7 8 9 10 11 12

13 14 15 16

17 18
.

andm is the 6-matchingm = {{7, 8}, {9, 10}, {11, 12}, {13, 14}, {15, 16}, {17, 18}},
then we have the diagram

1 2 3 4 5 6 19 · · · n
7 8 9 10 11 12

13 14 15 16

17 18
.
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A closer examination of the ft’s reveals that they are a relatively “sparse”
basis for µ ≤ R[Mn,k]. For instance, if there is an edge ij ∈ m such that
both of its endpoints lie in the same column of t as shown below, then no
element of Ct can send i or j different columns, thus ft(m) = 0.

1 2 3 4 5 6 19 · · · n
7 8 9 10 11 12

13 14 15 16

17 18

For any tableau t and k-matching m, a hole is a cell ti,j such that ti,j /∈ V (m).
Let us assume there exists a column with two holes, as illustrated below:

1 2 3 4 5 6 19 · · · n
7 8 9 10 11 12

13 14 15 16

17 18
.

Choose the holes ti,`, tj,` ∈ t to be the westnorthern-most pair of two holes in
the same column ` (t1,1 = 1 and t2,1 = 7 in the example above). Let π ∈ Ct
be a permutation such that πt covers m . Then πti,` and πtj,` are two holes of
column ` of πt. Define the map φ : Ct → Ct such that φ(π) := (πti,`, πtj,`)π.
Since φ(π)t covers m if and only if πt covers m, and sgn π = −sgn φ(π),
we have that φ is a sign-reversing involution of Ct. Let A t A = Ct be a
bipartition such that a ∈ A⇔ φ(a) /∈ A. We deduce that

ft(m) =
∑
σ∈Ct

sign(σ) 1{σt}(m)

=
∑
π∈A

sign(π) 1{πt}(m) + sign(φ(π)) 1{φ(π)t}(m)

=
∑
π∈A

sign(π) 1{πt}(m)− sign(π) 1{πt}(m)

= 0.

One can show there are standard tableaux t and k-matchings m such that
ft(m) = 0 even though there are no two holes in the same column and σt
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covers m for some σ ∈ Ct. Indeed, for arbitrary standard tableaux t and
matchings m, it seems rather difficult to determine when ft(m) = 0, or find
more revealing expressions for ft(m) that are not signed sums.

In light of this, we now focus our attention on standard tableaux t of
shape λ ` n for some λ ` k as defined in Au’s conjecture. The next fact
follows from the definition of λ and the pigeonhole principle.

5.3.4 Proposition. For any standard tableau t of shape λ and m ∈ Mn,k,
if no column has two holes, then there is precisely one hole in each column.

A consequence of this fact is that the cells that lie to the right of the (2λ1)-th
column in the first row must be holes.

5.3.5 Lemma. Let t be a standard tableau of shape λ for some λ ` k, and
let m ∈ Mn,k be a k-matching that has two holes in the same column or
has an edge ij ∈ m such that i and j are in the same column. Then for any
y ∈ Rk+1, we have that [Yn,k,k(y)ft](m) = 0 = ft(m).

Proof. First, assume there is an edge ij ∈ m such that i and j are in the
same column. If p is a k-matching that does not belong to the set

N [m] := {m′ ∈Mn,k : m ∪m′ is a matching},

then we have Yn,k,k(y)[m, p] = 0; otherwise, we have Yn,k,k(y)[m, p] = y|m∪p|−k.
If ij ∈ p ∈ N [m], then clearly ft(p) = 0. If ij /∈ p ∈ N [m], then by the
definition of Yn,k,k(y), we have i, j /∈ V (p). But then if we superimpose p on
t, we have that i and j are two holes in the same column, thus ft(p) = 0. It
follows that

([Yn,k,k(y)]ft)(m) =
∑

p∈N [m]

y|m∪p|−kft(p) = 0.

Now let i, j be the corresponding vertices of the westnorthern-most pair of
holes in the same column, and let p ∈ N [m]. Again, if ij ∈ p, then ft(p) = 0,
and if i, j /∈ V (p), then i, j are two holes in the same column, thus ft(p) = 0.

If at least one of i, j is not a hole, then (i, j)p ∈ N [m]. Let N ′ ⊆ N [m]
be the set of all p ∈ N [m] such that at least one of i, j is not a hole in the
diagram of t and p. Define the map φ : N ′ → N ′ such that φ(p) = (i, j)p. By
the definition of Yn,k,k(y), we have |m∩p| = |m∩φ(p)| and |ft(p)| = |ft(φ(p))|.
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We also have that sign(ft(p)) = −sign(ft(φ(p))), thus the map φ is a sign-
reversing and weight-preserving involution of N ′. Let A t A = N ′ be a
bipartition such that a ∈ A⇔ φ(a) /∈ A. We deduce that

([Yn,k,k(y)]ft)(m) =
∑

p∈N [m]\N ′
y|m∪p|−k ft(p) +

∑
p∈N ′

y|m∪p|−k ft(p)

=
∑
p∈N ′

y|m∪p|−k ft(p)

=
∑
p∈A

y|m∪p|−k ft(p) + y|m∪φ(p)|−k ft(φ(p))

=
∑
p∈A

y|m∪p|−k ft(p)− y|m∪p|−k ft(p)

= 0,

which finishes the proof.

For any standard tableau t of shape λ, let us now consider k-matchings
m such that ft(m) 6= 0, for example,

1 2 3 4 5 6 19 · · · n
7 8 9 10 11 12

13 14 15 16

17 18
.

5.3.6 Proposition. Let t be a standard tableau of shape λ ` n for any
λ ` k. Then ft is an eigenvector of Y

(1)
n,k,k with eigenvalue k. Moreover, the

ft’s form a basis for the λ eigenspace.

Proof. Assume that no column has two holes. By Proposition 5.3.4, there
is precisely one hole in each column. Let H be the set of holes that lie the
first 2λ1 columns of λ and let

N [m] = {m′ ∈Mn,k : m ∪m′ is a (k + 1)-matching}.

By Proposition 5.3.4, any k-matching p ∈ N [m] that contains an edge ij ∈ p
such that i or j lies in the first row past the (2λi)-th column of λ, then
ft(p) 6= 0. It follows that if ft(p) 6= 0, then we have p ∈ N [m], the endpoints
of p \ m = {ij} belong to H, and there is an edge i′j′ ∈ m such that i, i′
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belong to the same column of λ and j, j′ belong to the same column of λ (see
the figure below). Let N ′ ⊆ N [m] be the k members of N [m] that satisfy
these properties.

1 2 3 4 5 6 19 · · · n
7 8 9 10 11 12

13 14 15 16

17 18
.

The involution (i, i′)(j, j′) ∈ Ct sends m to p, and since this involution is
even, we have ft(m) = ft(p). We now deduce that

([Y
(1)
n,k,k]ft)(m) =

∑
p∈N [m]

ft(p)

=
∑
p∈N ′

ft(p)

= kft(m).

By Lemma 5.3.5, if there are two holes in the same column, or an edge
ij ∈ m has both of its endpoints in the same column, then ([Y

(1)
n,k,k]ft)(m) =

0 = kft(m). This implies that Y
(1)
n,k,kft = kft, which completes the proof.

Extending this result to other matching orbitals Y
(i)
n,k,k for 2 ≤ i ≤ k would

allow us to resolve [3, Conjecture 82], as Yn,k,k is a linear combination of the
matching orbitals; however, this is more involved, as the combinatorics of
the k-matchings p ∈ N [m] such that ft(p) 6= 0 are more intricate and have
varying values of ft(p).
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