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Abstract

Advanced computing hardware and software written to exploit massively parallel archi-
tectures greatly facilitate the computation of extremely large problems. On the other hand,
these tools, though enabling higher fidelity models, have often resulted in much longer run-
times and turn-around-times in providing answers to engineering problems. The impedi-
ments include smaller elements and consequently smaller time steps, much larger systems
of equations to solve, and the inclusion of nonlinearities that had been ignored in days when
lower fidelity models were the norm. The research effort reported focuses on the acceler-
ating the analysis process for structural dynamics though combinations of model reduction
and mitigation of some factors that lead to over-meshing.
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Chapter 1

Overview and Introduction

Advanced computing hardware and software written to exploit massively parallel archi-
tectures greatly facilitate the computation of extremely large problems. On the other hand,
these tools, though enabling higher fidelity models, have often resulted in much longer run-
times and turn-around-times in providing answers to engineering problems. The impedi-
ments include smaller elements and consequently smaller time steps, much larger systems
of equations to solve, and the inclusion of nonlinearities that had been ignored in days when
lower fidelity models were the norm.

In this section, we discuss each of these classes of difficulties and attempt to foreshadow
the research reported further below to address those difficulties.

Incommensurate Meshes One of the major impediments of creating finite element meshes
for large structures is the need to have commensurate meshes at the interfaces; nodes from
each side must coincide with nodes from the other (See Figure 1.1). This not only requires
much forethought in the meshing of each unit, but it places complex constraints on the
meshing process.

Figure 1.1. Creating conformal meshes integrating two features
is relatively easy, but connection of multiple features in three di-
mensions can be unreasonably tedious and may delay initiation of
calculations by months.
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The same problem arises in the context of component mode synthesis (CMS). In this
approach, one performs a model reduction on each substructure of the system, introducing
modal degrees of freedom, retaining nodes on the boundaries, and resolving away internal
nodes. This approach has many advantages, including the common practice of having
subsystems manufactured by different contractors and having each manufacturer provide a
CMS model for his own substructure. It is the duty of the system integrator to assemble
the mathematical subsystems into a model for the full system. In order to avoid large loss
of accuracy, the nodes of the subsystem models most coincide.

Of course, one can connect dissimilar meshes using master-slave constraints, but such
an approach may result in significant loss of accuracy near interfaces - undermining the
purpose of using fine meshes for fidelity. Another, competing approach of joining dis-
similar meshes is that ofmortar methods.These methods do preserve accuracy, but their
practical implementation for 3-D applications requires significant coding effort for every
element type.

An accurate and efficient method for connecting dissimilar meshes is presented in
Chapter 2. This a novel, efficient, and highly usable method of joining disparate meshes
is presented. The ramifications will be great both in terms of model reduction, but also in
terms of efficiency in effective mesh generation.

Scalable Component Mode Synthesis As we find ourselves in a situation where it is
possible to employ fine enough meshes to capture structural features with great fidelity, we
also find ourselves with numerical problems having far more degrees of freedom than are
actually necessary to capture strain fields and other features that define problem mechanics.

The resulting numerical problems are sufficiently challenging that solving them can-
not be routine. What should be routine calculations can becomecapability testsof large
massively parallel computers.

A traditional method of model reduction that does have the capability to retain model
fidelity (at least of linear problems) is that of component mode synthesis, discussed above.
One of the limitations of current use of CMS was also discussed above. Another limitation
is that if one employs CMS to create more and more subregions of model components to
achieve better and better geometric fidelity, the problem size becomes dominated by the
nodal degrees of freedom at the interfaces of the subregions. The number of degrees of
freedom and their coupling become major impediments to computational scaling.

A novel approach to mitigating the computational limitations of Component Mode Syn-
thesis is developed and presented in Chapter 3.

Spatially Distributed Nonlinearities Very fine meshing of finite element models is gen-
erally expected to converge to an accurate result so long as the structure consists of a mono-
lithic piece of metal. Predictive modeling of the dynamics of real structures - accounting
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for such things as bolted connections, compression fits, and other joints - must account
for the nonlinear frictional mechanics at interfaces. Those nonlinear mechanics result in
hysteresis behavior such as shown in Figure 1.2.

−f0

−u0

f0

u0
u

f

1

1

Figure 1.2. Frictional interfaces between components of the
structure generate hysteresis loops such as this. The sharp discon-
tinuity in tangent stiffness with load reversals causes significant
numerical difficulty.

The discontinuous changes in tangent stiffness with load reversal introduces creates a
sharp nonlinearity in the equations of motion. Numerical solution of the resulting nonlin-
ear algebraic equations requires Newton iteration using very small time steps. The large
number of equations to be solved at each iteration and the very small time steps that must
be employed make simulation of the dynamics of real structures prohibitively difficult.

A model reduction technique that not only reduces the number of degrees of freedom,
but also enables the use of much larger time steps is developed in Chapter 4. This reduced
order modeling strategy has the added advantage of yielding cleaner and more helpful
results than are obtained with when the original problem is solved directly.

Combination of Methods Each of these three approaches can be employed with the
others to make possible important calculations related to the weapons-related mission. For
instance, when externally applied loads are known in only a statistical manner, credibility
of calculations on the accelerations that will be seen by components distributed through
the structure will require many case calculations. This can take place only if the kinds
of calculations that now spend weeks in queue and days on a supercomputer can be run
orders of magnitude faster. It is the intent of the mutually complementary strategies whose
investigation is presented in this report to make such rapid simulations possible.
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There is more discussion of the integration of these three approaches in the Conclusions
portion of this report.
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Chapter 2

Stabilized Tied Contact

Clark R. Dohrmann

2.1 Chapter Abstract

In this study we present a simple method for improving the accuracy of the classic
method of tied contact for connecting dissimilar finite element meshes. The method aug-
ments the standard constraint equations of tied contact with a set of discrete springs located
on mesh interfaces. Although the approach can be viewed as a penalty method, there is no
need to select a penalty parameter. Moreover, the method avoids the calculation of com-
plicated surface integrals typically required by mortar or Nitche type methods. Numerical
results show that the method improves both the local and global rates of convergence of
tied contact while not incurring significant computational cost.

2.2 Introduction

One of the first, and perhaps simplest, methods for connecting dissimilar finite element
meshes is to constrain each node on a designated slave side of a mesh interface directly
to the nearest point on a designated master side of the interface. This classic method of
connecting meshes is known by a variety of names including the node-to-surface approach,
multipoint constraint (MPC) approach, and permanent glued contact [32], but we will use
the designation tied contact [13] here. Because of its simplicity, tied contact is available in
a variety of commercial and research finite element codes. One of the attractive features of
tied contact is that it avoids the need to introduce Lagrange multipliers to enforce continuity
at the interface. Because of the local nature of the tied contact constraints, there is also no
significant loss of matrix sparsity when dependent (slave) degrees of freedom (dofs) are
eliminated.

Although relatively simple to understand and implement, tied contact also has its short-
comings. It is known for elasticity problems that stresses near mesh interfaces may not
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converge to exact solutions with mesh refinement when tied contact is used. Consequently,
global rates of convergence can be smaller than those for similar meshes without inter-
faces. The purpose of this study is to investigate a simple fix to improve the accuracy of
tied contact while retaining much of its appealing simplicity.

Modeling complicated structures with a single finite element mesh can be a very diffi-
cult if not impossible task. Even when a single person develops a system model, it may be
convenient to mesh different parts independently without the restriction of having conform-
ing interfaces. By conforming we mean that the nodal locations and interpolation functions
on both sides of an interface are the same. For these reasons and others, many references on
connecting dissimilar finite element meshes can be found in the literature. A recent article
with a discussion of several different methods is given in [35].

Significant efforts have been made over the years to develop mesh connecting methods
that pass the engineering patch test. That is, when two meshes are connected by a candidate
method, the finite element solution is exact for boundary conditions corresponding to a
constant state a stress. Examples of two different methods with an emphasis on satisfying
the patch test can be found in [45] and [36], but there are others as well. We comment at the
outset that the simplicity of the present method comes with what some may perceive a cost.
Namely, it does not pass the patch test. Nevertheless, the method converges with mesh
refinement and satisfies the patch test in the asymptotic limit. A companion theoretical
study of the method is given in [14].

An earlier method which retains the standard tied contact constraints, like the present
method, while also satisfying first-order patch tests for both planar and curved interfaces is
given in [15]. The approach is somewhat complicated and requires element matrices on the
slave sides of interfaces to be modified. We consider the present method to be simpler, and
have also observed better rates of convergence for meshes of quadratic finite elements. In
the interest of brevity, we will limit the discussion of other mesh connecting approaches to
mortar [8] and Nitche [6] type methods in the next two paragraphs. A discussion of other
methods can be found in [35] and the references therein.

As with tied contact, the constraint equations for mortar methods allow one to solve
for slave dofs in terms of master dofs, and then eliminate these slave dofs; otherwise, one
needs to solve a saddle-point system of equations which is indefinite. For the Lagrange
multiplier bases of earlier mortar methods, each slave dof could depend on every dof on
the master side of the interface. Thus, elimination of the slave dofs could lead to complete
loss of sparsity in the stiffness matrix for the master dofs. More recent dual mortar meth-
ods [44, 38] lead to constraint equations more like those of tied contact, but obtaining these
constraint equations may require the calculation of complicated interface integrals, espe-
cially in three dimensions. Some care is also needed in choosing the Lagrange multiplier
basis for mortar methods to ensure that an inf-sup condition for convergence is satisfied.

In contrast to tied contact and mortar methods, Nitche type methods do no involve any
constraint equations. Rather, a discrete bilinear form is employed which is closely related
to a primal formulation of a discontinuous Galerkin method (cf. Method IP in Table 3.2 of
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[1]). Like mortar methods, however, they require the calculation of surface integrals for 3D
problems. The complexity of calculating surface integrals for mortar and Nitche methods
is recognized as a practical concern [29, 18, 21, 19]. We note also that Nitche methods
require a parameter that must be chosen with some care. If the parameter is too small,
then the method is unstable and will not converge. If the parameter is too large, then mesh
interfaces can be overly stiff and lead to significant loss of accuracy.

The basic idea of the present method is to augment the constraint equations of tied con-
tact with a set of discrete springs located on mesh interfaces. Thus, following elimination
of all slave dofs, the stiffness matrix equals that for classic tied contact plus astabilization
matrix associated with the springs. We note that a fully symmetric method with no dis-
tinction between master and slave sides of interfaces is possible by replacing all constraint
equations with springs, but we do not investigate this variant here.

The organization of the paper is summarized as follows. First, we review the classic
method of tied contact for connecting meshes in §2.3, and then present its stabilized form
in §2.4. We then present a variety of numerical examples in §2.5 demonstrating both the
improved accuracy of stabilized tied contact and the small affect of the stabilization on
iterative solver performance. Some closing remarks are made in §2.6.

2.3 Classic Tied Contact

After imposing essential and natural boundary conditions, the finite element equations
of equilibrium for linear elastostatics can be expressed as
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whereK is the assembled stiffness matrix,u is the displacement vector, andf is the force
vector. The subscripts is for theslavedofs to be eliminated by the tied contact constraints.
Likewise, the subscriptm is for themasterdofs involved in the tied contact constraints.
Finally, the subscriptr refers to theremainingdofs. After the removal of any redundant
constraints, the tied contact constraint equations can be expressed concisely as

us = Cum, (2.2)

whereC is the constraint matrix for the slave dofs. We thus have
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, (2.3)
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whereI is an identity matrix of appropriate dimension and the subscripti refers toindepen-
dentdofs. Substitution of (2.3) into (2.1) and premultiplication byTT (the transpose ofT)
gives the standard reduced equilibrium equations

Kiui = fi , (2.4)

where
Ki = TTKT and fi = TT f .

Onceui is obtained by solving (2.4),us can then be recovered from (2.2).

2.3.1 Tied Contact Constraints

Each row of the constraint matrixC in (2.2) corresponds to a specific degree of freedom
of a specific node on the slave side of a mesh interface. If a mesh interface is curved or the
master and slave sides of an interface are not coincident for some other reason, then each
slave node may not be initially located on the master side of the interface. In such cases it
is common practice to initially move, in a stress-free state, each slave node onto the master
surface prior to applying any constraint equations or loads. Doing so ensures that there
is no strain energy when the model is deformed into the shape of a rigid body mode for
floating structures without any essential boundary conditions. We will henceforth assume
that all slave nodes are thus initially positioned on the master surface.

For purposes of discussion, we will consider a 3D elasticity problem in which each
node has 3 degrees of freedom before boundary conditions are applied. By assumption,
each slave node is coincident with a point on the face of one or more elements on the
master side of the interface. Let(ξ1,ξ2) denote the element coordinates for one such face.
For isoparametric elements we have

x j(ξ1,ξ2) = ∑
k∈F

x jkφk(ξ1,ξ2), (2.5)

wherex j(ξ1,ξ2) is the j-coordinate of the point on the face with element coordinates
(ξ1,ξ2), andF is the set of node numbers for the face. Further,x jk and φk are the j-
coordinate and shape function, respectively, of nodek of the element face. Lettingx js de-
note thej-coordinate of slave nodes, we can determine the element coordinates(ξ1s,ξ2s)
associated with nodes by minimizing the squared distance function

d2 =
3

∑
j=1

(x j −x js)
2

using Newton’s method. Indeed, this approach can also be used to identify the locations to
move slave nodes so that they are initially on a master surface. The row of the constraint
equations in (2.2) corresponding to the displacement in directionj of slave nodes then
reads

u js = ∑
k∈F

φk(ξ1s,ξ2s)u jk,

whereu jk is the displacement in directionj of nodek.
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2.3.2 Mortar Method Connection

Classic tied contact can be understood as a mortar method for a specific Lagrange mul-
tiplier basis. Specifically, this basis consists of Dirac delta functions centered at the slave
nodes. To illustrate, letvm andvs denote scalar fields on the master and slave sides of
an interfaceΓ. The mortar constraint equation associated with shape functionλm of the
Lagrange multiplier basis is given by

∫

Γ
(vs−vm)λmdx= 0.

By choosingλm to be a Dirac delta function at slave nodes, we find thatvs|xs = vm|xs,
wherexs is the position ofs. That is, the value of the fieldvs on the slave side of the
interface is constrained to be the same as the value ofvm on the master side of the interface
at the location ofs. For mortar methods, the Lagrange multiple basis is chosen so that
constant functions can be approximated exactly on the interface. That is, there existαm

such that∑mαmλm = 1 on Γ. The Lagrange multiplier basis for tied contact does not
have this property. Thus, one should not expect tied contact to have the same convergence
properties as mortar methods.

2.3.3 Potential Shortcomings

Here we use a simple 2D plane stress example to illustrate some of the potential short-
comings of tied contact. Letu j and x j denote the displacement and spatial coordinate,
respectively, for directionj of an orthogonal coordinate system. The boundary conditions
and exact solution for the example are given by

u1(0,x2) = 0, u2(0,0) = 0, σ11(2,x2) = −Ex2

and
u1(x1,x2) = −x1x2, u2(x1,x2) = (x2

1 +νx2
2)/2,

whereE is Young’s modulus,ν is the Poisson ratio, andσ11 is the axial stress.

In order to measure the accuracy of finite element solutions, we define displacement
and energy norms of a vector functionu = (u1, . . . ,ud) as

‖u‖0 =

(
d

∑
j=1

∫

Ω
u2

j dx

)1/2

and ‖u‖1 =

(
d

∑
j=1

∫

Ω
∇u j ·∇u j dx

)1/2

, (2.6)

whereΩ is the problem domain andd is the spatial dimension. Letue = (ue1, . . . ,ued)
denote the exact solution to an elasticity problem. For sufficiently smooth exact solutions,
we expect from finite element theory [43] that

‖u−ue‖0 ≤Chq+1 and ‖u−ue‖1 ≤Chq, (2.7)

whereC is a constant,h is the diameter of the largest element in the mesh, andq is the poly-
nomial degree of the finite elements. We call‖u−ue‖0 and‖u−ue‖1 the displacement
error and energy error, respectively.
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Figure 2.1.Classic tied contact results for 1:2 master-slave mesh
transition example in §2.3.3 (left) and 1:2 slave-master mesh tran-
sition example in §2.3.3 (right).

1:2 master-slave mesh transition

Consider the two unit square meshes of 4-node quadrilateral (QUAD4) elements shown
in Figure 2.1 with a 1:2 transition at the interface. The coarser side of the interface (left)
is designated as master and the more refined side (right) as slave. In this case, classic
tied contact works perfectly fine because no gaps or overlaps can develop at the interface
as the structure deforms. In other words, the displacement is continuous at the interface
and we have a conforming finite element method. The displacement and energy errors
shown in Figure 2.1-left as a function of element lengthh are consistent with the theoretical
convergence estimates in (2.7).

1:2 slave-master mesh transition

We repeat the previous example, but now the master and slave sides are reversed. That
is, the master side of the interface (right) is now twice as refined as the slave side (left).
Simply by reversing the choice of master and slave interfaces, we see in Figure 2.1-right
that the observed rates of convergence are about half of the theoretical estimates in (2.7). A
theory explaining this reduced rate of convergence is provided in [14]. Compared with the
first example in §2.3.3, only about one half of the nodes on the right side of the interface
are connected to the left side. This comparison clearly demonstrates the benefits in the
conventional wisdom of choosing the master side of an interface coarser than the slave
side.

The normal stressσ22 and shear stressσ12 are both zero for the exact solution. The
maximum absolute value of these two stresses at element integration points are shown in
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Figure 2.2.Classic tied contact stresses for a 1:2 mesh transition.
The notations 1M:2S and 1S:2M indicate that the master side of
the interface is on the left and right, respectively. The stressesσ22

and σ12 are both zero for the exact solution, and the maximum
absolute value of the axial stressσ11 is 1. When the right side of
the interface is chosen as master (1S:2M), the maximum stresses
appear to be converging to|σ22|max ≈ 0.13 and|σ12|max ≈ 0.53
rather than 0.

Figure 2.2 for the two cases of the master side of the interface on the left and on the right.
As expected, these two stresses decrease with mesh refinement when the left side of the
interface is chosen as master. In stark contrast, these stresses do not converge to zero when
the right side of the interface is chosen as master. Closer examination of the numerical
results shows that these stresses are largest in elements directly adjacent to the interface
and appear to be converging to|σ22|max≈ 0.13 and|σ12|max≈ 0.53 rather than 0. We note
|σ11|max= 1 for the exact solution.

Care should be taken when choosing the master and slave sides of an interface for tied
contact. To illustrate a possible dilemma, consider a hypothetical case in which only half
of the left side of the interface is coarser than the right side. The question then becomes
which side of the interface should be chosen as master? One could break the interface into
two parts to address this problem, but that would require additional work on the part of a
structural analyst and could be prone to errors. In the next section we present a stabilized
form of tied contact which address these and other concerns surrounding the use of classic
tied contact.
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2.4 Stabilized Tied Contact

Recall for classic tied contact that continuity across a mesh interface is only enforced
at the locations of the slave nodes. Thus, except for special cases, continuity will not nec-
essarily hold at all other locations on the interface. The basic idea of stabilized tied contact
is to penalize any discontinuities that may occur at a prescribed set of other locations.

As was done in the previous section, we consider a 3D elasticity problem for purposes
of discussion. Consider a pointp on a master surface, and let(ξ1p,ξ2p) denote the element
coordinates ofp associated with a face on the master surface containingp. Similar to (2.5),
we have

x jp = ∑
k∈Fp

x jkφk(ξ1p,ξ2p), (2.8)

wherex jp is the j-coordinate ofp andFp is the set of nodes for the element face associated
with p. Next, let p̂ be a point on the slave surface closest top, and let(ξ1p̂,ξ2p̂) denote the
element coordinates of ˆp for a face on the slave surface containing ˆp. Thus,

x j p̂ = ∑
k∈Fp̂

x jkφk(ξ1p̂,ξ2p̂). (2.9)

The present goal is to develop an expression for the strain energy of a spring associated
with points p and p̂. This development is straightforward whenp and p̂ are initially co-
incident, but there is a slight complication when they are not, e.g., for curved interfaces.
This complication is related to the need to have zero strain energy when a structure without
any essential boundary conditions is deformed into the shape of a rigid body mode with a
rotational component. We note that a related issue is also present for mortar methods [38].

Consistent with the isoparametric formulations in (2.8) and (2.9), we have

up = ∑
k∈Fp

ukφk(ξ1p,ξ2p) and up̂ = ∑
k∈Fp̂

ukφk(ξ1p̂,ξ2p̂),

whereup = [u1p u2p u3p]
T . If p and p̂ are initially coincident or the issue regarding rigid

body modes is deemed unimportant, then we define the gap

gp1 := up−up̂ = ∑
k∈Fp

ukφk(ξ1p,ξ2p)− ∑
k∈Fp̂

ukφk(ξ1p̂,ξ2p̂) = CT
p1u, (2.10)

whereCp1 is a sparse matrix with three rows andn columns, wheren is the dimension
of the displacement vectoru in (2.1). For the more general case, letEp denote the set
of node numbers for the elementEp which includes the face containingp. Again, for an
isoparametric formulation, we have

x j(η1,η2,η3) = ∑
k∈Ep

x jkφk(η1,η2,η3),

where the shape functionφk for nodek depends on three element coordinates rather than
just two. We next determine the element coordinates(η1p̂,η2p̂,η3p̂) such that

x j(η1p̂,η2p̂,η3p̂) = x j p̂.
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Again, Newton’s method can be used to determine these elementcoordinates, and the initial
guess for the solution could be the element coordinates of pointp. Introducing

ũp̂ = ∑
k∈Ep

ukφk(η1p̂,η2p̂,η3p̂),

we define the gap

gp2 := ũp̂−up̂ = ∑
k∈Ep

ukφk(η1p̂,η2p̂,η3p̂)− ∑
k∈Fp̂

ukφk(ξ1p̂,ξ2p̂) = Cp2u. (2.11)

If points p and p̂ are initially coincident, thenCp2 = Cp1. We note that ˜up̂ can be viewed
as the displacement of a point in the extension of elementEp that initially has the same
position as ˆp. In the sequel, we will useCp to denote eitherCp1 or Cp2, depending on the
choice of gap functiongp.

We next introduce the stabilization term

Us = ∑
p∈M

gT
pKpgp = uTSu,

whereM is the set of all points on master surfaces used in the stabilization andKp is a
symmetric matrix. Recipes for bothM andKp will be given shortly. With reference to
(2.10) and (2.11), we see that the stabilization matrixS is given by

S= ∑
p∈M

CT
pKpCp. (2.12)

ReplacingK with K +S in the reduced equilibrium equations (2.4), we obtain

Kisui = fi , (2.13)

where
Kis = TT(K +S)T.

Thus, stabilized tied contact simplifies to the classic form forS= 0.

2.4.1 Selection of Point SetM

A suitable choice for the point setM in the case of lowest-order (linear) finite elements
is simply all nodes on master surfaces with nonempty projections onto adjacent slave sur-
faces; we will denote this point set asM0. For quadratic elements, it may happen that use
of M0 results in no stabilization at all, i.e.,Kis = Ki . For example, consider the mesh in
Figure 2.3 where both the master (left) and slave (right) sides of the mesh are discretized
using 8-node quadrilateral elements. For the 2:3 transition at the interface shown, it turns
out thatgp = 0 for all 9 nodes on the master surface.
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Figure 2.3. 8-node quad element meshes with master and slave
nodes appearing as circles and dots, respectively.

Let η1 denote the parent element coordinate for a one-dimensional element (edge).
Similarly, let (η1,η2) denote the parent element coordinates for a two-dimensional ele-
ment (face). We assume the standard practice for edges thatη1 ∈ [−1,1]. Similarly, for
quadrilateral faces we assumeη1 ∈ [−1,1] andη2 ∈ [−1,1]. Finally, for triangular faces
we assumeη1 ∈ [0,1] andη2 ∈ [0,1], whereη1 +η2 ≤ 1. We say that an edge or face on
the master side of an interface is active if all its nodes are included inM0.

For quadratic elements in 2D, we augmentM0 with points atη1 =−1/2 andη1 = 1/2
for each active edge on the master side of an interface. Thus, two extra points are added
to M0 for each active edge. For quadratic elements in 3D, the element coordinates of
the additional points for each active face on the master side of an interface are shown in
Table 2.1.

2.4.2 Selection ofKp

With reference to Figure 2.4, consider a one-dimensional model of a bar with elastic
modulusE, cross sectional areaA, and lengthL. The bar is discretized into finite elements
of lengthh, and its left end is fixed while its right end is subjected to an axial loadP. We
split the bar in half as shown in the bottom half of the figure, and reconnect the coincident
nodes in the middle with a spring of stiffnessβk, whereβ is a dimensionless parameter
andk = EA/h is the stiffness of the node on the left (master) side.
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Table 2.1. Extra points for faces of 3D quadratic elements. The
extra point atη1 = 0 andη2 = 0 only applies to 8-node quadrilat-
eral faces.

quad face tria face
η1 η2 η1 η2

-1/2 -1/2 1/3 1/3
1/2 -1/2 1/6 1/6
1/2 1/2 2/3 1/6

-1/2 1/2 2/3 1/6
0 -1/2 5/12 1/6

1/2 0 5/12 5/12
0 1/2 1/6 5/12

-1/2 0
0 0

Figure 2.4. One-dimensional bar example to motivate recipe for
Kp.
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From basic strength of materials, we know that the exact tip deflection of the original
bar is given byδ = PL/(AE), whereas the tip deflection of the bar with a spring in the
middle isδ (β ) = [1+(1/β )(h/L)]δ . We see thatδ (β ) = δ asβ → ∞, but we do not want
to pick β too large for 2D and 3D applications. Otherwise, mesh interfaces would be too
stiff. Rather, the goal is to chooseβ just large enough so that the convergence rates of the
finite elements are retained. Letq denote the degree of the finite element, e.g.,q = 1 for
linear andq = 2 for quadratic elements. Requiring the relative error ofδβ to be of order
(h/L)q+1 gives

(1/β )(h/L) = (h/L)q+1 =⇒ β = (L/h)q.

Motivated by this development,Kp is given in general by

Kp = (Hp/hp)
qkp, (2.14)

whereHp is the diameter of the master surface containingp, hp is a length associated with
p, andkp is a stiffness matrix associated withp. We note that it is not important to use an
exact value forHp. For example,Hp could be chosen as two times the largest distance from
the centroid of all nodes on a master surface to any node on this surface.

It now only remains to specifyhp andkp. Let hk denote the average diameter of all
element faces on a master surface that contain nodek. With reference to (2.8),hp is given
by

hp = ∑
k∈Fp

hkφk(ξ1p,ξ2p).

Similarly, the stiffness matrixkp is given by

kp = ∑
k∈Fp

kkφk(ξ1p,ξ2p),

wherekk is the stiffness matrix for nodek. One could argue that the method is parameter
free since all its terms are clearly defined. Alternatively, one has the option to scaleKp in
(2.14) by a fixed amount so that the method can also be viewed as having an adjustable
parameter. No such scaling is used in the numerical examples.

One practical concern with any stabilized method is the effect of the stabilization on
the condition number of the resulting linear system of equations. Let‖Kp‖ denote the 2-
norm ofKp. Although the ratioα = ‖Kp‖/‖kp‖ increases with mesh refinement, it is not
likely to be too large in practice. For example, consider a uniform refinement in which all
element diameters are reduced by a factor of 2. If such a refinement is done three times,
thenα would only increase by a factor of 8q. Thus, even for quadratic elements,α would
only increase by a factor of 64. Numerical results are provided in §2.5.3 which compare
the performance of an iterative solver for both classic and stabilized tied contact. As will
be seen, the stabilization does not cause any significant reduction in solver performance.
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Figure 2.5.Stabilized tied contact results for 1:2 mesh transition
example in §2.3.3.

2.5 Numerical Examples

2.5.1 Convergence Tests

2D linear elements: plane stress bending

We return to the example in §2.3.3 where the global convergence rates for classic tied
contact were observed to be about half of those for the finite elements used in the mesh.
Recall also that stresses near the interface did not converge to the exact values even for
very refined meshes. The counterparts of Figure 2.1-right and Figure 2.2 for stabilized tied
contact are shown in Figure 2.5. Notice that the global convergence rates are the same as
those for the finite elements of the mesh, and the stresses converge to their exact values
with mesh refinement. Interestingly, the convergence of stresses shown in Figure 2.5-right
are nearly identical to those of the conforming method in which the left side if the mesh
interface is chosen as master.

3D linear elements: bending

Results for the 3D counterpart of the example in §2.3.3 are shown in Figure 2.6 for
meshes of 8-node hexahedral (HEX8) elements and a variety of mesh transitions. Here the
essential boundary conditions are chosen as

u1(0,x2,x3) = 0, u2(0,0,0) = 0, u3(0,0,0) = 0 u2(0,0,1) = 0,

and we replace the natural boundary condition withu1(2,x2,x3) = −2x3. Notice in all
cases that the convergence rates are consistent with those of finite element meshes without
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Figure 2.6. Stabilized tied contact results for 1:2 and 2:3 mesh
transitions for linear HEX8 elements.

interfaces. Moreover, there is only a slight dependence of the global errors measures on the
choice of master and slave sides of the interface.

3D quadratic elements

The final convergence test is for meshes of 20-node hexahedral (HEX20) elements. As
in the previous example, the domains for the left and right meshes are unit cubes. The exact
solution for the problem is given by

u1(x1,x2,x3) = (1−cosπx1)(1−cos2πx2)(1−cos2πx3),

u2(x1,x2,x3) = 0, u3(x1,x2,x3) = 0,

and the essential boundary conditions are

u1(0,x2,x3) = u2(0,x2,x3) = u3(0,x2,x3) = 0.

Body forces corresponding to the exact solution are also applied. Notice in Figure 2.7 that
the convergence rates are no less than those for quadratic elements, and the global error
measures depend only slightly on the choice of master and slave surfaces.

2.5.2 Nonstructured Interface

Here we repeat the bending example of §2.5.1, but for the meshes shown in Figure 2.8.
Again, all stress components are zero for the exact solution except forσ11 which has a
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Figure 2.7. Stabilized tied contact results for 1:2 and 2:3 mesh
transitions for quadratic HEX20 elements.

maximum absolute value of approximately 1. Results are shown in Table 2.2 for both
stabilized and classic tied contact for meshes of HEX8 and HEX20 elements. We see again
that the stress results for classic tied contact are very sensitive to the choice of master and
slave surfaces, whereas those for stabilized tied contact are not. The results for stabilized
tied contact using HEX20 elements are noticeably better than those for HEX8 elements,
but the same is not true for classic tied contact. In all cases the error in the transverse
tip displacement is less than one percent. We note that the magnitude of stress errors for
classic tied contact in the S:M case become larger as the mesh on the right (master) side is
refined while keeping the mesh on the left the same.

2.5.3 Iterative Solver Performance

We next investigate the effects of stabilization on the performance of an iterative solver
for 3D elasticity problems. The three different meshes of linear HEX8 elements used in this
example are shown in Figure 2.9. The meshes (not shown) of quadratic HEX20 elements
have half the number of elements in each coordinate direction. The specific problem solved
is the one in §2.5.1. For the iterative solver, the problem domain is decomposed into 16
subdomains, and a domain decomposition preconditioner [16] is used together with the
conjugate gradient algorithm to solve the linear systems to a relative residual tolerance of
10−8.

Table 2.3 reports on iterative solver performance for both classic and stabilized tied
contact. The column headings ndof, #iter, and cond refer to the number of unknowns, the
number of iterations, and condition number estimates from conjugate gradient iterations
of the preconditioned equations, respectively. Solution times are also reported for a direct
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Figure 2.8.Meshes for the example in §2.5.2.

Table 2.2. Tied contact results for example in §2.5.2. The des-
ignations M:S and S:M are for the master side of the interface on
the left and right, respectively. The relative error in the transverse
displacement of a point on the top surface at the end of the beam
is denote byetip.

HEX8 results HEX20 results
classic stabilized classic stabilized

M:S S:M M:S S:M M:S S:M M:S S:M
|σ22|max 0.015 0.075 0.017 0.021 0.012 0.063 0.0011 0.0013
|σ33|max 0.014 0.059 0.019 0.028 0.012 0.10 0.0009 0.0010
|σ12|max 0.025 0.15 0.007 0.009 0.012 0.18 0.0017 0.0009
|σ23|max 0.004 0.023 0.009 0.011 0.006 0.055 0.0007 0.0009
|σ31|max 0.018 0.21 0.011 0.013 0.024 0.17 0.0010 0.0012

etip -0.007 -0.007 -0.007 -0.007 0.0002 0.0002 0.0002 0.0002
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Figure 2.9.Meshes for problems in §2.5.3.

sparse Cholesky solver [33]. It is clear from Table 2.3 that the stabilization does not have
a significant effect on the performance of either the direct or iterative solvers. In addition,
the iterative solver is faster than the direct one for all problems except the smallest.

2.6 Conclusions

A stabilized form of the classic tied contact method for connecting finite element meshes
was presented and observed to have the following features:

1. Improved accuracy and less sensitivity to master-slave designations

2. Optimal convergence rates of underlying finite elements retained

3. Parameter-free

4. Simple physical interpretation based on springs at mesh interfaces
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Table 2.3. Solver results for example in §2.5.1 and the meshes
shown in Figure 2.9. Solution times for direct and iterative solvers
are in seconds.

20x20x20 HEX8 elements on left
classic tied contact stabilized tied contact

ndof direct iterative #iter cond direct iterative #iter cond
2M:2S 53,358 43 18 19 6.7
2M:3S 112,868 232 56 23 8.8 228 57 24 8.9
2M:1S 30,848 13 8 18 5.6 13 8 19 6.2

10x10x10 HEX20 elements on left
2M:2S 28,058 17 13 17 5.3
2M:3S 58,443 91 41 19 6.5 90 40 22 6.8
2M:1S 16,423 6 7 19 6.7 6 8 20 6.7

5. Computation of potentially complicated surface integrals avoided

6. Iterative solver performance not affected significantly for example 3D problems

7. Can reuse existing computational geometry algorithms for classic tied contact

The stabilization has the effect of adding a positive semidefinite matrix to the stiffness
matrix for classic tied contact. Thus, the finite element model for stabilized tied contact is
no less stiff than its classic counterpart. We note in closing that the results presented thus
far are very encouraging, but a more complete assessment of the method will require further
numerical studies for nonplanar interfaces and nonlinear geometric and material behavior.
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Chapter 3

Scalable Component Mode Synthesis

U. L. Hetmaniuk
Department of Applied Maths, University of Washington,

Box 352420, Seattle, WA 98195-2420,
(hetmaniu@u.washington.edu)

and
R. B. Lehoucq

Organization 1414, Sandia National Laboratories

3.1 Chapter Abstract

The goal of the work presented here is to introduce basis functions for the finite element
discretization of a second order linear elliptic operator with rough or highly oscillating co-
efficients. The proposed basis functions are inspired by the classic idea of component mode
synthesis and exploit an orthogonal decomposition of the trial subspace to minimize the en-
ergy. Numerical experiments illustrate the effectiveness of the proposed basis functions.

3.2 Introduction

The finite element solution of the partial differential equation
{

−∇ · (c(x)∇u(x)) = f (x) in Ω,
u = 0 on∂Ω,

(3.1)

has been the subject of much research. Difficulties arise when the coefficientc associated
with the second order linear elliptic operator is rough or highly oscillating so that a standard
application of the finite element method necessitates a highly refined mesh. An important
task is to define an appropriate approximation space that has knowledge of the coefficient

35



c, followed by an adroit choice of basis functions, for example functions of local support.
These functions give rise to an effective finite element method when a reasonably imple-
mented algorithm with acceptable performance and sufficient accuracy results. Babuška,
Caloz, and Osborn [3] denote such finite element methodsspecial.

The goal of our paper is to determine a conforming approximation space of functions
for the finite element solution of (3.1). In contrast to other approaches, we exploit the fact
that the solutionu of (3.1) solves the minimization problem

arg min
v∈H1

0(Ω)

(
1
2

∫

Ω
c(x)|∇v(x)|2dx−

∫

Ω
f (x)v(x)dx

)

(3.2)

and therefore is the minimum energy solution. This energy principle represents an intrinsic
metric for comparing the quality of approximations to the solution of (3.1). Our procedure
is based upon the classic idea of component mode synthesis (CMS), introduced in [24, 12]
Starting from a partition of the domainΩ, component mode synthesis methods exploit an
orthogonal decomposition ofH1

0(Ω) to solve the optimality system associated with (3.2).
Motivated by this orthogonal decomposition, we develop a conforming finite dimensional
approximation space. We contrast our CMS-based approach with the multiscale finite el-
ement method (MsFEM) [17] and draw a relationship with the generalized finite element
method (GFEM) [5]. We argue that our approach does not fit exactly into the framework of
generalized finite element methods (in contrast to MsFEM). We demonstrate the efficacy
of our CMS-based approach through a suite of careful numerical experiments.

3.2.1 Notation and assumptions

We quickly review our use of standard notation. LetΩ be a two- or three-dimensional
domain with Lipschitz boundary∂Ω and so letH1(Ω) denote a Sobolev space of order
1; let H1

0(Ω) denote a subspace ofH1(Ω) consisting of functions that vanish on∂Ω. Let
the norm and inner product onH1(Ω) andL2(Ω) be given by‖ · ‖1,(·, ·)1, and‖ · ‖,(·, ·),
respectively. Let

a(u,v) =

∫

Ω
c(x)∇u(x) ·∇v(x)dx, (3.3)

denote the bilinear form induced by (3.1). We suppose thata(·, ·) is coercive,

∃ α > 0, 0 < α‖v‖2
1 ≤ a(v,v), ∀ v∈ H1

0(Ω), (3.4)

and continuous,

∃ γ > 0, a(v,w) ≤ γ‖v‖1‖w‖1 ∀ v,w∈ H1
0(Ω). (3.5)

We rewrite (3.2) as

arg min
v∈H1

0(Ω)

(
1
2

a(v,v)− ( f ,v)

)

, (3.6)
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and the associated optimality system is the variational formulation of (3.1), e.g. given
f ∈ L2(Ω), find u∈ H1

0(Ω) such that

a(u,v) = ( f ,v) ∀v∈ H1
0(Ω). (3.7)

We refer to the solutions of (3.1), (3.2), and (3.7) as equivalent in a formal sense. Our
approach is not restricted to (3.1). Other coercive and continuous bilinear formsa can be
considered, such as elastostatics.

3.3 Component mode synthesis

We review the classical technique of component mode synthesis [24, 12] from an ab-
stract perspective. Partition the domainΩ into J non intersecting subdomainsΩ j , j =
1, · · · ,J, that share the common interfaceΓ; see figure 3.1 for the case of 4 subdomains.

1
 

3
 

2
 

4
 

!

Figure 3.1.The domainΩ partitioned four subdomains.

Let VΩ j be the subspace of local functions that are nonzero inΩ j and are trivially
extended throughoutΩ,

VΩ j = {v∈ H1
0(Ω) : v|Ω\Ω j

= 0}. (3.8)

We remark that any member function ofVΩ j has a zero trace on the boundary∂Ω and on
the interfaceΓ. LetVΓ be the subspace of harmonic extensions of trace functions onΓ,

VΓ = {EΩτ ∈ H1
0(Ω) : τ ∈ H1/2

00 (Γ)}, (3.9)

whereH1/2
00 (Γ) denotes the trace space ofH1

0(Ω) on Γ and the harmonic extensionEΩ of

τ ∈ H1/2
00 (Γ) solves the minimization problem

inf
v∈H1

0(Ω)
a(v,v) subject to v|Γ = τ.
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We remark that the harmonic extensionEΩ satisfies also






−∇ · (c(x)∇EΩτ(x)) = 0 in Ω j , for all j,
EΩτ = τ on Γ,
EΩτ = 0 on∂Ω.

(3.10)

This property indicates that functions inVΓ are governed by the underlying partial differ-
ential equation. Note that any non-zero member function ofVΓ has a non-zero trace on
Γ. The spacesVΓ andVΩ j contain the components of the solution among, and within the
subdomains, respectively, associated with a rough or highly oscillating coefficientc.

A key result is the orthogonal decomposition

H1
0(Ω) =

(
J⊕

j=1

VΩ j

)

⊕VΓ. (3.11)

Although not often stated in this form, this is a well-known result, at the heart of the anal-
ysis and development of domain decomposition methods for elliptic partial differential
equations [39], and modern component mode synthesis methods [9, 7].

The decomposition (3.11) is orthogonal with respect to the inner producta(·, ·) because

a(vi ,v j) = 0, ∀ vi ∈VΩi , ∀ v j ∈VΩ j , (i 6= j), (3.12a)

a(vi ,vΓ) = 0, ∀ vi ∈VΩi , ∀ vΓ ∈VΓ. (3.12b)

The former equality follows because the supports of the two functionsvi andv j are disjoint.
The latter equality follows by definition of the harmonic extension (3.10).

The decomposition (3.11) also implies that

min
v∈H1

0(Ω)

(
1
2

a(v,v)− ( f ,v)

)

=
J

∑
j=1

min
v∈VΩ j

(
1
2

a(v,v)− ( f ,v)

)

+ min
v∈VΓ

(
1
2

a(v,v)− ( f ,v)

)

.

(3.13)
The solution of (3.7) is the sum ofJ local functions, respectively inVΩ1, · · · , VΩJ, and a
function ofVΓ, i.e.

u = u1 + · · ·+uJ +uΓ, (3.14)

whereu j and uΓ minimizes the energy inVΩ j andVΓ, respectively. The local function
u j ∈VΩ j satisfies

a(u j ,v) = ( f ,v), ∀v∈VΩ j , (3.15)

and is also the orthogonal projection ofu ontoVΩ j . The functionuΓ ∈VΓ satisfies

a(uΓ,v) = ( f ,v), ∀v∈VΓ, (3.16)

and is also the orthogonal projection ofu ontoVΓ.

The orthogonal decomposition of the solution given by (3.14) explains that the pur-
pose ofuΓ ∈VΓ is to couple theJ subdomain solutionsu j . Component mode synthesis is
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thus defined where components from theJ+1 subspaces are synthesized to approximate a
function overΩ.

An approximating subspace consistent with the decomposition (3.11) arises from se-
lecting a subset of eigenmodes1 for a(·, ·) in the subspacesVΩ j andVΓ. To build this ap-
proximating subspace, we introduce two different sets of eigenvalue problems. First, we
defineJ fixed-interfaceeigenvalue problems: Find(z∗, j ,λ∗, j) ∈VΩ j ×R such that

a(z∗, j ,v) = λ∗, j (z∗, j ,v) ∀v∈VΩ j , (3.17)

and, then, thecouplingeigenvalue problem: Find(z∗,Γ,λ∗,Γ) ∈VΓ ×R such that

a(z∗,Γ,v) = λ∗,Γ(z∗,Γ,v) ∀v∈VΓ. (3.18)

Note that the only differences between these two eigenvalue problems are the approxi-
mating spacesVΩ j andVΓ. Because a member ofVΓ is determined by its trace onΓ,
the coupling eigenvalue problem (3.18) can be equivalently expressed as follows: Find
(τ∗,λ∗,Γ) ∈ H1/2

00 (Γ)×R such that

a(EΩτ∗,EΩη) = λ∗,Γ(EΩτ∗,EΩη) ∀η ∈ H1/2
00 (Γ). (3.19)

We assume that the eigenvalues{λi, j}∞
i=1 and {λi,Γ}∞

i=1 are ordered into nondecreasing
sequences and that the eigenmodesz∗, j andz∗,Γ are normalized for theL2 inner product.

The fixed-interface and coupling eigenmodes can then be employed to expand the
source termf and the solutionu of (3.2)

u =
J

∑
j=1

∞

∑
i=1

( f ,zi, j)

λi, j
zi, j +

∞

∑
i=1

( f ,zi,Γ)

λi,Γ
zi,Γ. (3.20)

We define the finite-dimensional subspace

VCMS=

(
J⊕

j=1

span{zi, j ;1≤ i ≤ I j}
)

⊕span{zi,Γ;1≤ i ≤ IΓ}, (3.21)

whereI j andIΓ are non-negative integers. The approximate solutionuCMSsatisfies

a(uCMS,v) = ( f ,v), ∀v∈VCMS, (3.22)

and is given by the truncated series

uCMS=
J

∑
j=1

I j

∑
i=1

( f ,zi, j)

λi, j
zi, j +

IΓ

∑
i=1

( f ,zi,Γ)

λi,Γ
zi,Γ. (3.23)

1Thenatural choice of eigenmodes is frequent in structural analysis and optimal, among subspaces with
the same dimension, in terms ofn-widths (see [2, Theorem 5.1]).
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The following energy estimate easily follows

a(u−uCMS,u−uCMS) ≤
J

∑
j=1

1
λI j+1, j

∞

∑
i=I j+1

( f ,zi, j)
2+

1
λIΓ+1,Γ

∞

∑
i=IΓ+1

( f ,zi,Γ)2. (3.24)

This energy estimate indicates that an accurate approximation ofu is obtained when fixed-
interface eigenmodes and coupling modes are combined in the approximation subspace.

When the approximation subspaceVCMSdoes not contain any fixed-interface mode (i.e.
VCMS⊂VΓ), the energy norm of the error becomes

a(u−uCMS,u−uCMS) =
J

∑
j=1

a(u j ,u j)+
∞

∑
i=IΓ+1

( f ,zi,Γ)2

λi,Γ
. (3.25)

Unless all the local solutionsu j ∈VΩ j are zero, the erroru−uCMScannot converge to zero
asIΓ → ∞. The componentsu j satisfy also

a(u j ,u j) =
∫

Ω j

f u j ≤ ‖ f‖L2(Ω j )
‖u j‖L2(Ω j )

≤Cdiam(Ω j)‖ f‖L2(Ω j)
‖∇u j‖L2(Ω j )

, (3.26)

where we used the Cauchy-Schwarz and the Poincaré inequalities in succession. Coercivity
(3.4) of the bilinear forma(·, ·) then results in

a(u j ,u j) ≤
C
α

diam2(Ω j)‖ f‖2
L2(Ω j )

. (3.27)

When the componentsu j are non-zero on a partitionT , the functionsu j may not be negli-
gible. But, when the partition is refined, the subdomainsΩ j and their diameters, diam(Ω j),
both decrease. So the erroru−uCMS can converge to zero withVCMS⊂VΓ as the partition
is refined.

On the other hand, when the approximation subspaceVCMS does not contain any cou-
pling modes (i.e. VCMS∩VΓ = {0}), the energy norm of the error becomes

a(u−uCMS,u−uCMS) =
J

∑
j=1

∞

∑
i=I j+1

( f ,zi, j)
2

λI j+1, j
+a(uΓ,uΓ). (3.28)

Unless the coupling functionuΓ is zero (or the trace ofu on Γ is zero), the erroru−uCMS

cannot converge to zero when all the indicesI j go to infinity. Contrary to the previous
case, refining the partition would make the interfaceΓ larger and so would not decrease
a(uΓ,uΓ).

Consequently, combining (or synthesizing) functions from bothVΩ j andVΓ into the
approximation subspaceVCMS is a strategy that can lead to an accurate approximation ofu
on a coarse partitionT .
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3.4 New special finite element method

Motivated by the orthogonal decomposition (3.11), our goal is to determine a finite-
dimensional subspaceVACMSof H1

0(Ω) spanned by basis functions of local support and that
approximatesVCMS (3.21). The eigenmodes inVΩ j have, by construction, local support but
the coupling modes inVΓ have typically global support inΩ. So we propose to select basis
functions of local support from the subspacesVΩ j andVΓ.

To simplify the presentation, we assume thatΩ = (0,1)×(0,1) and thatT is a partition
of Ω into rectanglesΩ j . The interfaceΓ is the union of all the interior edges between two
rectangles. We remind the reader that the subspaceVΩ j , defined by (3.8), contain functions
of zero trace onΓ and can only hold information on the subdomainΩ j . Functions ofVΓ
(3.9) are governed by the underlying partial differential equation because they are harmonic
extensions inΩ of trace functions onΓ. They satisfy the boundary value problem (3.10).

The conforming discretization space we propose is consistent with the decomposition
(3.11) and the basis functions have local support. With the partitionT , we define the
subspace

VACMS:=

(
J⊕

j=1

span{z1, j}
)

⊕
[(

⊕

P∈Ω
span{ϕP}

)

⊕
(
⊕

e⊂Ω
span{ψe}

)]

, (3.29)

wherez1, j is the firstfixed-interfacemode (3.17) inΩ j and the letterA in ACMSstands for
approximate. Note that the verticesP and the edgese are taken in the interior ofΩ. The
Dirichlet boundary condition is built intoVACMS.

For any interior pointPof the partitionT , ϕP belongs toVΓ and is a harmonic extension
satisfying 





−∇ · (c(x)∇ϕP(x)) = 0 in Ω j ,
ϕP = 0 on∂Ω,
ϕP 6= 0 onΓ,

ϕP(P′) = δP,P′,

(3.30)

for any elementΩ j , whereδP,P′ is the Kronecker delta function. OnΓ, we select a trace
for ϕP that has local support along the boundaries of elements sharing the vertexP. The
resulting functionϕP will also have as support the elements sharing the pointP. On a
horizontal edge[xL,xP]×{yP}, the trace forϕP is defined by

ϕP(x,yP) =

(∫ x

xL

ds
c(s,yP)

)/(∫ xP

xL

ds
c(s,yP)

)

∀x∈ [xL,xP]. (3.31)

Along a vertical edge, a similar definition is used.2 Figure 3.2 plots an example of trace for
ϕP. Note that the trace is piecewise monotonic along the edges.

2Hou and Wu [23, Section 2.2] proposed the two-dimensional trace (3.31) in their MsFEM-O approach.
This trace is motivated by one-dimensional problems for which Babuška and Osborn [4] recommended the

local approximation, span
{

1,
∫ x

x0
ds

c(s)

}

instead of span{1,x}.
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Figure 3.2. Trace ofϕP alongΓ for a domain partitioned into 16
subdomains

The functionψe, wheree is an interior edge, belongs also toVΓ and is the harmonic

extension ofτe ∈ H1/2
00 (Γ), whose support is the edge,e, between two elements. The trace

functionτe is the first eigenmode for thecouplingmode problem:

a(EΩτe,EΩη) = λ (EΩτe,EΩη), ∀ η ∈ H1/2
00 (Γ) such that supp(η) ⊂ e. (3.32)

An example forτe = (ψe)|Γ is given in figure 3.3. The functionψe satisfies also

Figure 3.3. Example of a local coupling mode along an interior
edgee.







−∇ · (c(x)∇ψe(x)) = λψe in Ω j ,
ψe = 0 on∂Ω,
ψe = τe onΓ,

(3.33)
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for any elementΩ j .

In summary, the conforming finite-dimensional subspaceVACMS⊂ H1
0(Ω) exploits the

orthogonal decomposition (3.11) for incorporating information on the variational form
a(·, ·). The subspaceVACMScontains information within subdomainsΩ j via the first fixed-
interface mode. The functionsϕP andψe carry information among four and two subdo-
mains, respectively. These three special basis functions have local support. The general-
ization ofVACMSto triangular cells is straightforward.

The special basis functionsz1, j , ϕP, andψe are obtained numerically. They are com-
puted via a finite element discretization within each elementΩ j . Local problems are solved
to obtain the functionsz1, j , ϕP, andψe (which can be done in parallel). In a second step,
a global problem is solved to compute the approximate solutionuACMS in VACMS. Further
details are given in section 3.6. Before presenting the numerical experiments, we discuss
other choices of finite-dimensional approximation subspaces.

Remark 1. By introducing subdomains, the cost of computing eigenmodes in VΩ j is tractable.
However, computing the coupling eigenmodes (3.19) associated with VCMS is nontrivial be-
cause a generalized eigenvalue problem composed of Schur and mass complement opera-
tors represents a significant computation; see the survey paper [22] for details.

3.5 Relationship to other approximating methods

Numerous choices of basis functions are possible for defining a finite dimensional sub-
space ofH1

0(Ω). Babuška, Caloz, and Osborn [3] use the phrasespecial finite elementsto
denote finite element methods (FEM) that employ basis functions that, for instance, incor-
porate specialized knowledge of the partial differential operator. Many methods have been
proposed to incorporate relevant information into the special basis functions; for instance
the generalized FEM (GFEM) [5] and the multiscale FEM (MsFEM) [17]. The purpose of
this section is to compare the special finite element introduced in section 3.4 for the solution
of (3.1) with the classical FEM, MsFEM, and GFEM. We only consider comparisons with
conforming finite element methods and with methods that do not lead to modifications of
the variational formulation, e.g. the bilinear and linear forms of (3.7) are not modified. For
instance, MsFEM with oversampling is a nonconforming finite element method [17, p.23]
and the recent multiscale framework presented by Nolen, Papanicolaou and Pironneau [34]
modifies the variational formulation.

3.5.1 Classical FEM

The standard nodal linear finite element method (Q1) defines an approximation sub-
spaceVQ1

VQ1 := span{NP; P∈ T } , (3.34)
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whereNP is the bilinear nodal shape function for an interior pointP. Whenc is a constant,
for any interior pointP, the associated nodal shape functionNP belongs toVΓ becauseNP

satisfies 





−∆NP = 0 in Ω j , for all j,
NP 6= 0 onΓ,
NP = 0 on∂Ω.

(3.35)

ThereforeVQ1 is a finite-dimensional subspace ofVΓ that is orthogonal the subspacesVΩ j .

However, whenc is not equal to a constant, the approximation subspaceVQ1 is no longer
a subspace ofVΓ. For any interior pointP, the nodal shape functionNP is not a member of
VΓ becauseNP is no longer an harmonic extension,i.e.

∇ · (c(x)∇Np(x)) 6= 0 in Ω j , (3.36)

whenΩ j intersects the support ofNP. The nodal shape functionNP is not a member of
Ω j either because its trace onΓ is non zero. Therefore the nodal shape functionNP has
nonzero components inVΓ and someVΩ j in stark contrast toϕP defined by (3.30).

3.5.2 MsFEM

The MsFEM of Hou and Wu [23] selects basis functions exclusively fromVΓ. A Ms-
FEM basis functionϕP is defined by (3.30) and its trace along the interfaceΓ. This choice
leads to the approximating subspace

VMsFEM :=
⊕

P∈Ω
span{ϕP} ⊂VΓ ⊂ H1

0(Ω), (3.37)

When c is constant, the MsFEM is equivalent to the linear finite element method, e.g.,
VMsFEM = VQ1. Whenc is not equal to a constant,VMsFEM is no longer equal toVQ1 but
remains a subspace ofVΓ. The orthogonal decomposition (3.11) indicates that MsFEM is
a generalization of the linear finite element method for a nonconstant coefficientc because
VMsFEM ⊂ VΓ. When the partitionT is coarse, components inVΩ j of the solutionu are
not computed byVMsFEM and this error may limit the accuracy of the computed solution
in VMsFEM. This limitation is also explained by the error analysis (3.25)–(3.27) that results
from the absence of components inVΩ j . To remove this limitation and decrease the error, a
partition finer thanT needs to be used.

The MsFEM-O3 arises whenϕP is the same harmonic extension used inVACMS, defined
by (3.30) and the trace (3.31). On the other hand, the MsFEM-L results when the trace of
ϕP on Γ is set equal to the trace ofNp. In an attempt to mitigate the resonance effect
that arises when using MsFEM-L and MsFEM-O, MsFEM-os-L introduces oversampling;
see Efendiev and Hou [23, Section 2.3] for a discussion. However, oversampling leads

3Hou and Wu points that O indicates the oscillatory boundary condition definingϕP. However,ϕP is not
oscillatory because its trace is monotonic on each edge. This monotonicity arises because the coercivity ofa
implies that the coefficientc is positive.
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to discontinuous basis functions and, hence, a nonconforming finite element method. In
contrast, the method proposed in section 3.4 is conforming.

3.5.3 GFEM

The GFEM space is formally defined by

VGFEM :=

{
N

∑
j=1

φ jξ j : ξ j ∈ Sj ,
N

∑
j=1

φ j = 1 onΩ, Ω =
⋃

j

ω j , φ j = 0 onΩ\ω j , j = 1, . . . ,N

}

,

where the patchesω1, · · · , ωN are open sets. The finite dimensional spaceSj contains
functionsξ j defined onω j ,

Sj = span
{

ξi, j ∈ H1(ω j); ξi, j = 0 onω j ∩∂Ω
}

, (3.38)

such that the functionsξ j approximate well, onω j , the solutionu with respect to the energy
norm. The functions{φ j} form a partition of unityon Ω. Their role is to paste together
the local approximation functions,ξ j ∈ Sj , to form global approximation functions that are
conforming,i.e. φ jξ j will belong toH1

0(Ω). If, in addition, the functionsφ j and their gra-
dients∇φ j are uniformly bounded, Babuška, Banerjee, and Osborn[5] prove convergence
estimates for GFEM. Note that their proof can give suboptimal convergence rates (see [5,
p. 88-89]). In order to show that a special finite element method is a GFEM, we need to
exhibit patches{ω j}, the partition of unity{φ j}, and subspacesS1, · · · , SN.

We now establish a relationship betweenVACMS andVGFEM in two steps. We first
demonstrate that MsFEM is a generalized finite element method4. Second, we show that
VACMS is a proper subspace of a GFEM subspace.

Consider the functionsϕP defined by (3.30). The definition extends easily to the case
where the vertexP belongs to∂Ω. Based on the choice of trace function (3.31), the func-
tions{ϕP} satisfy

∑
P∈Ω

ϕP(x) = 1, ∀ x ∈ Ω

(see also Hou and Wu [23, p. 173]). Therefore, the shape functions{ϕP} form a partition
of unity onΩ. We can select the family{φ j} to be the family{ϕP} and the patches{ω j}
to be the support of the shape functionsϕP. Introduce the finite dimensional subspaceSj ,

Sj =

{
{0} whenω j ∩∂Ω 6= /0,
span{1} otherwise.

(3.39)

The spaceSMsFEM,

SMsFEM = span
{

φ jξ j ; whereξ j ∈ Sj defined by (3.39), j = 1, · · · ,N
}

,

4To the best of our knowledge, this relation between MsFEM and GFEM is new.
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is a generalized finite element approximation space. By construction, this space is equal to
VMsFEM, defined by (3.37). So MsFEM is a generalized finite element method where the
local approximation functionsξ j are constant and where the partition of unity functionsφ j

are harmonic extensions. This particular choice of partition of unity is unusual because the
partition of unity involves the partial differential equation.

Next, for the spaceVACMS, the partition of unity{ϕP} and the patches{ω j} are retained.
Introduce the local approximating subspaceSj ,

Sj =

{
{0}⊕span{ψe; e⊂ ω j ∩Ω}⊕span{z1,k; Ωk ⊂ ω j} whenω j ∩∂Ω 6= /0,
span{1}⊕span{ψe; e⊂ ω j}⊕span{z1,k; Ωk ⊂ ω j} otherwise.

(3.40)
The spaceSACMS,

SACMS= span
{

φ jξ j ; whereξ j ∈ Sj defined by (3.40), j = 1, · · · ,N
}

,

is a generalized finite element approximation space where the local approximation func-
tions are the constant, the edge-based functionsψe, and the fixed-interface modesz1,∗.
VACMS is a subspace ofSACMSbecause the partition of unity property implies

z1,k = ∑
P∈Ωk

ϕPz1,k and ψe = ∑
P∈Ωk; e ∩ Ωk 6= /0

ϕPψe. (3.41)

However,VACMS is different fromSACMS because the dimension ofSACMS is larger than
the dimension ofVACMS. For example, inSACMS, the functions{ϕPz1,1}P∈Ω1

are linearly
independent while the definition forVACMScontains only one instance ofz1,1. Our proposed
special finite element method is a proper subspace ofSACMS and does not appear to be
equivalent to a generalized finite element method. Consequently, the GFEM theory does
not apply directly toVACMS (in contrast to MsFEM). Note that because the functionsψe

andz1,∗ belong toH1
0(Ω) by construction,VACMS does not require any pasting for these

functions.

3.6 Numerical Experiments

We present a series of numerical experiments using our CMS-inspired special finite
element method introduced in section (3.4). We first discuss aspects associated with the
computations. The first set of experiments is on the Laplace equation. The second and third
sets of experiments are on (3.1) with a nontrivial coefficientc. All three cases compare the
proposed special FEM with MsFEM and with CMS. The second set of experiments also
illustrates the effect of the fixed interface modes and of the trace functions definingϕP.

3.6.1 Practical remarks

In this section, we discuss practical aspects for the numerical experiments. First we give
details on obtaining the basis functionsz1,∗, ϕP, andψe and on assembling the resulting
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stiffness matrix. We describe the sparsity of the stiffness matrix. Finally, we describe how
the approximate solutions are compared.

Computation of basis functions

Let Tn be a partition ofΩ = (0,1)× (0,1) with n square elements per direction and a
uniform mesh sizeh = 1/n. To compute the special shape functionsz1,∗, ϕP, andψe, each
element is divided intom×m square elements withhf = h/m. The local submeshes are
conforming among elements.

We use piecewise bilinear elements to compute the special shape functions by solving
local problems. For the functionsϕP, we solve approximately the problem (3.30). This
solution is local to an elementΩ j and the corresponding linear system is of dimension(m−
1)2. For the fixed-interface modesz1, j , we solve approximately (3.17). The corresponding
discrete eigenproblem is local toΩ j and of dimension(m− 1)2. The first eigenmode is
computed with adirect solver. For an edge-based functionψe, we solve approximately
(3.32). Recall that, for any functionη supported on an edgeebetween the elementsΩ1 and
Ω2, its harmonic extensionEΩη has support inΩ1∪Ω2, and has the discrete representation

Eη =





−K−1
11 K1e

−K−1
22 K2e

I



η ,

whereη is the discrete representation ofη. K11 andK22 are the local stiffness matrices in,
respectively,Ω1 andΩ2. Then we compute the first eigenmode for the pencil










−K−1
11 K1e

−K−1
22 K2e

I





T 



K11 0 K1e

0 K22 K2e

KT
1e KT

2e Kee









−K−1
11 K1e

−K−1
22 K2e

I



 ,





−K−1
11 K1e

−K−1
22 K2e

I





T 



M11 0 M1e

0 M22 M2e

MT
1e MT

2e Mee









−K−1
11 K1e

−K−1
22 K2e

I










or, equivalently, the pencil of the Schur and mass complements (of dimensionm−1).

The assembly of the global stiffness matrix and the right-hand side vector requires the
computation of the volume integrals, for example,

∫

Ω1

c(x)∇ϕP(x) ·∇ψe(x)dx, (3.42)

onTh. We exploit the expression ofϕP andψe on the submesh contained inΩ1

ϕP = ∑
Pf∈Ω1

χPf NPf and ψe = ∑
Pf∈Ω1

ξPf NPf (3.43)
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whereNPf is the piecewise bilinear shape function for the pointPf on the submesh con-
tained inΩ1. Using the stiffness matrixK f computed on the submesh, we write

∫

Ω1

c(x)∇ϕP(x) ·∇ψe(x)dx =
[

(χPf )Pf∈Ω1

]T
K f

[

(ξPf )Pf∈Ω1

]

(3.44)

The other volume integrals are computed similarly.

Sparsity of stiffness matrix

The approximate solution to (3.7) in a finite-dimensional subspace will be obtained by
solving a linear system with a direct solver. Table 3.1 lists information about the linear
system for the different approximation subspaces. With bilinear finite elements, the sub-

Subspace Matrix Dimension Matrix Non-Zeros
VQ1 (n−1)2 ≈ 9(n−1)2

VMsFEM−O (n−1)2 ≈ 9(n−1)2

VACMS (2n−1)2 ≈ 12(2n−1)2

VCMS (2n−1)2 = (2n−1)2

Table 3.1.Matrix dimensions and non-zeros for different special
finite element methods

spaceVQ1 has(n−1)2 degrees of freedom and, asymptotically, 9 non-zero entries per row.
The subspaceVMsFEM−O generates a matrix with the same dimension and the same sparsity
pattern. For our proposed special finite element method, the subspaceVACMS(3.29) hasn2

fixed interface modes,(n−1)2 functionsϕP, and 2n(n−1) edge functions. The dimension
of VACMS is

n2+(n−1)2+2n(n−1) = (n+n−1)2 = (2n−1)2.

With VACMS, the stiffness matrix contains a diagonal block for then2 fixed interface modes.
A row associated withϕP (respectivelyψe) has at most 21 (resp. 13) non-zero entries. So
an estimate for the number of non-zeros is

1×n2+21× (n−1)2+13×2n(n−1) ≈
(

1
4

+
21
4

+
26
4

)

× (2n−1)2 = 12× (2n−1)2.

For the sake of comparison, we use also the subspaceVCMS (3.21) with 1 fixed-interface
mode per element and(2n−1)2−n2 coupling modes. The dimension ofVCMS is also(2n−
1)2. The resulting linear system will be diagonal. We emphasize thatVCMS is not practical
because it demands a large number of global coupling eigenmodes whose computations are
daunting. However, for the numerical experiments, we will compute these global coupling
eigenmodes accurately as a basis for comparison.
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Metric for comparing approximate solutions

Recall that the solutionu solves the minimization problem (3.2) and therefore is the
minimum energy solution. The energy,

E (v) =
1
2

∫

Ω
c(x)|∇v(x)|2dx−

∫

Ω
f (x)v(x)dx =

1
2

a(v,v)− ( f ,v),

represents an intrinsic metric for comparing the quality of approximations to the solutionu.
Between two approximate solutions, the one with lowest energy is the most accurate one.

Computing the difference between the energy of the computed solution and the energy
of the exact solutionu is equivalent to computing the norm of the error for the inner product
a(·, ·). Indeed, we have

(
1
2

a(uQ1,uQ1)− ( f ,uQ1)

)

−
(

1
2

a(u,u)− ( f ,u)

)

=
1
2

a(uQ1,uQ1)− ( f ,uQ1)+
1
2

a(u,u)

=
1
2

(a(uQ1,uQ1)−2( f ,uQ1)+a(u,u))

=
a(u−uQ1,u−uQ1)

2

whenuQ1 is the approximate solution computed onVQ1 and where we used

a(u,uQ1) = ( f ,uQ1) and a(u,u) = ( f ,u)

(from (3.7)). This difference of energies is an intrinsic metric for comparing the quality
of approximations. When the exact solutionu is not explicitly known, approximating the
minimal energy,

E
∗ =

1
2

a(u,u)− ( f ,u) = −a(u,u)

2
= −( f ,u)

2
, (3.45)

is simpler than extrapolating the exact solution. In the numerical experiments, we compute
the energy differences.

3.6.2 Experiments with the Laplace equation

Consider the problem
{

−∆u = f on Ω
u = 0 in ∂Ω (3.46)

We choosef (x,y) = 2x(1−x)+2y(1−y) such that the exact solutionu is x(1−x)y(1−y).

Introduce a meshTn composed of squares with uniform mesh sizeh= 1/n. Tn contains
n2 elements,(n−1)2 interior points, and 2n(n−1) interior edges. We compare the accuracy
of computed solutions when using different finite-dimensional subspaces.
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Figure 3.4 plots convergence curves for the difference of energies, which is propor-
tional to theH1 semi-norm of the error, in terms of the number of degrees of freedom. The
number of degrees of freedom is, indeed, more relevant than the mesh sizeh or the number
of elements per directionn. As highlighted in Table 3.1, the considered approximation
subspaces have different dimensions on the same meshTn. As expected, the bilinear finite

Figure 3.4. Comparison of special finite element methods for
problem (3.46).

element has a convergence rate proportional toh or inversely proportional to the square root
of the total number of degrees of freedom. The curves forVCMS andVACMS are indistin-
guishable, indicating that the basis functions inVACMS∩VΓ with local support approximate
well the subspace spanned by the global eigenmodes for the Schur and mass complements.

For a fixed number of degrees of freedom, the approximate solutions computed in the
subspacesVCMS andVACMS are more accurate than in the subspaceVQ1. To reach a fixed
level of accuracy for this problem,VCMSandVACMSrequire 5 times less degrees of freedom
thanVQ1.

For the curves in Figure 3.4, the special basis functionsz1,∗, ϕP, andψe, were approx-
imated with 16× 16 bilinear finite elements in a square element ofTn, i.e. hf = h/16.
Figure 3.5 illustrates the convergence of the energyE for the subspaceVACMSwith a fixed
mesh sizeh asm= h/hf increases. A ratio ofm= 16 is sufficient to compute numerically
the special basis functions.

50



Figure 3.5. Effect of subcell mesh size to compute basis func-
tions ofVACMS for problem (3.46).

3.6.3 Experiments with a varying coefficient

Consider the problem






−∇ ·
(

1
1.2+cos(32πx(1−x)y(1−y))

∇u(x,y)

)

= f onΩ

u = 0 in ∂Ω
(3.47)

We choosef (x,y) = 64π [x(1−x)+2y(1−y)] such that the exact solutionu is

u(x,y) = (1.2×32π)x(1−x)y(1−y)+sin(32πx(1−x)y(1−y)).

Note that the coefficientc oscillates while the source termf does not.

Introduce a meshTn composed of squares with uniform mesh sizeh= 1/n. Tn contains
n2 elements,(n−1)2 interior points, and 2n(n−1) interior edges.

Convergence plots

We compare the accuracy of computed solutions using the finite-dimensional sub-
spacesVQ1, VMsFEM−O, VACMS, andVCMS. Since the coefficientc is varying, the subspace
VMsFEM−O is different from the subspaceVQ1.
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Figure 3.6 plots convergence curves for the difference of energies, which is proportional
to the energy norm of the error, in terms of the number of degrees of freedom. For this

Figure 3.6. Comparison of special finite element methods for
problem (3.47).

problem, the value forE ∗ is

E
∗ = −132.67094817007. (3.48)

As expected, the bilinear finite element has a convergence rate proportional toh2 or
inversely proportional to the total number of degrees of freedom. The curves forVCMS and
VACMS are aligned, indicating again that the local basis functions inVACMS approximate
well the subspace spanned by the global eigenmodes for the Schur and mass complements.
For a fixed number of degrees of freedom, the approximate solutions computed inVCMS

and inVACMSare the most accurate followed by the subspaceVMsFEM−O. The approximate
solution inVQ1 is the least accurate. The solution fromVACMS is more accurate than the
solution fromVMsFEM−O, highlighting the importance of the edge functionsψe and the
fixed-interface modesz1, j . To reach a fixed level of accuracy for this problem,

• VMsFEM−O requires 15 times less degrees of freedom thanVQ1,

• VACMSrequires almost 55 times less degrees of freedom thanVQ1.

Table 3.2 compares the approximations obtained with the subspacesVQ1, VMsFEM−O,
andVACMS. For this example, the subspacesVMsFEM−O andVACMSgenerate good approxi-
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h Matrix Dimension Matrix Non-Zeros E −E ∗

VQ1 VMsFEM−O VACMS VQ1 VMsFEM−O VACMS VQ1 VMsFEM−O VACMS

1/2 1 1 9 1 1 25 75.1 41.0 2.02
1/4 9 9 49 49 49 361 69.3 7.64 0.60
1/8 49 49 225 361 361 2,185 29.9 2.02 0.11
1/16 225 225 961 1,849 1,849 10,441 6.42 0.53 0.03
1/32 961 961 3,969 8,289 8,289 45,385 1.63 0.13 0.007

Table 3.2.Matrix dimension, matrix non-zeros, and energy error
for different special finite element methods

mations ofu on meshes that are too coarse forVQ1 or the piecewise linear interpolation. The
subspacesVQ1 andVMsFEM−O generate matrices with the same dimensions, the same spar-
sity patterns, and an average of 9 non-zero entries per row. The subspaceVACMSgenerates
a matrix with an average of 12 non-zero entries per row. Forh = 1/2, the subspaceVACMS

reaches a level of accuracy that the subspaceVQ1 reaches whenh is close to 1/30. This
ratio of 15 between the mesh sizes corresponds to a factor 55 for the degrees of freedom.
BetweenVMsFEM−O andVACMS, the subspaceVACMSuses 4 times less degrees of freedom
thanVMsFEM−O that would correspond to a ratio of 4 between the mesh sizes.

For the curves in Figure 3.6, the special basis functions were approximated with, at
least, 32×32 bilinear finite elements in any square element ofTn, i.e. hf ≤ h/32. Figure
3.7 illustrates the convergence of the energy for the subspaceVACMSwith a fixed mesh size
h asm= h/hf increases. For this problem, a ratio ofm= 32 appears sufficient to compute
numerically the special basis functions. Further analysis is required to define a priori rules
for choosingm; see, for instance Brezzi and Marini [10] for a study on two-level methods.

Impact of basis functionsψe and z1,∗

The error bound (3.24) and the discussion at the end of section 3.3 highlight the im-
portance of approximating the components ofu in VΩ j and inVΓ. Failure to do so might
require a finer partitionT and a larger number of degrees of freedom in order to reach a
prescribed level of accuracy, as implied by the results of Table 3.2. In the next experiment,
we emphasize the importance of the functionsϕP, ψe, andz1,∗. We compute approximate
solutions with the following finite-dimensional subspaces:

• VMsFEM−O = span(ϕP; vertexP∈ Ω);

• VMsFEM−O−INT = VMsFEM−O⊕span(z1, j ; 1≤ j ≤ J);

• VMsFEM−O−EDGE = VMsFEM−O⊕span(ψe; edgee⊂ Ω);
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Figure 3.7. Effect of subcell mesh size to compute basis func-
tions ofVACMS for problem (3.47).

• VACMS= VMsFEM−O⊕span(ψe; edgee⊂ Ω)⊕span(z1, j ; 1≤ j ≤ J).

Note thatVMsFEM−O andVMsFEM−O−EDGE are proper subspaces ofVΓ whileVMsFEM−O−INT

andVACMShave components inVΩ j andVΓ.

Figure 3.8 plots convergence curves for the energy difference in terms of the number of
degrees of freedom. The curves forVMsFEM−O, for VMsFEM−O−INT , for VMsFEM−O−EDGE,
and forVACMSwere computed on the same set of partitions. Recall that, on a given partition
T , all these subspaces have different dimension. For a fixed level of accuracy, the approx-
imate solution inVQ1 requires the largest number of degrees of freedom, followed by the
approximation inVMsFEM−O−EDGE, in VMsFEM−O, in VMsFEM−O−INT , and inVACMS. The
subspacesVMsFEM−O andVMsFEM−O−EDGE approximate only the component of the solu-
tion u in VΓ. Their respective convergence curves indicate that adding more basis functions
in VΓ does not improve the accuracy per degree of freedom because these subspaces do
not approximate the components inVΩ j . On the other hand, adding the first fixed-interface
eigenmodes toVMsFEM−O improves the accuracy per degree of freedom. Indeed, the sub-
spaceVMsFEM−O−INT approximates now all the components ofu. Incorporating all the
functionsφP, ψe, andz1, j in VACMS gives the best accuracy per degree of freedom among
all the subspaces.

We emphasize that, on a given partitionT , the subspaceVACMSis larger thanVMsFEM−O

and computes a more accurate approximation tou. However, the gain in accuracy is so
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Figure 3.8. Comparison of subspaces motivated by the decom-
position (3.11) for problem (3.47).

large that the accuracy withVMsFEM−O on T is reached with a subspaceVACMSbuilt on a
partition coarser thanT . For this example, the subspaceVACMS reaches the same level of
accuracy than the subspaceVMsFEM−O with 4 times less degrees of freedom. This ratio of
4 in the number of degrees of freedom translates into a coarser partition with a mesh size
smaller by a factor 4.

Impact of choice for the trace ofϕP

When building the approximating subspaceVACMS, the definition of functionsϕP re-
quires a choice of traces onΓ. Even though the functionsϕP still reside inVΓ, different
traces onΓ result in different approximating subspaces. For example, we could use the
functionsϕL

P satisfying the boundary value problem (3.30) and having the same trace on
Γ as the bilinear shape functionNP (the piecewise linear variation onΓ is indicated by the
superscriptL). Figure 3.9 plots such a trace forϕL

P.

Figure 3.10 plots convergence curves for the energy difference in terms of the number
of degrees of freedom for solutions computed with the subspacesVACMSandVACMS−L. The
subspaceVACMS−L differs only fromVACMS by the replacement of the functionsϕP with
ϕL

P. Note that whenc is constant, the subspacesVACMS−L andVACMS are equal. The ap-
proximation withVACMS−L appears to require a finer mesh to reach the asymptotic regime.
Before reaching its asymptotic regime, the curve forVACMS−L exhibits a bump. The curves
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Figure 3.9. Trace ofϕL
P alongΓ for a domain partitioned into

16 subdomains

Figure 3.10. Comparison of two choices for the functionsϕP

when solving problem (3.47).
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for VACMS−L andVACMSare different. But the curve forVACMS−L appears to reach asymp-
totically the curve forVACMS, which would be consistent with the case wherec is constant.

This experiment highlights the importance of choosing an appropriate trace onΓ for the
function ϕP in order to preserve the property that the subspaceVACMS approximates well
the subspaceVCMS.

3.6.4 Experiments with another varying coefficient

Finally, consider the problem

{
−∇ · (c(x)∇u(x)) = f (x) onΩ,

u = 0 in ∂Ω.
(3.49)

We choosef = −1 and the scalar coefficientc

c(x,y) =
2+1.8sin(25πx)
2+1.8cos(25πy)

+
2+sin(25πy)

2+1.8sin(25πx)
. (3.50)

This example was studied in the paper [23].

On a meshTn made of squares with uniform mesh sizeh = 1/n, we compare the accu-
racy of computed solutions when using the finite-dimensional subspacesVQ1, VMsFEM−O,
VACMS, andVCMS. Figure 3.11 plots convergence curves for half the energy norm of the
error in terms of the number of degrees of freedom. The reference energyE ∗,

E
∗ = −0.004717883361515083, (3.51)

is computed by Richardson extrapolation based on energies computed with bi-quadratic
finite elements and with quintic finite elements using COMSOL Multiphysics5.

All the methods have a convergence rate inversely proportional to the total number of
degrees of freedom. For a fixed number of degrees of freedom, the approximate solution
computed inVCMS is the most accurate followed by the subspacesVACMS andVMsFEM−O.
The approximate solution inVQ1 is the least accurate. Here the curves forVCMS andVACMS

are different. The approximation withVACMS appears to require a finer mesh to reach the
asymptotic regime. Before reaching its asymptotic regime, the curve forVACMS exhibits
a bump. This bump seems similar to the one forVACMS−L, described in section 3.6.3. It
was removed when the functionsϕL

P were replaced by the functionsϕP. This experiment
suggests that, for this example, the current choice of trace onΓ for ϕP might not be optimal.
Further analysis is required to find a different choice of trace functions that would allow
VACMSto attain its asymptotic regime with fewer degrees of freedom.

5Version 3.5a, see www.comsol.com
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Figure 3.11. Comparison of special finite element methods for
problem (3.49).

3.7 Conclusions

We have presented a new conforming special finite element method. The approach is
based on the classical idea of component mode synthesis and exploits aH1

0(Ω) orthog-
onal decomposition. Fixed-interface eigenmodes, vertex-based harmonic extensions, and
edge-based modes define the approximating subspaceVACMS. We illustrated theoretically
and numerically the importance of the three types of functions to obtain an accurate ap-
proximate solution. On academic examples, the new approximation subspace is, for the
same number of degrees of freedom, more accurate than the bilinear finite element and the
multiscale finite element method.
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Chapter 4

Method of Discontinuous Basis
Functions

Daniel J. Segalman, Organization 1525
and Ulrich . L. Hetmaniuk, University of Washington

4.1 Introduction

Though various Sandia programs have access to massively parallel computers and fi-
nite element code that can employ many processors simultaneously, the resulting numerical
predictions often are difficult to interpret physically. This difficulty is particularly frustrat-
ing in the area of structural dynamics where modal analysis has historically been a major
tool both for calculation and for interpretation. Once the nonlinearity of the structure has
been acknowledged, modal analysis no longer applies and the remaining tools are awkward
to apply and without intuitively obvious physical meaning. The need to address this issue
motivated the LDRD funding that made the work discussed in the following possible.

The method presented here provides a partial resurrection of modal analysis in the
context of nonlinear structures whose nonlinearity is local in nature. Though for problems
of large size or complexity it is still be necessary to employ large computing resources in
order to exploit the method presented here, two major advantages are gained:

1. The results are presented in terms of modal coordinates so that often the predictions
lend themselves to direct physical interpretation.

2. The reduced order system runs so quickly that many calculations over long periods of
time can be run casually. Force boundary conditions can be changed and the system
can be recalculated with minimal difficulty or additional computer resources.

The most straight-forward approach to model reduction for nonlinear systems is that
of employing assumed modes in a Galerkin formulation. (A good discussion on Galerkin
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methods can be found in [27].) This is the approach most often used in problems of modest
and diffuse nonlinearity and it is often very successful. As one would expect, the success of
a Galerkin approach depends largely on whether the set of basis functions employed span
the space of the full solution. We shall see that in cases of localized nonlinearities, it is
necessary to include within the basis functions ones that can accommodate the locality of
the nonlinearity. Examples are provided.

The initial portion of this report employs mathematical quantities specific to interfaces.
How one evaluates those quantities is discussed in a following section.The presentation
that follows focuses specifically on problems of structural dynamics, but one anticipates
that these techniques could be applied to model reduction of other classes of problem char-
acterized by local nonlinearity.

4.2 Formulation

4.2.1 Galerkin formulation for a System of Localized Nonlinearity

Here we assume a discretization has already been performed - probably by a fine level
Galerkin finite element process. The governing equation now has the following nonlinear
differential-algebraic form:

Mü+Cu̇+ K̂u+∑
j

f j(sj ,{ζ j})F j = fx(t) (4.1)

Above M is the mass matrix andC is the damping matrix, thef j are (nonlinear) forces
acting between node pairj of the system andfx is the vector of external loads. The non-
linear interface forcef j is a function of the distancesj between node pairj and of state
variables{ζ j} that evolve along withsj . The matrixK̂ captures the linear elasticity of the
rest of the structure; it is the stiffness matrix of a conventional finite element code, where
the nonlinear interfaces are ignored.

The vectorF j captures the direction of forces between the node pairj (system degrees
of freedom j1 and j2) and is related to nodal kinematics by

F j
k = ∂sj/∂uk (4.2)

whereuk is thekth degree of freedom of the finite element discretization.

The Galerkin procedure begins with some assumed deformation modes{yk} so that the
kinematics of the problem can be approximated by

u(t) = ak(t)yk (4.3)

The coefficients{ak(t)} are referred to as generalized coordinates. Here and in the follow-
ing, summation on repeated indices is assumed.
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The next step is to assert that the residual is orthogonal to the each of the assumed
deformation modes:

yT
n Myk äk +yT

nCyk ȧk +yT
n K̂yk ak + f j(sj ,{ζ j})yT

n F j = yT
n fx(t) (4.4)

for eachyn. This is simplified as

M̃ ä+C̃ȧ+ K̃ a+ f j(sj ,{ζ j}) F̃ j = f̃x(t) (4.5)

Ideally, one can obtain adequate solutions to the nonlinear system with far fewer basis func-
tionsyn than the degrees of freedom of the original finite element formulation. The success
of a Galerkin approach generally hinges on the appropriate choice of basis functions.

4.2.2 Reference Linear System

The first basis functions that come to mind are the eigen modes of a reference linear
system.

Say that at small loads, our interface forces can be approximated as

d f j(sj ,{ζ j}) =
∂ f j(s,{ζ j = 0})

∂s

∣
∣
∣
∣
s=0

dsj = k j ds= k jF
j du (4.6)

In that range of small loads, the governing equation (Eq. 4.1) becomes

Mü+Cu̇+K0u = fx(t) (4.7)

where
K0 = K̂ +∑

j
k j F

j F j T (4.8)

The use of a subset of the eigen modes of the reference linear system (RLS) in the linear
system itself is the familiar modal truncation. Modal truncation of a RLS is illustrated on
the structure depicted in Figure 4.1. The eleven unit masses of this system are connected
by springs of unit stiffness. An external triangularly shaped impulse of duration equal to
one quarter of the longest period is applied to the mass at the free end. It is primarily the
first mode that is excited, so one expects modal truncation to serve as a good approximation
to the full system. Indeed Figure 4.2 shows modal truncation to be quite adequate for this
problem. In this figure and in other kinetic energy plots, the legend refers to the envelopes
of the kinetic energies.
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Figure 4.1. For purposes of illustration, we consider this sim-
ple system of eleven unit masses connected in a series manner to
ground by a system of unit springs.
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Figure 4.2. The response of the system shown in Figure 4.1 is
calculated by the numerical solution for full spacial system (eleven
degrees of freedom) and by several levels of modal truncation. In
this and in similar plots, the legend refers to envelopes of the ki-
netic energy curves.
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4.2.3 Galerkin Solution, Modal Truncation, and Slightly Nonlinear
Systems

Let’s now consider a system that is just slightly nonlinear. We supplement the unit
spring between the 5th and 6th masses of the structure in Figure 4.1 with a slightly nonlinear
spring so that the net force between the masses is

f (s) = K1s+K2s3 (4.9)

whereK1 = 1 andK2 = 50. This structure is shown symbolically in Figure 4.3. Here we
consider a very low amplitude (peak forceF0 = 0.05) externally applied impulse so that
only a little of the nonlinearity is manifest (see Figure 4.4 for the force displacement plot.).
Here the full solution of the nonlinear system of eleven differential algebraic equations is
our truth model.
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Figure 4.3. We consider this simple eleven unit masses con-
nected in a series manner to ground by a system of unit spring. Ad-
ditionally we place a cubic spring between the 5th and 6th masses
of the system.

We use eigen modes of the reference linear system as basis functions in the Galerkin
formulation. Examination of the kinetic energies predicted by our truth model and the
reduced models are shown in Figure 4.5. The good agreement between the predicted kinetic
energies argues that for this case, a Galerkin procedure using eigen modes of a RLS can
yield good approximation.

Another indication of the adequacy of the RLS modes to capture the response of the
slightly nonlinear system is a comparison of the singular value decomposition (SVD)
modes of the solution of the full nonlinear system with the RLS eigen modes. (The SVD
method identifies correlations among degrees of freedom. A good discussion on using SVD
to explore the properties of nonlinear systems can be found in [28].) Figure 4.6 shows the
first SVD mode and the first RLS eigen mode to be nearly identical. Figure 4.7 shows that it
is only the first SVD mode that plays a significant role in the response to the low amplitude
triangular impulse.

63



0 0.01 0.02 0.03 0.04 0.05 0.06
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07
Monotonic Force/Displacement of Joint

u

f

Monotonic Pull
Extrapolation from 0

Figure 4.4. The response of a system with a small cubic non-
linearity appears almost linear so long as the excitations are also
small.
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Figure 4.5. The kinetic energy of the system with a small cu-
bic nonlinearity resulting from a triangularly shaped impulse. The
Galerkin solution employing various numbers of eigen modes of
the reference linear system provides a reasonably good approxi-
mation to this slightly nonlinear system.
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Figure 4.6. The response of a system with a small cubic non-
linearity is explored the the singular value decomposition (SVD)
modes of the history of the full nonlinear system. Shown here are
the first SVD mode of the fully history and the first eigen mode of
the RLS. For this small nonlinearity, both modes are almost iden-
tical.

4.2.4 Problems of Larger Nonlinearity

Problems of even large nonlinearity are often quite amendable to Galerkin approxima-
tion employing modes of neighboring linear systems. Generally those successes are ones
where the nonlinearity is diffused smoothly through a significant part of the structure. We
show in this section examples of problems where the nonlinearity is very local in nature
and the eigen modes of a reference linear system are a less adequate basis.

Consider an eleven-element nonlinear structure identical to that discussed above (Figure
4.3), but subject to a higher amplitude triangular impulse. The force-displacement curve of
the parallel linear and cubic springs is shown in Figure 4.8 where significant nonlinearity
is observed.

This problem is much less amenable to Galerkin solution using the RLS eigen modes.
Figure 4.9 shows the kinetic energy of the system over time predicted by the full nonlinear
solution and by various levels of Galerkin approximation. Not only is approximation by five
modes inadequate, but approximation by even ten modes results in significant error. Only
when the number of modes is equal to the total number of physical degrees of freedom of
the system does the kinetic energy predicted by a modal approximation match that of the
full nonlinear solution.
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Figure 4.7. The response of a system with a small cubic non-
linearity is explored the the singular value decomposition (SVD)
modes of the history of the full nonlinear system. The relative role
of each SVD mode in the history is shown here. Only the first such
mode is significant.
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Figure 4.8. The response of a system with a cubic nonlinearity
appears extremely nonlinear when the excitations are large. In this
case the peak excitation is 0.5.
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Figure 4.9. The kinetic energy of the system with a large cu-
bic nonlinearity resulting from a triangularly shaped impulse. The
Galerkin solution employing various numbers of eigen modes of
the reference linear system does not provide a good approxima-
tion to this nonlinear system unless the number of modes equals
the total number of degrees of freedom of the physical system.
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The source of the difficulty of performing model reduction of systems of local nonlin-
earity is suggested in Figure 4.10 where the first SVD mode of the full nonlinear solution
and the first eigen mode of the RLS are shown. We see an apparent discontinuity in the
SVD mode. Because there is a stiffening spring between the 5th and 6th masses, there is
less deformation there than in the corresponding mode of the RLS. One should not be sur-
prised that attempting to capture this apparent discontinuity with a sum of modes of the
RLS would result in a Gibbs’ type phenomenon requiring a very large number of modes.
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Figure 4.10. The response of a system with a large cubic non-
linearity is explored the the singular value decomposition (SVD)
modes of the history of the full nonlinear system. Shown here are
the first SVD mode of the fully history and the first eigen mode
of the RLS. For this large nonlinearity, the modes show a marked
difference in the location of the nonlinear spring. Because there is
a stiffening spring between the 5th and 6th masses, the SVD mode
shows less deformation at that location than is the case of the linear
eigen mode.
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4.2.5 Joint Modes

One anticipates that discontinuities such as that illustrated in the SVD mode of the
above problem will be characteristic of systems with local stiffness nonlinearities. So one
should expect to encounter convergence issues when using approximation by modes of a
reference linear system. One well-known approach to accommodating analogous problems
in Fourier analysis is to subtract out the discontinuity; that is to augment the basis functions
with a simple function sharing the discontinuity of the function to be approximated.

Two candidate classes of basis function were examined for this study. The first is one
associated with eigen vector sensitivity analysis and the second is one associated with the
static response of the RLS to self-equilibrating loads.

Eigen Vector Sensitivities

The term eigen vector sensitivity can mean the sensitivity of eigen vectors of a ma-
trix system to small perturbations of those matrices or it may refer to sensitivities of the
eigenvectors of a mechanical system to physical parameters of that system. The concepts
presented here fit into both categories.

Consider a mechanical system with a nonlinear but differentiable connection between
degrees of freedomxJ1

andxJ2
and that the tangent stiffness at zero load of that connection is

kJ. As before, the stiffness matrix for that reference linear system isK0 and the mass matrix
is M. We select an eigen mode,VJ

m, of the reference linear system that causes significant
deformation at connectionJ.

Consider also another linear system that differs from the reference linear system only
in the stiffness at connectionJ, where the stiffness iskJ + δkJ. The mth eigen mode of
this perturbed system isVJ

m+δVJ
m and the sensitivity of themth eigen mode with respect to

stiffness at the connection is
V̂J

m = δVJ
m/δkJ (4.10)

Because the eigenvectors of the perturbed systems differ from those of the reference
system primarily in the displacement across the connection, sensitivity vectors will mani-
fest a discontinuity at the connection location. The reasoning presented above to explain
the slow convergence of a Galerkin procedure using only the eigen modes of the RLS would
argue that the discontinuity found in these perturbed eigen modes could make them valu-
able in accelerating the convergence of the Galerkin process. The sensitivity of the first
eigen mode of our example system with respect to the stiffness of the connection between
the 5th and 6th masses is shown in Figure 4.11.

The strategy proposed above is illustrated in Figure 4.12. Here we see that a Galerkin
basis that consists of the first four eigen modes of the RLS and the sensitivity mode pre-
sented in Figure 4.11 almost exactly captures the kinetic energy predicted by the full non-
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linear solution. In fact, even the use of just one eigen mode along with the sensitivity mode
does a pretty good job of predicting the kinetic energy (Figure 4.13).
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Figure 4.11. The sensitivity of the first eigen mode of the refer-
ence linear system with respect to stiffness at the location of the
nonlinear spring manifests a discontinuity at that location.
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Figure 4.12. Convergence of the Galerkin procedure is greatly
enhance when the basis includes an eigen mode sensitivity vector.
In this case there are 4 eigen modes of the reference linear system
and one eigen mode sensitivity vector.
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Figure 4.13. Convergence of the Galerkin procedure is greatly
enhance when the basis includes an eigen mode sensitivity vector.
In this case there are 1 eigen mode of the reference linear system
and one eigen mode sensitivity vector.

Milman-Chu Modes

In addressing the optimal selection of dampers for linear systems, Milman and Chu
([11], [31])introduced basis functions obtained by solving the statics problem of self-
equilibrating loads acting between the degrees of freedom where the linear damper was
intended. A character of these basis functions is that they have a discontinuity at the loca-
tion of that connection.

Milman and Chu referred to their basis functions as Ritz vectors. Because this term is
so general as to be unhelpful in the context of the work reported here, we refer to their basis
functions as Milman-Chu vectors.

The Milman-Chu vector for our reference linear system is shown in Figure 4.14, where
that anticipated discontinuity is manifest. In Figures 4.15 and 4.16 we see that the Milman-
Chu vectors perform almost identically as the eigen mode sensitivity vectors in accelerating
the convergence of the Galerkin procedure. A major advantage of the Milman-Chu modes
over the eigen mode sensitivities is that they can be calculated much more economically.
Since the Milman-Chu (M-C) vectors perform as well as the eigen mode sensitivity vectors,
they are used exclusively in the following.

In the calculations presented, the M-C vectors were made orthonormal with respect
to the mass matrix to each of the eigen modes employed. This in no way changes the
configuration space available to the Galerkin algorithm, but it makes interpretation of the

71



1 2 3 4 5 6 7 8 9 10 11

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Milman−Chu Mode

Figure 4.14. The Milman-Chu mode is the solution to a statics
problem. It also has the discontinuity that is desired at the location
of the local nonlinearity, but it is computed much economically
than is the eigen mode sensitivity.
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Figure 4.15. Convergence of the Galerkin procedure is greatly
enhanced when the basis includes an Milman-Chu vector. In this
case there are 4 eigen modes of the reference linear system and
one Milman-Chu vector.
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Figure 4.16. Convergence of the Galerkin procedure is greatly
enhanced when the basis includes an Milman-Chu vector. In this
case there are 4 eigen modes of the reference linear system and
one Milman-Chu vector.

calculated generalized coordinates easier.
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4.3 Model Reduction for a Structure Containing a Me-
chanical Joint

The major source of nonlinearity in structural dynamics is the localized frictional slip
processes at interfaces in mechanical joints. The two important qualitative properties of
mechanical joints - softening and dissipation - are illustrated in Figures 4.17 and 4.18.
With respect to the first figure, one sees that under small load, the force-displacement curve
appears nearly linear, though there is some amount of micro-slip and dissipation taking
place even there. At larger loads, the force-displacement curve begins to level off and at
very high loads macro-slip takes place and the tangent stiffness goes to zero. The second
figure shows the power-law relationship between the amplitude of oscillatory load and
the dissipation per cycle that is commonly seen experimentally over large load ranges.
Mechanical joints manifest very little rate dependence.

Beginning of Macroslip

Pinning by Shank of Bolt

Microslip Regime

F
or

ce

Displacement

(u  ,F  )
S   S

Figure 4.17.Mechanical joints manifest small regions of micro-
slip where force-displacement appears linear, though some amount
of dissipation accompanies any load. As the load increases, the
tangent stiffness decreases until macro-slip initiates.

The usual process of dealing with the presence of joints in structural dynamics is to
represent the joint compliances by tunable springs and to represent the joint dissipation by
modal damping. The resulting tuned linear models are of course of little value except at the
excitation amplitudes at which the structure is calibrated. A discussion of the limitation of
such approaches can be found in [41].

A interesting feature of mechanical joints that increases their interest in the world of
nonlinear model reduction beyond their practical importance is the intrinsic path depen-
dence to their force-displacement properties. This feature is referred to as non-locality in
the sense that the full state of the system cannot be known solely from the current values
of kinematic variables and their rates. The nonlocality would appear to proscribe rigorous
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Figure 4.18. When mechanical joints are subject to oscillatory
loads, the energy dissipation per cycle appears to increase with
load amplitude in a power-law manner. In the above,χ is a number
such that(−1 < χ ≤ 0).

application of a number of otherwise powerful mathematical tools - including the use of
nonlinear normal modes.

We shall introduce a particular constitutive model for joints so that we may explore the
model reduction technique of this report in context of problems of practical importance.

4.3.1 Whole-Joint Approximation

Modeling the complexity of interface mechanics in the midst of structural dynamics cal-
culations would be impractical. A tractable approach involves the introduction of a class
of approximation that reduces the complexity of the contact problem to a small number of
scalar constitutive equation. This approximation constrains the kinematics of all degrees
of freedom on each side of the contact patch to a single kinematic variable. Correspond-
ing kinematic variables on opposite sides of the interface are connected by a single scalar
constitutive equation each. Such approximations are called “whole-joint” models. The
whole-joint approximation currently employed in Sandia codes imposes multi-point con-
straints to cause surface nodes on each side of the interface to be constrained rigidly to a
centralized node on that surface (Figure 4.19). In the absence of more complete knowledge
of joint physics, the constitutive equations for the six relative degrees of freedom are treated
as being independent.
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Figure 4.19.The mathematical complexity of the joint is simpli-
fied by approximating the whole interface by a single scalar con-
stitutive equation for each of the six relative degrees of freedom.
In the illustration shown here all of the nodes on each side of the
interface are held rigid and connected to a single joint.

4.3.2 The Four-Parameter Iwan Model

A constitutive equation consistent with the more important qualitative joint behavior
observed experimentally is the four-parameter Iwan model discussed in [40] and [42]. This
model is an instance of Iwan’s parallel-series configuration ([25], [26]) represented graph-
ically in Figure 4.20 showing a continuum of Jenkins elements. All the spring stiffnesses
are identical, so the model response is determined entirely by the population densityρ of
Jenkins elements of given slider strengthsφ . The mathematics of such models is discussed
in depth in the papers of the above four citations.

The 4-parameter Iwan model is defined as follows:

ρ(φ) = Rφ χ [H(φ)−H(φ −φmax)]+Sδ (φ −φmax) (4.11)

whereH() is the Heaviside step function and the the process for finding parametersR, S, χ ,
andφmax is found in [40] and [42] . Values of−1 < χ < 0 results in power-law exponents
of 3+ χ . The general form of this 4-parameter distribution is shown in Figure 4.21. A
major deficiency of the above set of parameters is the fractional dimensions ofR andSso
an alternate and preferred set of parameters (FS, KT , χ , andβ ) for this model have been
developed [42]. In the following we use values

FS = 1.0 the force that initiates macro-slip.
KT = 1.0 joint stiffness in the regime of small load.
χ = −0.5 the dimensionless strength of the singularity at zero.
β = 2 a dimensionless parameter having to do with the shape of the dissipation curve.
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Figure 4.20.The parallel series Iwan model consists of a contin-
uum of Jenkins elements. All the spring stiffnesses are identical,
so the model response is determined entirely by the population
density of Jenkins elements of given slider strengths.
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Figure 4.21.The four-parameter Iwan model predicts the correct
qualitative behavior of mechanical joints.

4.3.3 Numerical Results for Problems of Micro-Slip

We first examine the results of a numerical experiment associated with the structure
shown in Figure 4.3 but where the cubic nonlinearity is replaced with the Iwan model
described above. In this case the amplitude of the triangular pulse isF0 = 0.5 - just one
half of the break-free forceFS of the joint. Referring to Figure 4.22, we see that a Galerkin
solution using the first five eigen modes of the reference linear system does a very poor job
of capturing the kinetic energy of this system, but a Galerkin solution using the first three
elastic modes and a joint mode (Milman-Chu) performs very well.

We also see that once the excitation is complete, the energy of the system continuously
declines because of the hysteretic nature of the joint. This joint damping plays a major role
in mitigating the shock that weapons systems can experience in a hostile environment.

It is natural at this point to ask the question: if the joint mode is necessary to capture
the mechanics of the system, how does it change the kinematics that would be observed
from the transient solution. This question is addressed with reference to Figure 4.23 where
we see that the generalized accelerations seem to be dominated by the first mode - as one
would expect. One order of magnitude lower are the kinematics of the second mode and
the kinematics of the third mode and the joint mode are an order of magnitude yet smaller.
Each of the modes is mass normalized, so the contributions to the physical accelerations
are roughly proportional to the generalized accelerations.

Recall also that in these simulations the Milman-Chu mode that is employed has been
made orthogonal to the elastic modes with respect to the mass and stiffness matrices. The
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Figure 4.22. Convergence of the Galerkin procedure is greatly
enhanced by the presence of Milman-Chu vector in this problem
involving the structure shown in Figure 4.3,F0 = 0.5, and a non-
linear Iwan joint model. In this case there are 3 eigen modes of the
reference linear system and one Milman-Chu vector.
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Figure 4.23. Though the presence of the joint mode among the
basis vectors of the Galerkin calculation greatly accelerates con-
vergence, the amplitude of the generalized acceleration associated
with that vector is actually fairly small in this problem.
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coupling evidenced by the peaks of the generalized acceleration associated with the M-C
mode occurring at frequencies of the peaks of the generalized accelerations of the elastic
modes is purely a nonlinear effect. Because the Milman-Chu mode has been made or-
thogonal to only the first three elastic modes, it carries some part of the shapes of higher
modes and the peaks of the corresponding generalized accelerations at higher frequencies
are reflective of modes at those frequencies.

In the following simulations we highlight both the softening and dissipative features
of mechanical joints through simulations of base excitation experiments. Again, we con-
sider an eleven mass system with the nonlinear element placed between the fifth and sixth
masses. This configuration is illustrated in Figure 4.24.
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Figure 4.24. An eleven-mass system with a nonlinear joint ex-
cited at its base.

In these experiments, we employ an impulse of a sort that is increasingly popular in
base excitation experiments - the Morlet wavelet of frequency 4:

f (t) = A0 cos(ω 2πt/τ)exp

(
(2πt/τ)2

2

)

(4.12)

whereA0 is the peak amplitude to be obtained,τ is the period of the frequency to be excited,
andω defines the shape of the wavelet. In the experiments presented hereω = 4 and the
characteristic shape is shown in Figure 4.25.

In the first set of numerical experiments the max impulse is set toF0 = 0.005 and Figure
4.26 shows that the resulting joint force calculated from the full spatial solution stays well
below the break-free forceF0 of the joint. The corresponding portion of the monotonic
force-displacement curve for the joint is shown along with the tangent stiffness at zero load
in Figure 4.27. One expects such excitations to cause very little nonlinear response in the
joint.

Indeed Figure 4.28 shows that the Galerkin solution employing eigen modes of the
reference linear system generates a very good approximation for the kinetic energy of the
jointed system subject to a small amplitude impulse. There is so little nonlinearity at the
joints that the linear eigen modes do a good job of spanning the configurations taken on by
the jointed structure. The presence of the joint is indicated only by the decrease in system
energy over time due to dissipation in the joint.

One could also anticipate the adequacy of the eigen modes of the RLS in solving this
low amplitude problem by consideration of Figures 4.29 and 4.30 obtained from the full
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Figure 4.25.The Morlet wavelet withω = 4.
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Figure 4.26. The force history of the joint resulting from a very
low amplitude (A0 = 0.005) base excitation.

81



0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2
Monotonic Force/Displacement of Joint

u

f

 

 

Monotonic Pull
Extrapolation from 0

Figure 4.27. The force history of the joint resulting from a very
low amplitude (A0 = 0.005) base excitation corresponds to the
above portion of the monotonic force-displacement curve for the
joint. Also shown is the tangent stiffness at zero load.
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Figure 4.28. The Galerkin solution employing eigen modes of
the reference linear system generates a very good approximation
for the kinetic energy of the jointed system subject to a small am-
plitude impulse (A0 = 0.005).
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nonlinear spatial solution. The first shows that the nonlinear system response is limited to
resonance of just the first natural frequency of the reference linear system and the second
shows that the first SVD mode of the numerical solution is almost identical to the first eigen
mode of the RLS.
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Figure 4.29. When subject to very small amplitude excitation
(A0 = 0.005), the system responds with a nearly monochromatic
response at the frequency of excitation - which was tuned to the
first natural frequency of the reference linear system.

Interestingly Figure 4.31 shows that even for the nearly linear case discussed in this
section, the use of a single Milman-Chu joint mode greatly increases convergence of the
reduced order model to the solution of the full system.
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Figure 4.30. The SVD of the full nonlinear spacial solution
and the first eigen-mode of the reference linear system are nearly
identical when the system is subject to a very low amplitude
(A0 = 0.005) base excitation.
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Figure 4.31. Even when the system is subject to a very low am-
plitude (A0 = 0.005) base excitation, the use of a Milman-Chu joint
mode makes a noticeable improvement in convergence.
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When the amplitude of the base excitation is raised toA0 = 0.02, the elastic modes are
a much less satisfactory basis of modeling the more nonlinear system. Figure 4.32 shows
that three elastic modes augmented with a Milman-Chu mode provide a much better basis
for modeling vibration ring-down in this problem than are six elastic modes. Though not
shown here, the peak joint force encountered in this simulation is approximately 70% the
break-free forceFS.
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Figure 4.32. At a higher level of base excitation (A0 = 0.02),
the use of a Milman-Chu joint mode makes a more noticeable im-
provement in convergence.

The generalized accelerations shown in Figure 4.33 show behavior similar to that pre-
sented in Figure 4.23. Again, we see that though the joint mode is necessary for capturing
the correct mechanics in this problem, it mode does not make a strong appearance in the
structural kinematics.
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Figure 4.33. As was the case in the resonance calculation of
Figure 4.23, though the presence of the joint mode among the
basis vectors of the Galerkin calculation greatly accelerates con-
vergence, the amplitude of the generalized acceleration associated
with that vector is actually fairly small in this base excitation prob-
lem (A0 = 0.02).
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4.3.4 Numerical Results for Problems of Macro-Slip

A Galerkin solution using just the eigen modes of the reference linear system is dramat-
ically less successful for problems where applied loads approach or exceed the break-free
forceF0 of the joint.

In the cases considered here, the amplitude of input wavelet is 0.05 and the resulting
joint load history predicted by the full nonlinear spatial solution is shown in Figure 4.34.
We see here that the joint is brought into macro-slip and peak force levels in the joint
are saturated atFS until enough energy has dissipated that the system loads on the joint
drop to lower levels. This force history on the joint corresponds to the monotonic force-
displacement curve shown in Figure 4.35, where the strong nonlinearity is illustrated by its
contrast to the zero-load tangent stiffness curve.
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Figure 4.34. When the system is subject to a high amplitude
(A0 = 0.05) base excitation, the joint is brought into macro-slip
and force levels in the joint are saturated atFS.

The nonlinearity that the joint lends to the system dynamics is suggested by the plots
of the first SVD mode of the full nonlinear spatial solution and the first eigen mode of the
reference linear system in Figure 4.36. Note that these curves are quite different in the
vicinity of the joint.

Another indication of the strong nonlinearity of this system is shown in Figure 4.37.
Here we see that the acceleration of the right hand mass of the system contains not only
components at the frequency of the excitation (which was tuned to the first natural fre-
quency of the reference linear system), but also many higher frequency components.

Given the above, it should be no surprise that Galerkin solution using just the eigen
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Figure 4.35. The force history of the joint resulting from a high
amplitude (A0 = 0.05) base excitation corresponds to the above
portion of the monotonic force-displacement curve for the joint.
Also shown is the tangent stiffness at zero load. The nonlinearity
manifest at these force levels is large.
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Figure 4.36. The first SVD mode of the full nonlinear spacial
solution and the first eigen mode of the reference linear system
are quite different in the vicinity of the joint when the system is
subject to a high amplitude (A0 = 0.05 base excitation.
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Figure 4.37.Macro-slip causes frequency responses of the struc-
ture that well above that of the base excitation - which was tuned
to the first resonance of the reference linear system.
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modes of the reference linear system demonstrates very poor performance. In Figure 4.38
we see that even with ten elastic modes, the kinetic energy is approximated very poorly
despite the fact that those modes correspond to much higher frequencies in the linear system
than are indicated in Figure 4.37. The transitions to macro-slip in this problem appear to
be responsible for the transfer of energy from the low excitation frequency to much higher
frequencies. As expected, when sufficient modes to reach the frequency response of the
corresponding linear system are augmented by a joint mode, the system is modeled much
better (Figure 4.39). Figure 4.40 shows that the augmented basis set captures the correct
character of the magnitude of the Fourier transform of acceleration of the right-most mass,
while the approximate solution that employs only the elastic eigen modes leaves too much
energy at the lower frequencies.
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Figure 4.38. The Galerkin solution employing eigen modes of
the reference linear system generates a very poor approximation
for the kinetic energy of the jointed system subject to a large am-
plitude impulse.

That the displacement across the joint in macro slip can be an appreciable part of the
overall kinematics is evidenced in Figure 4.41 where the generalized acceleration associ-
ated with the joint mode is comparable with that of the first linear vibration mode.

An interesting result is found when a “ruthlessly reduced” model is employed. When
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Figure 4.39. The Galerkin solution employing seven eigen
modes of the reference linear system augmented by one joint mode
generates approximation for the kinetic energy of the jointed sys-
tem subject to a large amplitude impulse. A large number of elastic
modes are necessary to capture the high frequency response of the
systems. The necessity of including the joint mode is illustrated
by comparison to the prediction resulting from use of eight elastic
modes.

91



0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

0.5

1

1.5

PS of Acceleration of RHS Mass: Full Solution, A
0
=0.05

log freq

lo
g 

ac
ce

le
ra

tio
n

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

0.5

1

1.5

Using 8 Elastic Modes

log freq

lo
g 

ac
ce

le
ra

tio
n

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

0.5

1

1.5

Using 7 Elastic Modes and one M−C Mode

log freq

lo
g 

ac
ce

le
ra

tio
n

Figure 4.40. Comparison of the acceleration power spectra for
the right most mass for the full spacial solution and the two re-
duced order solutions illustrates how resolution of joint kinemat-
ics is necessary to capture the energy shift from low frequencies to
high.
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Figure 4.41.In this problem of macro-slip the generalized accel-
eration of the joint coordinate is no longer small.
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this large amplitude experiment, resulting in high frequency components in the structural
response, is approximated by three elastic eigen modes and one joint mode, the kinetic
energy predicted (Figure 4.42 ) is in noticeable error. However, the error is substantially
less than that of the Galerkin solution where eight elastic eigen modes but no joint mode
are employed.
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Figure 4.42. A “ruthlessly reduced” analysis using only three
elastic eigen modes and one joint mode results in noticeable error
in the kinetic energy, but substantially less error than an analysis
using twice the number of elastic eigen modes and no joint mode.

Particularly intriguing is the predicted acceleration of the right-most mass. In Figure
4.43 the accelerations predicted by the very reduced model appear as though they were
the full spatial solution as seen through a low-pass filter. That hypothesis is tested by
comparing the full solution and the very reduced solution when both are sent through a
low-pass filter. (Sixth order Butterworth filter with cut-off frequency 0.03). The results
shown in Figure 4.44 do argue that for the special case of these Iwan joint models, a low-
order model for the full non-linear structure seems to capture the low frequency response of
the structure reasonably well. Why this reduced order model works so well for these joint
models is not entirely clear at this time, though one would have every reason to believe that
such fortuitous results would not occur for a rate-type nonlinearity.
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Figure 4.43. A “ruthlessly reduced” analysis using only three
elastic eigen modes and one joint mode results results in accelera-
tions of the right most mass that have the appearance of a low-pass
filter of the full spacial solution.
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4.4 Implementation in the Context of Finite Element Anal-
ysis

The tools presented in this report are intended to facilitate predictive structural dynamic
simulation, and that means integration into finite element analysis. Most of the necessary
components for large scale analyzes of jointed structures are available in standard finite
element packages, including eigen analysis and elastic static analysis. Additionally, the
techniques presented here seem to be complementary to other model reduction methods -
component mode synthesis especially.

4.4.1 Automatic Determination of Special Vectors and Matrices

The only quantities whose construction is not obvious are the vectorFj aligned along
the joint j, the tangent stiffness matrixKN({sj}), and the Milman-Chu vectorsyMC, j .

Algebraic Vector Fj

In the simplest case, when the joint is aligned in a principle direction, the vectorsFj

are constructed by putting a 1 in the entry associated with the degree of freedom of the
first joint node and the joint direction and a−1 in the entry associated with the degree of
freedom of the second joint node and that joint direction.

On the other hand, the task is more difficult when the joint is aligned in a local co-
ordinate system and here we discuss a formal strategy for deducingFj in such general
circumstances. Recall thatK0 is the stiffness of the reference linear system, where each
joint j is represented by a properly oriented spring of stiffnessk j . Let’s defineK j to be
the corresponding stiffness matrix when the equivalent spring for jointj is replaced by a
spring of stiffnessk j +δk j . The difference matrixδK j = K j −K0 will have nonzero entries
only for degrees of freedom associated with the nodes associated with that joint. For an
extensional joint (or a torsional joint), those entries map to a six by six matrixK6, j which
has only one nonzero eigen value. LetF̂j be the corresponding eigen vector, normalized so
thatF̂T

j F̂j = 2 and letFj be that vector mapped back to the full system.

Gradient Matrix KN

In solving the nonlinear dynamic equations numerically one often employs methods
such as Newton iteration which require taking the gradient of all terms in the governing
equation with respect to all the kinematic variables. The relevant gradient of the joint terms
are neatly merged to those of the stiffness matrix of the reference linear system in the
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following manner

KN = K0+ ∑
jointsj

G j

(
d f j(s)

ds
−k j

)

(4.13)

where
G j = Fj F

T
j (4.14)

Milman-Chu Algebraic Vector yMC, j

The Milman-Chu vector associated with jointj is easily constructed by performing
a static analysis associated with applying equal and opposite loads on the joint nodes in
the direction of the joint alignment while applying no loads at other joints or external
boundaries.

4.4.2 How Many Modes?

The number of elastic modes and Milman-Chu modes necessary for application to a par-
ticular problem can be estimated in a manner similar to that employed in modal truncation
of linear systems. In the simplest implementation, one employs all elastic modes corre-
sponding to frequencies below an appropriately chosen cut-off frequency and one uses a
Milman-Chu mode for each joint degree of freedom.

4.5 Employment in Conjunction with Component Mode
Synthesis

The model reduction method presented here addresses difficulties particularly associ-
ated with local nonlinearities. It is consistent with other model reduction methods - the
method of component mode synthesis in particular.

Consider a structureB consisting of a number of substructuresBk with joint models
connecting some of the interface degrees of freedom. The kinematics of each substructure
is characterized by the values of interface degrees of freedom

{
uk,n
}

and modal degrees of
freedom

{
φk,n
}

. The development of the reduced order model proceeds much as discussed
earlier in this report:

• Eigen analysis is performed on the linearized component mode representation forB.

• The Milman-Chu vector is calculated by placing self equilibrating loads on nodes on
the interface between substructures and performing a system level statics solution.

• The numerical results are in terms of vectors whose support is the whole structure.
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4.6 Nonlinear Normal Modes

Because Nonlinear Normal Modes (NNMs) have proven helpful in understanding the
dynamics of many nonlinear systems, it is helpful to discuss the approach presented here
in terms of NNMs in the hope of expanding the utility of NNMs in structural dynamics.

In the sense of Preisach et al. [37] the existence of a nonlinear normal mode is equiva-
lent to the assertion that the deformation field at any time can be expressed

u(t) = A(t)y1+
N

∑
n=2

Pn(A, Ȧ)yn (4.15)

where vectors{yn} are a displacement basis for the structure,A is a periodic function of
time, and the coefficient functionsPn are characteristic of the system. Usually, all basis
vectors are chosen to be the eigen modes of the reference linear system.

The similarity of equations 4.3 and 4.15 and the numerical calculations of the previous
section permit us to make the following assertion:For structures containing localized non-
linearities, unless the set of basis functions is selected to include some with the appropriate
discontinuities, expansions such as the above cannot converge to the true solution.

On the other hand, the analysis technique explored in the previous chapter does em-
ploy basis vectors with the appropriate discontinuity so it might be profitable to see if that
technique yields solutions containing any of the character of nonlinear normal modes. We
consider “ruthlessly-reduced” cases using as basis vectors just the first eigen mode of the
reference linear system and a Milman-Chu vector. We perform simulations forF0 = 0.05,
F0 = 0.1, andF0 = 0.5.

The nonlinear normal mode expression corresponding to our two-basis element Galerkin
formulation is

h(t) = A(t)y+ f (A(t))w (4.16)

In the context of Equation 4.3,a1 = A(t) and the assertion of this being a nonlinear normal
mode would be

a2(t) = f (A, Ȧ) (4.17)

We examine the results of our transient numerical calculation to assess if Eq. 4.17 is satis-
fied. Figure 4.45 shows plots ofa2(t) vs a1(t) for each of our three cases. These plots are
obscured by gray clouds of higher frequency components. When the phase space(a1, ȧ1)
is distributed into bins (a1 x ȧ1 into 15x5 bins) and the values ofa2 in each bin in averaged,
the points shown in dark squares results. The lack of scatter in these dots indicates the
absence of velocity dependence - as one would expect for a perfectly elastic system.

The averaged results of the previous figure are plotted together in Figure 4.46 and in-
deed the data are consistent with an assertion thata2 is some function ofa1. This is the the
assertion of the manifestation of a nonlinear normal mode.
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(a1, ȧ1) is distributed into bins and the values ofa2 in each bin are
averaged, the points shown in dark squares results. The lack of
scatter in these dots indicates the absence of velocity dependence
- as it should.

100



−15 −10 −5 0 5 10 15
−0.4

−0.2

0

0.2

0.4

a
1

a 2

Coef. of M−C Mode  of 1st  NNM

 

 

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2

−0.1

−0.05

0

0.05

0.1

0.15

a
1

a 2

F
0
 = 0.05

F
0
 = 0.1

F
0
 = 0.5

Figure 4.46. When averaged mapping of the coefficient for the
second generalized coordinate (Milman-Chu) against the first we
see a pattern suggestive of the existence of a nonlinear normal
mode.

101



Let’s now see how consistent these results are with a simple nonlinear normal mode
calculation. Recall that the joint mode (Milman-Chu in this case) is made orthonormal
with respect to the mass matrix to the linear eigen modes that employed. Say thaty = y1 is
the first eigen mode of the RLS andw is the M-C mode made orthonormal toy with respect
to the mass matrix:

yTMy = 1 yTMw = 0 wTMw = 1 (4.18)

Contraction of these vectors with the stiffness matrix yields the Rayleigh quotients

yTKy = ω2
0 wTKw = ω̂2 (4.19)

whereω0 is the natural frequency of the first eigen mode of the RLS andω̂ is a number
greater than or equal to the second natural frequency of the RLS. (This is the minimax
principle. [30])

We do not know much about the evolution of this NNM, but we can assert that the
system is conservative so that the kinetic energy when the system velocities are maximum
equals the strain energy when the system displacements are greatest. The maximum kinetic
energy is

KEmax = 1
2Ȧ2

m (y+ f ′(A)w)T M (y+ f ′(A)w) (4.20)

≈ 1
2ω2

0 A2
m
(
1+ f ′(A)2

)
(4.21)

whereAm is the maximum value taken on byA(t) during the cycle,Ȧm is the maximum
value taken on bẏA(t) during the cycle,f ′(A) = d f(A)/dA, and we have assumed that
Ȧm = ω0Am.

The maximum strain energy is

SEmax=
1
2

(Amy+ f (Am)w)T K (Amy+ f (Am)w)

+N (Amδy∗ + f (Am)δ w∗) (4.22)

whereN is the nonlinear part of the strain energy at the joint. In the case of our cubic
spring,

N(δu) = K2δu4/4 (4.23)

The maximum strain energy is now

SEmax=
1
2

ω2
0A2

m+
1
2

ω̂2 f (Am)2+N (Amδy∗ + f (Am)δ w∗) (4.24)
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whereδy∗ andδ w∗ are the displacements across the nonlinear joint ofy andw respectively
andN is the strain energy associated with the essential nonlinearity. When we equate the
two energies (Equations 4.21 and 4.24, we obtain an equation forf ′

ω2
0 A2

m f ′(A)2w = ω̂2 f (Am)2+2N (Amδy∗ + f (Am)δ w∗) (4.25)

which can be solved numerically forf (A). These results are shown in Figure 4.47 along
with the data shown previously in Figure 4.46. We see a strong similarity between the
NNM prediction and the values deduced from post-processing of simulations and we also
see systematic differences that can be attributed to the ambitious effort to represent the
system dynamics with just two basis vectors.
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Figure 4.47. When one assumes that a nonlinear normal mode
exists and can be represented by the first eigenmode and a Milman-
Chu mode, energy methods permit the estimation of the depen-
dence of the second generalized coordinate as a function of the
first.
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4.7 Implementation in Finite Element Analysis

In a series of calculations reported in [20] Griffith and Segalman performed finite ele-
ment analysis on two structures to explore the utility of the method of discontinuous basis
functions in true computational problems.

The object in Figure 4.48, containing two Iwan joints was subject to a uniform traction
in the y direction on the free side of the structure as noted in the figure modulated by a
triangular pulse of 1e-4 second duration. Each joint is capable of deformation in only the
indicatedx direction. This system contains 722 nodes or 2166 total degrees of freedom;
however, due to boundary and MPC constraints the model possesses only 1803 active de-
grees of freedom. We consider the analysis of this 1803 degree of freedom model to be the
full order system. Geometry and material parameters are presented in [20].

Figure 4.48.Mesh for two-joint structure.

Cases of two very different load amplitude were examined, but the large load is of
greater interest as stronger nonlinearities and longer compute times are involved. In each
case, three analyses were performed:

1. Transient analysis of the full nonlinear finite element model. This serves as a truth
model.

2. Transient analysis of a nonlinear Galerkin model using twenty eigen modes of the
reference linear system. In the following, we refer to these analyses of the modally
truncated system as the reference model reduction.
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3. Transient analysis of a nonlinear reduced model using eighteen eigen modes of the
reference linear system and one joint mode appropriate for each of the two system
joints. (The first eighteen eigen modes of the reference linear system include all those
with frequencies below 20 kHz.)

The relative compute time between the full finite element analysis (in Salinas) and the
Matlab calculations using the MDBF for this simple problem is shown in Table 4.1.

Table 4.1. Timing Summary for Two Joint Structure Nonlinear
Model Reduction.

Full System(sec) Reduced System(sec)
1803 DOF 20 DOF

Nominal Load 426.5 0.4
10x Nominal 2281.2 0.4

Much more demanding calculations were performed on the mesh of the jointed structure
shown in Figure 4.49.

Figure 4.49. Mass mock used to test three transient analysis
methods.
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This object is subject to a base excitation of the form shown inFigure 4.50 and of
sufficient amplitude to cause the joints on the joints almost to be sufficient to initiate macro-
slip.

Figure 4.50. Base excitation imposed on the object of Figure
4.49.

Three methods of analysis were employed:

1. Full transient finite element analysis.

2. Reduction of the degrees of freedom of each monolithic substructure by Component
Mode Synthesis and while solving the nonlinear joint equations connecting them.

3. Galerkin calculation using the first 15 eigen modes of the linearized structure.

4. Calculation using the method of discontinuous basis functions employing the lowest
twelve natural modes and a Milman-Chu mode each joint degree of freedom.

The relative computational efficiency of these methods is shown in Table 4.2.
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Table 4.2. Timing Summary for Mock AF&F Structure Nonlin-
ear Reduced Models.

Model No. DOF CPU Time (sec)
CMS 117 36.3

Reference Reduced 15 2.8
Augmented Reduced 15 9.3

Full Salinas 206,343 40 hours (approximate)

Several observations should be made:

• One sees extraordinary increases in computational efficiency moving from the full
finite element model to the CMS model. The method of discontinuous basis functions
provides solutions in a quarter the time required by CMS. Solution using eigen modes
along is faster still. Not all of these methods yield solutions of comparable quality.

• Not shown here, but presented in [20] , the results full finite element analysis manifest
a number of spurious spikes. These are a result of the sharp nonlinearity of the joint
model. (Physical joints have these sharp nonlinearities, but they also have additional
properties that largely suppress such spikes.)

• The CMS analysis has similar spikes, but it can accommodate larger time steps than
are possible in stable analysis of the full finite element analysis.

• Analysis using only eigen modes predicts ring-down very poorly. This is because the
kinematics in the neighborhoods of the joints is not captured at all well and dissipa-
tion is grossly under-predicted.

• Predictions of the method of discontinuous basis functions predicts the experimental
results better than any of the other analysis methods

On should note that the reduced order models discussed in this section do require the
use of massively parallel computers to calculate matrices that are requisite for their em-
ployment.

We next consider a much larger problem. The structure shown in Figure 4.51 has about
six million degrees of freedom. The five components are held together by a number Iwan
joints and the base is subject to a prescribed acceleration.
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Figure 4.51. A very large structure mesh for testing model re-
duction.
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The relative efficiency of the full finite element analysis andof calculation using the
reduced order modeling of this chapter was explored by Mathew Brake and is indicated
in Table 4.3. One notes that the time required for full finite element analysis is at best
measured in hundreds of hours while the corresponding compute times when the reduced
order model is employed is measured in minutes.

Table 4.3. Timing summary for dynamic analysis using very
large mesh.

Time Step (sec) Finite Element CPU Time (sec)ROM CPU Time
1E-4 Canceled after 200 Hours 312 minutes
2E-4 Canceled after 200 Hours 156 minutes
4E-4 122.5 Hours 79 minutes
8E-4 Unstable 39 minutes
2E-3 Unstable 19.5 minutes
4E-3 Unstable Unstable

This new ability to do capacity computing enables us to do types of analysis that are
critical to the SNL mission.An example is that of mechanical systems such as discussed
here, but with consideration of the statistical variability of joint properties and of load
amplitudes. For instance, Fourier transform amplitudes are shown in Figure 4.52 for several
hundred cases of excitation of the system considered here. (Principle component analysis
of a small number of known joint parameter sets was employed to generate a very large
pool of plausible parameter sets.) A very large number of transient dynamic simulations
enables a statical analysis of component vulnerability.

4.8 Convergence of the Method of Discontinous Basis Func-
tions

Many engineering systems are made of structures containing mechanical joints. These
joints are nonlinear components that are spatially localized. Even though localized non-
linearities constitute a small part of the structure, the dynamic response of the structure is
completely nonlinear and the analysis of the dynamic behavior is different from the analysis
of linear structures. Assuming the knowledge of a realistic joint model, numerical simula-
tions for structures with joints are still challenging. The direct integration for the resulting
equations of motion is the simplest method. But it is computationally expensive. Several
efforts have been made to extend techniques of linear structural dynamics to the analysis
of systems with localized nonlinearities. How to best exploit these tools for solving the
resulting nonlinear equations is still to be determined.

Above sections introduce a reduced order model for structures with localized nonlin-
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Figure 4.52.The many Fourier transforms that have been calcu-
lated from the very reduced model.
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earities. The method combines eigenmodes of a reference linear system with functions
having appropriate discontinuities at the locations of nonlinearity. Numerical experiments
illustrate that the solution of the global nonlinear model is well approximated by a linear
combination of eigenmodes and discontinuous modes. However, the mathematical analysis
of the method is still to be developed and open questions remain.

So far, the number of elastic eigenmodes and discontinuous joint modes has been esti-
mated in a heuristic manner. One employs all elastic modes corresponding to frequencies
below a heuristically chosen cutoff frequency and one joint mode for each joint degree of
freedom. In order to have confidence in the accuracy of the resulting analysis, quantify-
ing the modal truncation error and the effect of discontinuous functions is important. A
posteriori error analysis is critical for this quantification. The objective of this study is to
develop a posteriori error estimators for this model reduction. We consider estimation for
global norms of the error. We study first the static problem and, then, analyze the dynamic
problem. In both cases, numerical experiments illustrate the numerical efficiency of the
proposed estimators.

4.8.1 Static nonlinear problem

In this section, we study the static problem. After reviewing the formulation, we de-
scribe some properties of the nonlinear problem. For the reduced order model proposed in
this chapter, we discuss an a posteriori error estimator.

Formulation

Consider a nonlinear problem composed of masses connected by springs. Between
springsp andp+1, a cubic nonlinear spring is inserted. The left end of the system is fixed
while the other end is free. The potential energy of the system is

E (u) =
1
2

uTKu+
1
4

k2(up−up+1)
4−uT f (4.26)

whereK is the matrix associated with the system of linear springs andk2 is a stiffness
constant for the nonlinear spring.

We remark that the potential energy from the nonlinear spring is

1
4

k2(up−up+1)
4 =

1
4

k2(uTd)4 (4.27)
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where the vectord is
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The stationary point to the energyE will satisfy

Ku +N(u) = f (4.28)

whereN is a localized nonlinearity of the form

N(u) = α(uTd)d (4.29)

with α(x) = k2x3 and

d =
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

.

Interesting property for Newton nonlinear solver

Consider the problem (4.28) and its solution with the Newton nonlinear algorithm.
Starting with a zero initial guess (u0 = 0), we have

r0 = f−Ku0−N(u0) = f.

The next iterateu1 is defined by

[

K +
∂N
∂u

(u0)

]

(u1−u0) = r0.

The derivative forN is

∂N
∂u

(u) = α ′(dTu)ddT = 3k2(dTu)2ddT .
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Note that this derivative is of rank 1. Consequently, we can write the inverse matrix for

K +α ′(dTu)ddT ,

which is a rank one pertubation of the stiffness matrixK . With the Sherman-Morrison
formula, its inverse satisfies

[
K +α ′(dTu)ddT]−1

= K−1− α ′(dTu)

1+α ′(dTu)dTK−1d
K−1ddTK−1. (4.30)

The new iterateu1 will satisfy

u1 = u0 +
[
K +α ′(dTu0)ddT]−1

r0 = K−1f +δ1K−1d

whereδ1 is a scalar number (where we used the Sherman-Morrison formula (4.30)).

The new residualr1 is

r1 = f−Ku1−N(u1) = f− f−δ1d−α(dTu1)d = β1d

whereβ1 is a scalar number. The new iterateu2 now becomes

u2 = u1+
[
K +α ′(dTu1)ddT]−1

r1 = K−1f +δ1K−1d+ δ̃1K−1d

= K−1f +δ2K−1d

whereδ2 is a scalar number. It is easy to generalize for any iterateun and any residualrn.

Proposition 4.8.1.Whenu0 = 0 and we are solving

Ku +N(u) = f (4.31)

with the Newton algorithm, the first residualr0 is equal tof. Then every iterateun+1
satisfies

un+1 = K−1f +δn+1K−1d (4.32)

and every residualrn+1 is aligned with the vectord, i.e.

rn+1 = βn+1d. (4.33)

Remark.If we know the vectorsf, K−1f, andK−1d, then we could exploit the equations
(4.32) and (4.33) by computing only the scalarsδn+1 andβn+1. This property could speed
up the nonlinear solver.
Remark.When we are working with a reduced space spanned byV, the nonlinear problem
becomes

VTKV µ +VTN(Vµ) = VT f (4.34)

or
VTKV µ + Ñ(µ) = VT f

where the nonlinear functioñN satisfies

Ñ(µ) = α(µTVTd)VTd.

Starting from a zero initial guessµ0 = 0, we haveρ0 = VT f and the iterateµn+1 will satisfy

µn+1 = (VTKV )−1VT f + γn+1(VTKV )−1VTd

and the residualρn+1 will be
ρn+1 = ζn+1VTd.
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A posteriori error estimation on reduced space

We denote by(φ i ,θi)1≤i≤N the eigenmodes ofK such that the eigenvalues are ordered
in a non-decreasing way (N is the dimension ofK ). Consider the subspace

Vn = [K−1d,φ1, · · · ,φn−1],

where we solve approximately the nonlinear problem (4.28). The objective of this section
is to estimate the error between the reduced solution inVn and the exact solution inRN.
Before studying an a posteriori error estimator, we state a result satisfied by the solution in
the reduced space.

Interesting property of the approximate solution

Proposition 4.8.2.The solutionun in the reduced spaceVn for the nonlinear problem(4.28)
satisfies

dTu = dTun, ∀n > 0, (4.35)

whereu denotes the solution for(4.28)in the whole space.

Proof. To prove this result, we write the orthogonality of the residual with the subspace
Vn. We have

zT
n (f−N(un)−Kun) = 0 ∀zn ∈Vn

and
zT

n (Ku +N(u)−N(un)−Kun) = 0 ∀zn ∈Vn.

We can selectzn = K−1d and we obtain

dT (u−un)+dTK−1(N(u)−N(un)) = 0.

Using the special form forN, we have

N(u)−N(un) = d
(
α(uTd)−α(uT

n d)
)

and

α(uTd)−α(uT
n d) = k2

(
uTd−uT

n d
)(

(uTd)2+(uTd)× (uT
n d)+(uT

n d)2) .

Next we write

dT (u−un)×
[
1+k2dTK−1d

(
(uTd)2+(uTd)× (uT

n d)+(uT
n d)2)]= 0.

Notice that

(uTd)2+(uTd)× (uT
n d)+(uT

n d)2 =

(

uTd+
1
2

uT
n d
)2

+
3
4
(uT

n d)2 ≥ 0.
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Sincek2 ≥ 0 anddTK−1d ≥ 0, we obtain
[
1+k2dTK−1d

(
(uTd)2 +(uTd)× (uT

n d)+(uT
n d)2)]> 0.

and, consequently,
dT(u−un) = 0.

The result does not depend on the vectors used to enrich the subspaceVn (here the
eigenvectors), on the right hand side, nor on the value ofk2 (as long ask2 > 0). It indicates
that the reduced space will immediately capture the correct value fordTun. A practical
consequence is that we do not need to update the Jacobian matrix for the nonlinear spring
whenn > 1.

Remark.The result holds for nonlinearities of the form

N(u) = α(uTd)d (4.36)

where the functionα satisfies
α(x)−α(y)

x−y
≥ 0. (4.37)

Remark.A similar result holds for nonlinearities of the form

N(u) =
J

∑
j=1

α j(uTd j)d j (4.38)

when the reduced space contains the directionsK−1d1, · · · , K−1dJ and with the assump-
tions that the functionsα j satisfy

α j(x)−α j(y)

x−y
≥ 0 (4.39)

and the vectorsd j verify
dT

i K−1d j = 0 for all i 6= j. (4.40)

A posteriori error estimator We derive a simple a posteriori error estimator for the
nonlinear problem. We have

yTK(u−un) = yT [Ku −Kun] (4.41)

yTK(u−un) = yT [f−N(u)−Kun] (4.42)

yTK(u−un) = yT [f−N(un)−Kun]+yT [N(un)−N(u)] (4.43)

Note that the result
dTu = dTun
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implies that the second term satisfiesyT [N(un)−N(u)] = 0.

We assume that the approximate solutionun satisfies the relation

zT
n [f−N(un)−Kun] = 0. (4.44)

(becauseun comes from a reduced subspaceVn). Then we have

yTK(u−un) = (y−zn)
T [f−N(un)−Kun]. (4.45)

So we get
yTK(u−un) ≤ ‖y−zn‖2‖f−N(un)−Kun‖2 , ∀ zn ∈Vn. (4.46)

Introducing the projection intoV⊥
n , PV⊥

n
, we write

yTK(u−un) ≤
∥
∥
∥PV⊥

n
y
∥
∥
∥

2
‖f−N(un)−Kun‖2 . (4.47)

Recall that

sup
y6=0

yTK(u−un)
√

yTKy
=
√

(u−un)TK(u−un).

We obtain

√

(u−un)TK(u−un) ≤ sup
y6=0

√

yTPT
V⊥

n
PV⊥

n
y

yTKy
‖f−Kun−N(un)‖2 . (4.48)

Proposition 4.8.3.The constant satisfies

1√
θn+1

≤ sup
y∈V

√

yTPT
V⊥

n
PV⊥

n
y

yTKy
≤ 1√

θn
(4.49)

Proof. First we prove the upper bound

sup
y6=0

√

yTPT
V⊥

n
PV⊥

n
y

yTKy
≤ 1√

θn
.

Forn = 1, we haveVn = [K−1d]. PV⊥
1

is a projection. So we have

yTPT
V⊥

1
PV⊥

1
y =

∥
∥
∥PV⊥

1
y
∥
∥
∥

2

2
≤ ‖y‖2

2 = yTy

and

sup
y6=0

√
√
√
√

yTPT
V⊥

1
PV⊥

1
y

yTKy
≤ sup

y6=0

√

yTy
yTKy

.

Recall that

θ1 ≤ inf
y6=0

yTKy
yTy
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and

sup
y6=0

yTy
yTKy

=

(

inf
y6=0

yTKy
yTy

)−1

.

So we obtain

sup
y6=0

√
√
√
√

yTPT
V⊥

1
PV⊥

1
y

yTKy
≤ 1√

θ1
.

Consider now the case wheren> 1. We decompose the vectord on the basis of eigenvectors

d =
N

∑
i=1

diφ i

(whereN is the dimension of the matrixK ) and introduce the vector̃d

d̃ =
N

∑
i=n

diφ i .

Note that

K−1d̃ =
N

∑
i=n

di

θi
φ i

and
φT

i K−1d̃ = 0 for i < n.

The subspaceVn satisfies

span
(
K−1d,φ1, . . . ,φn−1

)
= span

(
K−1d̃,φ1, . . . ,φn−1

)
.

but the basis for the right hand side is orthogonal. So we can decompose the projection
PV⊥

n
as follows

PV⊥
n

= P[K−1d̃]⊥P[φ1,...φn−1]
⊥.

So we have

yTPT
V⊥

n
PV⊥

n
y =

∥
∥
∥P[K−1d̃]⊥P[φ1,...φn−1]

⊥y
∥
∥
∥

2

2
≤
∥
∥
∥P[φ1,...φn−1]

⊥y
∥
∥
∥

2

2

and

sup
y6=0

√

yTPT
V⊥

n
PV⊥

n
y

yTKy
≤ sup

y6=0

√

yTPT
[φ1,...φn−1]

⊥P[φ1,...φn−1]
⊥y

yTKy
=

1√
θn

.

Next we need to prove the lower bound

1√
θn+1

≤ sup
y6=0

√

yTPT
V⊥

n
PV⊥

n
y

yTKy
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Consider a vectory such thatdTK−Ty = 0. Using an eigendecomposition ofy, the ratio
becomes √

∑N
i=ny2

i

∑N
i=1θiy2

i

.

The result would hold if we have

N

∑
i=1

θiy
2
i ≤

N

∑
i=n

θn+1y2
i

or
n−1

∑
i=1

θiy
2
i +(θn−θn+1)y

2
n+0×y2

n+1 +
N

∑
i=n+2

(θi −θn+1)y
2
i ≤ 0 (4.50)

Since the eigenvaluesθi are positive and ordered in a non-decreasing fashion, only the

coefficients ofy2
n andy2

n+1 are negative or zero. If we select a vectory in
(
span

{
K−1d

})⊥∩
span(φn,φn+1), then the bound (4.50) holds, which proves

1√
θn+1

≤ sup
y6=0

√

yTPT
V⊥

n
PV⊥

n
y

yTKy

Note that the intersection
(
span

{
K−1d

})⊥ ∩ span(φn,φn+1) contains a vector different
from 0 because the sum of their dimensions is greater thanN.

On the subspaceVn, an a posteriori error estimator for theK -norm of the error is

1√
θn

‖f−Kun−N(un)‖2 . (4.51)

Numerical experiment on efficiency To assess the efficiency of the estimator (4.51),
we consider a system composed of 21 unit masses connected by springs of unit stiffness.
Between springs 10 and 11, a cubic nonlinear spring is inserted. The left end of the system
is fixed while the other end is free. The source term is

f = f0[1, · · · ,1]T . (4.52)

The estimator is
1√
θn

‖f−Kun−N(un)‖2 . (4.53)

In Figure 4.53, we plot the ratio

1√
θn
‖f−Kun−N(un)‖2

√

(u−un)TK(u−un)
. (4.54)
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Figure 4.53. Efficiency with a subspace composed ofK−1d and
of eigenmodes

For this example, the estimator is fairly accurate for all values ofn. For high values of
n, the a posteriori estimator tends asymptotically towards theK -norm of the error

√

(u−un)TK(u−un). (4.55)

In Figure 4.54, we plot the ratio

1√
θn

/sup
y6=0

√

yTPT
V⊥

n
PV⊥

n
y

yTKy
.

Figure 4.54.Comparison of constants with a subspace composed
of K−1d and eigenmodes

The ratio is always greater than 1 because we have an upper bound. For this example,
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the upper bound

sup
y6=0

√

yTPT
V⊥

n
PV⊥

n
y

yTKy
≤ 1√

θn

is sharp.

4.8.2 Dynamic nonlinear problem

Consider a nonlinear problem composed of masses connected by springs. Several non-
linear springs are inserted between linear springs. The left end of the system is fixed while
the other end is free. We study now the dynamic problem. The semi-discrete undamped
equations of motion are

Mü+Ku +
J

∑
j=1

n j(uTd j)d j = f. (4.56)

Gronwall inequalities

For the sake of completeness, we recall some variants of the Gronwall lemma that will
be useful in the following analysis.

Lemma 4.8.4.Let α ∈ (0,1) and C> 0. Consider two continuous positive functionsφ(t)
and m(t) such that

∀t ∈ [0,T], φ(t) ≤C+

∫ t

0
m(s)φ(s)αds. (4.57)

Then we have, for all t∈ [0,T],

φ(t)≤
{

C1−α +(1−α)
∫ t

0
m(s)ds

} 1
1−α

. (4.58)

Lemma 4.8.5.Letα ∈ (0, 1
2]. Consider two continuous positive functions m(t) and p(t) on

[0,T]. Denoteφ a differentiable positive function on[0,T] whose derivative is continuous
and satisfying

∀t ∈ [0,T], φ ′(t)≤ m(t)φ(t)α + p(t)φ(t). (4.59)

Then we have, for all t∈ [0,T],

φ(t)≤
[

φ(0)1−αe(1−α)
∫ t

0 p(s)ds+(1−α)

∫ t

0
m(s)e(1−α)

∫ t
s p(τ)dτds

] 1
1−α

. (4.60)

Proof. If φ is zero on[0,T], then the result holds. DenoteG = φ α . We have

φ ′ =
1
α

G′G
1−α

α
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and
1
α

G′G
1−α

α ≤ mG+ pG
1
α .

ConsiderI a sub-interval of[0,T] whereφ is non-zero. Then we obtain onI , after dividing
by G,

1
α

G′G
1
α −2− pG

1
α −1 ≤ m

and (
1
α
−1

)

G′G
1
α −2−α

(
1
α
−1

)

pG
1
α −1 ≤ α

(
1
α
−1

)

m.

The inequality remains true for anyt in [0,T] because the left hand side is equal to 0 on
[0,T]\I . The left hand side is an exact derivative

d
dt

(

G(t)
1
α −1e−(1−α)

∫ t
t0

p(s)ds
)

=
[(

1
α
−1

)

G′G
1
α −2− (1−α) pG

1
α −1
]

e−(1−α)
∫ t
t0

p(s)ds
.

Integrating the previous inequality, we obtain

G(t)
1
α −1e−(1−α)

∫ t
0 p(s)ds−G(0)

1
α −1 ≤ (1−α)

∫ t

0
m(s)e−(1−α)

∫ s
0 p(τ)dτds

and

G(t)
1
α −1 ≤ G(0)

1
α −1e(1−α)

∫ t
0 p(s)ds+(1−α)

∫ t

0
m(s)e(1−α)

∫ t
s p(τ)dτds.

We get

φ(t) ≤
[

φ(0)1−αe(1−α)
∫ t

0 p(s)ds+(1−α)
∫ t

0
m(s)e(1−α)

∫ t
s p(τ)dτds

] 1
1−α

.

Analysis

In this section, we perform the analysis of the semi-discrete equations of motion. In
particular, we study stability bounds, uniqueness of the solution, and a priori error esti-
mates.

Stability estimates
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Theorem 4.8.6.Consider the semi-discrete undamped equations of motion

Mü+Ku +
J

∑
j=1

n j(uTd j)d j = f. (4.61)

We assume that each function nj has a positive primitive. Then, for any time t∈ [0,T], we
have

√
√
√
√

1
2

u̇TMu̇+
1
2

uTKu+
J

∑
j=1

Nj(uTd j) ≤
√

E0+
1√
2

∫ t

0
‖f(s)‖M−1 ds (4.62)

where E0 is the initial energy

E0 =
1
2

vT
0 Mv0 +

1
2

uT
0 Ku0+

J

∑
j=1

Nj(uT
0 d j). (4.63)

Remark.Theorem 4.8.6 still holds with a weaker assumption on the functionsn j :

1
2

u̇TMu̇+
1
2

uTKu+
J

∑
j=1

Nj(uTd j) ≥ 0, ∀t ∈ [0,T]. (4.64)

Proof. We start by multiplying the equations of motion with the vectoru̇T . Notice that we
have

u̇TMü =
1
2

d
dt

(
u̇TMu̇

)
and u̇TKu =

1
2

d
dt

(
uTKu

)

and

n j(uTd j)u̇TdT
j =

d
dt

(
Nj(uTd j)

)
.

Denote

E(t) =
1
2

u̇TMu̇+
1
2

uTKu+
J

∑
j=1

Nj(uTd j).

Then we have

dE
dt

(t) = u̇T f ≤
√

u̇TMu̇
√

fTM−1f ≤
√

2E(t)
√

fTM−1f.

After integration, we obtain

E(t)≤ E(0)+
∫ t

0
‖f(s)‖M−1

√

2E(s)ds

We conclude by using the Gronwall inequality from Lemma 4.8.4.
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Corollary 4.8.7. Consider the semi-discrete undamped equations of motion

Mü+Ku +
J

∑
j=1

n j(uTd j)d j = f. (4.65)

We assume that each function nj has a positive primitive. Then, for any time t∈ [0,T], we
have

‖u̇‖M ≤
√

2E0+
∫ t

0
‖f(s)‖M−1 ds (4.66)

‖u‖K ≤
√

2E0+
∫ t

0
‖f(s)‖M−1 ds (4.67)

√
√
√
√

J

∑
j=1

Nj(uTd j) ≤
√

2E0+
∫ t

0
‖f(s)‖M−1 ds (4.68)

‖u‖M ≤ ‖u0‖M + t
√

2E0+
∫ t

0
(t−s)‖f(s)‖M−1 ds (4.69)

where E0 is the initial energy

E0 =
1
2

vT
0 Mv0 +

1
2

uT
0 Ku0+

J

∑
j=1

Nj(uT
0 d j). (4.70)

Proof. The first three inequalities are straightforward because the energy is bounding the
left hand sides. The last estimate is obtained by writing

u(t) = u0 +

∫ t

0
u̇(s)ds

and using the bound for‖u̇‖M .

Corollary 4.8.8. Consider the semi-discrete undamped equations of motion

VTMV µ̈ +VTKV µ +
J

∑
j=1

n j(µTVTd j)VTd j = VT f. (4.71)

We assume that each function nj has a positive primitive. Then, for any time t∈ [0,T], we
have
√
√
√
√

1
2

µ̇TVTMV µ̇ +
1
2

µTVTKV µ +
J

∑
j=1

Nj(µTVTd j)

≤
√

E0+
1√
2

∫ t

0

∥
∥VT f(s)

∥
∥

M−1 ds (4.72)

where E0 is the initial energy

E0 =
1
2

vT
0 VTMVv0+

1
2

uT
0 VTKVu0 +

J

∑
j=1

Nj(uT
0 VTd j). (4.73)
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Uniqueness Next we study the uniqueness of the solution.

Theorem 4.8.9.Consider the semi-discrete undamped equations of motion

Mü+Ku +
J

∑
j=1

n j(uTd j)d j = f (4.74)

with u(0) = u0 andu̇(0) = u̇0. If the solutionu exists, it is unique.

Proof. Consider two solutionsu andv in [0,T]. We start by writing the equation satisfied
by u−v,

M( ü − v̈) + K(u − v) = f −
J

∑
j=1

n j(uTd j)d j − f +
J

∑
j=1

n j(vTd j)d j

We multiply this equation witḣu− v̇ to obtain

d
dt

[
1
2

(u̇− v̇)T M (u̇− v̇)+
1
2

(u−v)T K (u−v)

]

=
J

∑
j=1

[
n j(vTd j)−n j(uTd j)

]
(u̇− v̇)T d j

and

d
dt

[
1
2

(u̇− v̇)T M (u̇− v̇)+
1
2

(u−v)T K (u−v)

]

≤
J

∑
j=1

∣
∣n j(vTd j)−n j(uTd j)

∣
∣‖u̇− v̇‖M

∥
∥d j
∥
∥

M−1

Corollary 4.8.7 implies thatu andv are bounded fort ∈ [0,T]. Since the functionsn j are
locally Lipschitz continuous, there exists a constantC0 depending onT, f, and the initial
conditions(u0, u̇0) such that

∣
∣n j(uTd j)−n j(vTd j)

∣
∣≤C0

∣
∣uTd j −vTd j

∣
∣≤C0‖u−v‖K

∥
∥d j
∥
∥

K−1 . (4.75)

Denote

Ẽ(t) =
1
2

(u̇− v̇)T M (u̇− v̇)+
1
2

(u−v)T K (u−v) .

We obtain
dẼ
dt

≤ 2C0Ẽ
J

∑
j=1

∥
∥d j
∥
∥

K−1

∥
∥d j
∥
∥

M−1

which implies that

E(t)≤ E(0)e2tC0 ∑J
j=1‖d j‖K−1‖d j‖M−1

Assuming thatẼ(0) = 0, we obtain that̃E is zero at all time and that the solutionsu andv
are equal.

124



Error estimates

Theorem 4.8.10.Consider the semi-discrete undamped equations of motion

Mü+Ku +
J

∑
j=1

n j(uTd j)d j = f (4.76)

and the reduced-order model

VTMV µ̈ +VTKV µ +
J

∑
j=1

n j(µTVTd j)VTd j = VT f. (4.77)

We assume that the columns ofV contain the vectorsK−1d j and that the functions nj are
locally Lipschitz continuous. Denoteµexact the projection ofu into the span ofV for the
K -inner product,

VTK(u−Vµexact) = 0 ⇒ VTKV µexact= VTKu . (4.78)

Then there exists a constant C> 0 such that, for any time t∈ [0,T], we have

√

‖µ̇(t)− µ̇exact(t)‖2
VTMV +‖µ(t)−µexact(t)‖2

VTKV

≤ eCt
√

‖µ̇(0)− µ̇exact(0)‖2
VTMV +‖µ(0)−µexact(0)‖2

VTKV

+
∫ t

0
‖ü−Vµ̈exact‖M eC(t−s)ds

Proof. We start by writing the equation satisfied byµ −µexact,

MV (µ̈ − µ̈exact)+KV (µ −µexact)

= MV µ̈ +KV µ +
J

∑
j=1

n j(µTVTd j)d j − f

+M( ü−Vµ̈exact)+K(u−Vµexact)

+
J

∑
j=1

[
n j(uTd j)−n j(µTVTd j)

]
d j

We multiply this equation with(µ̇ − µ̇exact)
TVT to obtain

d
dt

[
1
2
(µ̇ − µ̇exact)

TVTMV (µ̇ − µ̇exact)+
1
2
(µ −µexact)

TVTKV (µ −µexact)

]

= (µ̇ − µ̇exact)
TVTM( ü−Vµ̈exact)

+
J

∑
j=1

[
n j(uTd j)−n j(µTVTd j)

]
(µ̇ − µ̇exact)

TVTd j
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becauseµ is the solution of the reduced-order problem andµexact is the projection ofu into
the span ofV for theK -inner product. The Cauchy-Schwarz inequality gives

d
dt

[
1
2
(µ̇ − µ̇exact)

TVTMV (µ̇ − µ̇exact)+
1
2
(µ −µexact)

TVTKV (µ −µexact)

]

≤
√

(µ̇ − µ̇exact)
TVTMV (µ̇ − µ̇exact)‖ü−Vµ̈exact‖M

+
J

∑
j=1

∣
∣n j(uTd j)−n j(µTVTd j)

∣
∣

√

(µ̇ − µ̇exact)
TVTMV (µ̇ − µ̇exact)

∥
∥d j
∥
∥

M−1

Corollary 4.8.7 implies thatu andVµ are bounded fort ∈ [0,T]. Since the functionsn j are
locally Lipschitz continuous, there exists a constantC0 depending onT, f, and the initial
conditions(u0,v0) such that

∣
∣n j(uTd j)−n j(µTVTd j)

∣
∣≤C0

∣
∣uTd j −µTVTd j

∣
∣ . (4.79)

The columns ofV contain the vectorsK−1d j and we have

uTd j = µT
exactV

Td j .

We obtain

d
dt

[
1
2
‖µ̇(t)− µ̇exact(t)‖2

VTMV +
1
2
‖µ(t)−µexact(t)‖2

VTKV

]

≤
√

(µ̇ − µ̇exact)
TVTMV (µ̇ − µ̇exact)‖ü−Vµ̈exact‖M

+C0

J

∑
j=1

√

‖µ̇(t)− µ̇exact(t)‖2
VTMV

√

‖µ(t)−µexact(t)‖2
VTKV

∥
∥d j
∥
∥

K−1

∥
∥d j
∥
∥

M−1

We conclude by using the Gronwall inequality from Lemma 4.8.5 withα = 1/2 and

m(t) =
√

2‖ü−Vµ̈exact‖M and p(t) = 2C0

J

∑
j=1

∥
∥d j
∥
∥

K−1

∥
∥d j
∥
∥

M−1 .

Corollary 4.8.11. Under the assumptions of Theorem 4.8.10, we have, for any time t∈
[0,T],

√

‖u̇(t)−Vµ̇(t)‖2
M +‖u(t)−Vµ(t)‖2

K

≤ eCt
√

‖µ̇(0)− µ̇exact(0)‖2
VTMV +‖µ(0)−µexact(0)‖2

VTKV

+‖u̇(t)−Vµ̇exact(t)‖M +‖u(t)−Vµexact(t)‖K

+
∫ t

0
‖ü−Vµ̈exact‖M eC(t−s)ds
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A posteriori error estimator

In this section, we study an a posteriori error estimator. This work was made in collab-
oration with Mikala Johnson, graduate student in the Department of Applied Mathematics
at University of Washington.

Theorem 4.8.12.Consider the semi-discrete undamped equations of motion

Mü+Ku +
J

∑
j=1

n j(uTd j)d j = f (4.80)

and the reduced-order model

VTMV µ̈ +VTKV µ +
J

∑
j=1

n j(µTVTd j)VTd j = VT f. (4.81)

We assume that the columns ofV contain the vectorsK−1d j and that the functions nj are
locally Lipschitz continuous. Then there exists a constant C> 0 such that, for any time
t ∈ [0,T], we have

√

‖u̇(t)−Vµ̇(t)‖2
M +‖u(t)−Vµ(t)‖2

K

≤
√

‖u̇(0)−Vµ̇(0)‖2
M +‖u(0)−Vµ(0)‖2

K eCt∑J
j=1‖d j‖K−1‖d j‖M−1

+
∫ t

0
‖r‖M−1 eC(t−s)∑J

j=1‖d j‖K−1‖d j‖M−1ds

where the residual vectorr is defined by

r = f−MV µ̈ −KV µ −
J

∑
j=1

n j(µTVTd j)d j

Proof. Without any loss of generality, we consider only one nonlinearity. Recall the exact
equation of motion:

Mü+Ku +n(uTd)d = f (4.82)

and the equation of the reduced order model:

VTMV µ̈ +VTKV µ̈ +n(µTVTd)VTd = VT f (4.83)

Then the residual is given by:

r = f−MV µ̈ −KV µ̈ −n(µTVTd)d (4.84)

Replacing the expression forf in equation (4.84) with the expression in (4.82):

r = Mü+Ku +n(uTd)d−MV µ̈ −KV µ̈ −n(µTVTd)d,
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f−MVµ̈ −KV µ̈ −n(µTVTd)d =

Mü+Ku +n(uTd)d−MV µ̈ −KV µ̈ −n(µTVTd)d

and

M( ü−Vµ̈)+K(u−Vµ) =

f−MV µ̈ −KV µ −n(µTVTd)d−
[
n(uTd)−n(µTVTd)

]
d.

Multiplying the above equation by(u̇−Vµ̇)T to obtain an exact derivative on the left hand
side:

d
dt

[
1
2

ėTMė+
1
2

eTKe
]

= (u̇−Vµ̇)Tr +
[
n(µTVTd)−n(uTd)

]
(u̇−Vµ̇)Td (4.85)

Let R(t) =
[

1
2ėTMė+ 1

2eTKe
]
, bound each term of the right hand side separately as a

functionR(t) starting with the first term, letting(u̇−Vµ̇) = ė, then utilizing the Cauchy-
Schwarz inequality

∣
∣ėTr

∣
∣≤ ‖ė‖M ‖r‖M−1

Next, we note that the quantity‖ė‖M can be bounded as:

‖ė‖M =
√

ėTMė≤
√

ėTMė+eTKe=
√

2R(t)

sinceeTKe ≥ 0. Thus, for the first term of equation (4.85) we find:

(u̇−Vµ̇)Tr = ėTr ≤
√

2R(t)‖r‖M−1 (4.86)

The second part of the second term of equation (4.85) is bounded as was done before except
this time instead ofr we now haved:

(u̇−Vµ̇)Td = ėTd ≤
√

2R(t)‖d‖M−1 (4.87)

Next we must bound the first part of the second term assuming Lipschitz continuity of the
nonlinear function:

|n(µTVTd)−n(uTd)| ≤C|(µTVT −uT)d|
≤C|eTd|
≤C‖e‖K ‖d‖K−1

≤C‖d‖K−1

√

2R(t) (4.88)

whereC is the Lipschitz constant. Putting all three bounds together (4.86,4.87,4.88) into
equation (4.85) we obtain:

dR(t)
dt

≤
√

2R(t)‖r‖M−1 +
√

2R(t)‖d‖M−1C‖d‖K−1

√

2R(t)

≤
√

2R(t)‖r‖M−1 +2C‖d‖K−1 ‖d‖M−1 R(t)

128



To this equation we are able to apply the Gronwall inequality wherem(t) =
√

2‖r‖M−1,
p(t) = 2C‖d‖K−1 ‖d‖M−1, andα = 1/2:

R(t)
1
2 ≤ R

1
2(0)exp(

1
2

∫ t

0
2C‖d‖K−1 ‖d‖M−1)

+
1
2

∫ t

0

√
2‖r‖M−1 exp(

1
2

∫ t

s
2C‖d‖K−1 ‖d‖M−1)ds

Note thatp(t) does not depend ont so the integrals can be simplified, and also note that
R(t) is the expression for the energy of the error in both the linear acceleration and linear
spring-stiffness terms:

1
2

[
ėTMė+eTKe

]
≤ [R(0)

1
2 exp(C‖d‖K−1 ‖d‖M−1 t)+

1√
2

∫ t

0
‖r‖M−1 exp(C‖d‖K−1 ‖d‖M−1 (t−s))ds]2 (4.89)

Numerical efficiency of estimator The results in figure (4.55) were compiled using the
solutions obtained from solving the problem in equation (4.83) with the local cubic nonlin-
earity,

n(uTd)d = (uTd)3d,

on the subspaces of exact eigenvectors ofM andK with the augmenting vectorK−1d. The
∆t used for the numerical solutions was∆tmax/128, while the timestep for the “true” solu-
tion was taken to be∆tmax/2048. The “true” solution was obtained by directly integrating
the full nonlinear problem (eq. 4.82). In addition, the Lipschitz constant was approximated
as

C = max
(u,t)∈D

|3(uTd)2|.

For this particular formulation of the problem a couple simplifications of equation
(4.89) can be made. First the initial error is zero,R(0) = 0, sinceu0 = u̇0 = Vµ = Vµ̇ = 0.
Also, it is possible to separate the term,

exp(C‖d‖K−1 ‖d‖M−1 t),

from the square:

ėTMė+eTKe ≤ exp(2C‖d‖K−1 ‖d‖M−1 t)×

[
∫ t

0
‖r‖M−1 exp(−C‖d‖K−1 ‖d‖M−1 s)ds]2

Clearly this estimator radically overestimates the error fort > 4 or so, and it grows
exponentially with the length of integration. However, it does not ever underestimate the
error, even at the beginning of the time integration.
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Figure 4.55. Comparison of Gronwall-derived error estimator
and computed error as a function of time for various dimension
subspaces including the augmenting vectorK−1d.

4.9 Conclusion

We have demonstrated the feasibility of achieving reduced models for systems with lo-
calized nonlinearities by augmenting the most natural basis functions with vectors that have
appropriate discontinuities at the locations of nonlinearity. This assures that the kinematics
necessary to couple the nonlinearity to the rest of the structural response are present.

An important observation - regardless of what analogies one wishes to make - is that
it is because of the mechanical coupling of those joint modes with the eigen modes of
the reference linear structure that those eigen modes satisfactory describe the nonlinear
structural dynamics.

Though this model reduction appears to work well for both large and small structural
loads, a few words are appropriate about how the results manifest themselves for the cases
of small loads. It is observed in the examples shown here that for such cases the amplitude
of the generalized coefficient for the discontinuous basis function is always very low com-
pared to those of the first several elastic eigen modes. The augmenting mode serves the
purpose of coupling the joint mechanics into the dynamics of the other modes. In doing so
it does not change the characteristic mode shapes as seen by SVD, it just provides modest
nonlinear damping. In these ways, the apparent modal response of the reduced nonlinear
systems appears very much like that found in a modal lab for real structures: one sees
apparently linear modes, except for nonlinear damping of each mode.

When this technique is employed in finite element analysis of jointed structures - espe-
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cially when Component Mode Synthesis is employed along the way - dramatic increases in
computing efficiency can be achieved. This new ability to do capacity computing enables
us to do types of analysis that are critical to the SNL mission, such as when variability in
joint properties of applied loads must be considered in a statistical analysis of component
vulnerability.

Finally, original work by Ulrich Hetmaniuk demonstrates a theoretical basis for the
quality of approximation demonstrated by the method of discontinuous basis functions
exploratory computations.
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Chapter 5

Conclusion

Each of the model reduction methods presented in this report has the capacity to reduce
compute times for realistic problems by orders of magnitude. Taken together, and inte-
grated so much as possible, they can change the manner in which real problems of value
to the SNL mission can be addressed. Instead of doing one or two simulations of a large
system, we shall be able to domanysuch calculations accounting for uncertainties in loads,
boundary conditions, and interface parameters. It will be possible to make meaningful
probabilistic statements about system performance.

The first step in this acceleration of analysis is provides by stabilized tied contact. The
analyst if freed to mesh each component of a structure independent of others, so long as
the interfaces have sufficient fidelity to capture the physics of the problems. Mesh A of
Figure 5.1 illustrates how when meshing the left and right blocks, one must specify the
locations of the nodes on the interface for each to align with those specified for the other.
The advantages of stabilized tied contact are illustrated in Mesh B, The blocks on the left
and right are meshed independently of each other. The block on the left has a fine mesh
appropriate to the load distribution anticipate for it. The block on the right is meshed in
two regions: the region on the left is course but suitable for the strain gradients anticipated
while the region on the left of that block is fine enough to accommodate the strain gradients
associated with the corners of the interfaces of the two blocks. In Mesh B, stabilized tied
contact is used in both interfaces.

One can integrate stabilized tied contact and scalable component mode synthesis. Con-
sider the shape function of Figure 3.9 imposed between adjacent substructures. In that
figure, one assumes the the nodal arrangements are identical across the interface. That con-
dition is not necessary at all. One may connect the two interfaces via stabilized tied contact
and then solving the specialized local problems (Equations 3.30 and 3.17).

A further integration of these methods can be employed in the integration of CMS
models for components provided by different sources. Much current project management
energy goes into seeing that the nodal configurations of these CMS models is consistent.
This problem can be mitigated using the stabilized tied contact method provided the surface
shape functions for each substructure model is available. (See Figure 5.2.)

The combination of stabilized tied contact and scalable component mode synthesis so
reduces the size to the underlying model that it is now tractable to perform the system
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A B

Figure 5.1.Creating conformal mesh integrating two features re-
quires coordinated meshing of each. Stabilized tied contact makes
it possible to mesh each independently.

Figure 5.2. Stabilized tied contact can also be used to connect
substructures, each of which is modeled by CMS, so long as shape
functions for the surfaces are given.
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eigen analysis and and the many quasi-static analyses necessary for the use of the method
of discontinuous basis functions. This nonlinear transient analysis can then be performed
using even fewer degrees of freedom. The large time steps possible with this method and
the small problem size make it possible to perform the number of analyses to account for
system variabilities.

135



136



References

[1] D. N. Arnold, F. Brezzi, B. Cockburn, and L. D. Marini. Unified analysis of discontin-
uous Galerkin methods for elliptic problems.SIAM Journal on Numerical Analysis,
39(5):1749–1779, 2002.
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[4] I. Babuška and J. E. Osborn. Generalized finite element methods: Their performance
and their relation to mixed methods.SIAM J. Numer. Anal., 20(3):510–536, 1983.

[5] T. Barth, P. Bochev, M. Gunzburger, and J. Shadid. A taxonomy of consistently
stabilized finite element methods for the Stokes problem.SIAM Journal on Scientific
Computing, 25(5):1585–1607, 2004.

[6] R. Becker, P. Hansbo, and R. Stenberg. A finite element method for domain decom-
position with non-matching grids.Mathematical Modeling and Numerical Analysis,
37(2):209–225, 2003.

[7] J. K. Bennighof and R. B. Lehoucq. An automated multilevel substructuring
method for eigenspace computation in linear elastodynamics.SIAM J. Sci. Comput.,
25(6):2084–2106, 2004.

[8] C. Bernardi, Y. Maday, and A. T. Patera.A new nonconforming approach to domain
decomposition: the mortar element method. in Nonlinear Partial Differential Equa-
tions and Their Applications, H. Brezis and J. L. Lions eds. Longman Scientific &
Technical, 1994, pp. 13–51.

[9] F. Bourquin. Component mode synthesis and eigenvalues of second order opera-
tors: Discretization and algorithm.Mathematical Modelling and Numerical Analysis,
26:385–423, 1992.

[10] F. Brezzi and L. Marini. Augmented spaces, two-level methods, and stabilizing sub-
grids. Int. J. Numer. Meth. Fluids, 40:31–46, 2002.

[11] C. Chu and M. H. Milman. Eigenvalue error analysis of viscously damped structures
using a Ritz reduction method.AIAA Journal, 30:2935–2944, December 1992.

137



[12] R. R. Craig, Jr. and M. C. C. Bampton. Coupling of substructures for dynamic analy-
sis. AIAA Journal, 6(7):1313–1319, 1968.

[13] Dassault Systemes Simulia Corp.Abaqus Analysis User’s Manual, Version 6.8.

[14] C. R. Dohrmann. Analysis of stabilized tied contact.in preparation, 2009.

[15] C. R. Dohrmann, S. W. Key, and M. W. Heinstein. Methods for connecting dissim-
ilar three-dimensional finite element meshes.International Journal for Numerical
Methods in Engineering, 47:1057–1080, 2000.

[16] C. R. Dohrmann and O. B. Widlund. Hybrid domain decomposition algorithms for
compressible and nearly incompressible elasticity. Technical Report TR2008-919,
Department of Computer Science, New York University, 2009. to appear in Interna-
tional Journal for Numerical Methods in Engineering.

[17] Y. Efendiev and T. Hou. Multiscale Finite Element Methods: Theory and Appli-
cations, volume 4 ofSurveys and Tutorials in the Applied Mathematical Sciences.
Springer New York, first edition, 2009.

[18] S. Falletta. The approximate integration in the mortar method constraint. In O. B.
Widlund and D. E. Keyes, editors,Lecture Notes in Computational Science and En-
gineering, volume 55, pages 555–563, Berlin, 2008. Springer.

[19] M. J. Gander and C. Japhet. An algorithm for non-matching grid projections with lin-
ear complexity. In M. Bercovier, M. Gander, R. Kornhuber, and O. Widlund, editors,
Proceeding of the 18th International Conference on Domain Decomposition Methods,
pages 185–192, Jerusalem, Israel, 2008.

[20] D. Todd Griffith and Daniel J. Segalman. Finite element calculations illustrating
a method of model reduction for the dynamics of structures with localized nonlin-
earities. Technical Report SAND2006-5843, Sandia National Laboratories, October
2006.

[21] P. Hansbo, C. Lovadian, I. Perugia, and G. Sangalli. A Lagrange multiplier method for
the finite element solution of elliptic interface problems using non-matching meshes.
Numerische Mathematik, 100:91–115, 2005.

[22] U. Hetmaniuk and R. B. Lehoucq. Multilevel methods for eigenspace computations in
structural dynamics. InDomain Decomposition Methods in Science and Engineering,
volume 55 ofLecture Notes in Computational Science and Engineering, pages 103–
114. Springer-Verlag, 2007.

[23] T. Hou and X. Wu. A multiscale finite element method for elliptic problems in com-
posite materials and porous media.J. Comput. Phys., 134:169–189, 1997.

[24] W. C. Hurty. Vibrations of structural systems by component-mode synthesis.Journal
of the Engineering Mechanics Division, ASCE, 86:51–69, 1960.

138



[25] W. D. Iwan. Distributed-element model for hysteresis and its steady-state dynamic
response.ASME Journal of Applied Mechanics, 33(4):893–900, Dec. 1966.

[26] W. D. Iwan. On a class of models for yielding behavior of continuous and composite
systems.ASME Journal of Applied Mechanics, 34(3):612–617, 1967.

[27] L. V. Kantorovich and V. I. Krylov.Approximate Methods of Higher Analysis. Inter-
science, New York, 1958. (translated from Russian).

[28] G. Kerschen, J. C. Golinval, A. F. Vakakis, and L. A. Bergman. The method of proper
orthogonal decomposition for dynamical characterization and order reduction of me-
chanical systems: An overview.Nonlinear Dynamics, 41(1-3):147 – 169, August
2005.

[29] Y. Maday, F. Rapetti, and B. I Wohlmuth. The influence of quadrature formulas
in 2d and 3d mortar element methods. In L. F. Pavarino and A. Toselli, editors,
Lecture Notes in Computational Science and Engineering, volume 23, pages 203–
221. Springer, 2002.

[30] S. G. Mikhlin. Mathematical Physics: an Advanced Course. American Elsevier
Publishing Company, Inc., New York, 1970.

[31] M. H. Milman and C. C. Chu. Optimization methods for passive damper placement
and tuning.Journal of Guidance, Control, and Dynamics, 17(4):848 – 56, Jul-Aug
1994.

[32] MSC Software Corporation.MD Nastran R3 Release Guide, 2008.

[33] E. G. Ng and B. W. Peyton. Block sparse Cholesky algorithms on advanced unipro-
cessor computers.SIAM Journal on Scientific Computing, 14(5):1034–1056, 1993.

[34] J. Nolen, G. Papanicolaou, and O. Pironneau. A framework for adaptive multiscale
methods for elliptic problems.Multiscale Modeling & Simulation, 7(1):171–196,
2008.

[35] A Pantano and R. C. Averill. A penalty-based interface technology for coupling inde-
pendently modeled 3D finite element meshes.Finite Elements in Analysis and Design,
43:271–286, 2007.

[36] K. C. Park, C. A. Felippa, and G. Rebel. A simple algorithm for lacalized construction
of non-matching structural interfaces.International Journal for Numerical Methods
in Engineering, 53:2117–2142, 2002.

[37] E. Pesheck, C. Pierre, and S. W. Shaw. New galerkin-based approach for accurate non-
linear normal modes through invariant manifolds.Journal of Sound and Vibration,
249(5):971 – 993, Jan 2002.

[38] M. A. Puso. A 3D mortar method for solid mechanics.International Journal for
Numerical Methods in Engineering, 59:315–336, 2004.

139



[39] A. Quarteroni and A. Valli.Domain Decomposition Methods for Partial Differential
Equations. Numerical Mathematics and Scientific Computation. Oxford University
Press, Oxford, UK, first edition, 1999.

[40] Daniel J. Segalman. A four-parameter Iwan model for lap-type joints. Technical
Report SAND2002-3828, Sandia National Laboratories, 2002.

[41] Daniel J. Segalman. Modelling joint friction in structural dynamics.Structural Con-
trol and Health Monitoring, 13(1):430–453, 2005.

[42] Daniel Joseph Segalman. A four-parameter Iwan model for lap-type joints.ASME
Journal of Applied Mechanics, 72(5):752–760, September 2005.

[43] Gilbert Strang and George J. Fix.An Analysis of the Finite Element Method.
Wellesley-Cambridge Press, Wellesley, MA 02181 USA, 1988.

[44] B. I. Wohlmuth. A mortar finite element method using dual spaces for the Lagrange
multiplier. SIAM Journal on Numerical Analysis, 38(3):989–1012, 2000.

[45] G. Zavaries and L. De Lorenzis. A modified node-to-segment algorithms passing
the contact patch test.International Journal for Numerical Methods in Engineering,
79:379–416, 2009.

140



DISTRIBUTION:

5 Ulrich L. Hetmaniuk
Department of Applied Maths,
University of Washington, Box 352420,
Seattle, WA 98195-2420

5 MS 0346 Dohrmann, Clark R. , 01523
1 MS 0346 Brake, Mathew R., 01526
1 MS 0346 Baca, Tom, 01523
5 MS 0557 Segalman, Daniel J., 01525
1 MS 0557 Redmond, James M., 01525
1 MS 0557 Griffith, Todd, 01523
1 MS 1318 Ken Alvin , 01414
5 MS 1320 Lehoucq, Richard, 1414
1 MS 0899 Technical Library, 9536 (electronic)
1 MS 0123 D. Chavez, LDRD Office, 1011

141



142



v1.32




	Overview and Introduction
	Stabilized Tied Contact
	Chapter Abstract
	Introduction
	Classic Tied Contact
	Stabilized Tied Contact
	Numerical Examples
	Conclusions

	Scalable Component Mode Synthesis
	Chapter Abstract
	Introduction
	Component mode synthesis
	New special finite element method
	Relationship to other approximating methods
	Numerical Experiments
	Conclusions

	Method of Discontinuous Basis Functions
	Introduction
	Formulation
	Model Reduction for a Structure Containing a Mechanical Joint
	Implementation in the Context of Finite Element Analysis
	Employment in Conjunction with Component Mode Synthesis
	Nonlinear Normal Modes
	Implementation in Finite Element Analysis
	Convergence of the Method of Discontinous Basis Functions
	Conclusion
	Chapter Acknowledgments

	Conclusion
	References

