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EXECUTIVE SUMMARY 

Advances in the study of two-phase flow increasingly require detailed internal flow 

structure information upon which theoretical models can be formulated. The void fraction 

and interfacial area are two fundamental parameters characterizing the internal flow 

structure of two-phase flows. However, little information was available on these 

parameters, and it is mostly limited to vertical flow configuration. Particularly, there was 

virtually no database for the local interfacial area concentration in spite of its necessity in 

multidimensional two-fluid model analysis. 

In view of the above, a research program, which has been sponsored by the 

DOEBES, has been underway at the University of Wisconsin-Milwaukee. The overall 

objectives of the research program were to develop instrumentation methods, an extensive 

database and analysis leading to predictive models for describing the internal flow 

structure and behaviors of two-phase flow in horizontal configurations. 

Experimental efforts were directed at developing instrumentation technique for 

measurements of the local interfacial area concentration and void fraction in the bubbly 

flow, plughlug flow, stratified smooth and stratified wavy and annular flow patterns 

encountered for two-phase flows in horizontal configurations. Chapters 5 through 12 

describe several conductivity probe techniques that have been developed under this 

research program. More specifically: 

Chapters 5 and 6 present the development and utility of the two-sensor 

conductivity probe for a bubbly flow, 

Chapter 7 describes the utility of hot-film anemometry method for a bubbly 

flow whereas Chapters 9 and 10 documents the development of hot-film 

probe method for a plughlug flow, 

~ Chapter 8 describes the four-sensor conductivity probe design for 

measuring the large bubble interfacial area concentration in a plug/slug 

flow-pattern, 

Chapter 11 summarizes the development and utility of a two-sensor 

parallel-wire conductivity probe for the stratified, i.e., stratified-smooth, 

xv 



stratified-wavy and stratified-atomizing, flow patterns encountered in 

horizontal two-phase flows, finally, 

Chapter 12 involves with the development of eight-sensor parallel-wire 

probe method designed for a horizontal annular flow-pattern. 

Analytical efforts were focused on deriving predictive mechanistic models 

describing the interfacial structure in various adiabatic two-phase flow patterns as well as 

predicting fluid particle behavior in boiling channels. Chapters 13 through 18 summarize 

these efforts. More specifically, they are summarized as follows: 

Chapter 3 deals with the derivation of the interfacial area transport equation 

and discusses the basic mechanisms affecting the source and sink terms 

appearing in the interfacial transport equation. 

Chapter 13 is devoted to studies of interfacial instabilities of horizontal 

stratified flows, 

Chapter 14 describes mechanistic scaling methodologies and derivation of 

similarity requirements for two-phase flow-regime transitions, 

Chapter 15 presents an analysis of the spherically symmetric phased change 

(moving boundary) problem to describe the bubble growth andor collapse 

in boiling channels, 

Chapter 16 describes several droplet disintegration mechanisms and offers 

0 

0 

0 

0 

droplet size and size distributions model for an annular flow-pattern, 

whereas Chapter 17 is devoted to bubble break-up processes and describes a 

detailed mechanistic model describing the averaged bubble size and size 

distributions in bubbly flow, finally, 

Chapter 18 deals with modeling of void fraction and interfacial area 

concentration and concludes that the core break-up is a dominant break-up 

mechanism, which determines the interfacial area concentration in the core 

whereas the Taylor break-up mechanism becomes dominant around the pipe 

perimeter. 

0 
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1. INTERNAL FLOW STRUCTURE AND INTERFACIAL AREA IN TWO-PHASE 
FLOW SYSTEMS 

1.1 Introduction 
The simultaneous flow of two phases or of several components occurs in a large 

number of engineering systems as well as in many natural phenomena. At first glance it 

might appear that various multiphase systems and components and phenomena have very 

little in common. Actually, the contrary is true. If we recall that the singular characteristic 

of two-phase or of two immiscible mixtures is the presence of one or several interfaces, 

between the phases or components,'it can be noticed that many of the two-phase systems 

have a common structure, Le., a common topography of the interface. Furthermore, 

whereas single-phase flows can be classified according to the geometry of the flow in 

laminar, transitional and turbulent flow, the flow of two-phases or of a mixture of 

immiscible liquids can be classified according to the geometry of the interface into three 

main classes, i.e., in separated flows, transitional or mixed flows and dispersed flows. 

In view of this topographical and structural classification into separated, mixed 

and dispersed flows, it could be expected that many of the two-phase systems of 

importance should exhibit a large number of steady state and dynamic similarities. This 

indeed is the case. For example, it was shown in Refs. [ 1-31 that the theory of kinematic 

waves, which was developed by Lighthill and Whitman [4] to analyze the flow of cars on 
roads, can be extended to analyze and predict transient response of two-phase systems 

with applications to fluidized beds, boiling water nuclear reactors, and cryogenic heat 

exchanger. 

It is evident that if a firm understanding of the thermo-fluid dynamic 

characteristics of two-phase flow is attained, then these results could be applied to predict 

the operational performance of systems and components in a variety of technologies. 

Indeed, such a generalized method of analysis has been attained and used in the field of 

single-phase flows. There, studies of the thermo-fluid dynamic characteristics of laminar 

and of turbulent flows have been first carried out, and then the results have been applied 

to various technologies. However, in the field of two-phase flow, the opposite approach 

has been followed most often. There, the tendency has been to analyze the thermal andor 
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fluid dynamic problems of a particular system, component or process, say of a nuclear 

reactor, refrigerator, pollutant separator, liquid propellant rocket or open channel 

sediment transport. 

Consequently, a broad understanding of the thermo-fluid dynamic behavior of 

two-phase systems has not been attained yet, nor is a generalized method available at the 

present time to analyze and predict the performance of the systems. The design of 

engineering systems and the ability to predict their performance depend on the 

availability of experimental data and of conceptual models, which can be used to describe 

a physical process with a required degree of accuracy. From a scientific, as well as from a 

practical point of view, it is essential that the various characteristics and properties of 

such conceptual models and processes should be formulated clearly, on a rational basis, 

and supported by experimental data. For this purpose specially designed experiments are 

required which must be conducted in conjunction with and in support of analytical 

investigations. 

It is well established in continuum mechanics that the conceptual model for 

single-phase flow of a gas or of a liquid, is formulated in terms of field equations which 

describe the conservation laws of mass, momentum, energy, charge, etc. These field 

equations are then complemented by appropriate constitutive equations such as the 

constitutive equations of state, stress, chemical reactions, etc., which specify the 

thermodynamic, transport and chemical properties of a given constituent material, i.e., of 
a specified solid, liquid or gas. It is to be expected, therefore, that the conceptual models, 

which describe the steady state and dynamic characteristics of structured multi-phase or 
multi-component media, should also be formulated in terms of the appropriate field and 
closure relations. However, the derivation of such equations for the flow of structured 

media is considerably more complicated [5] than for continuous media, i.e., for single- 

phase flow. 

In multi-phase or multi-component flows the presence of interfaces introduces 

great difficulties in the mathematical and physical formulation of the problem. From the 

point of view of physics, the difficulties which are encountered in deriving the field and 

closure equations appropriate to multiphase flow systems 

interface and the fact that both the steady and dynamic 

stem from the presence of the 

characteristics of multi-phase 
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flows depend upon the structure of the flow. For example, the steady state and the 

dynamic characteristics of dispersed two-phase flow systems depend on the collective 

dynamics of solid particles, bubbles or droplets interacting with each other and with the 

surrounding continuous phase; whereas, in the case of separated flows these 

characteristics depend upon the structure and dynamics of the interface. In order to 

determine the collective interaction of particles and the dynamics of the interface, it is 

necessary to describe first the local properties of the flow and then to obtain a 

macroscopic description by means of appropriate averaging procedures, [5]. For 

dispersed flows, for example, it is necessary to determine the rates of nucleation, 

evaporation or condensation, motion and disintegration of single droplets (bubbles) as 

well as the collisions and coalescence processes of several droplets (or bubbles). 

For separated flows, the structure and the dynamics of the interface greatly influence the 

rates of mass, heat and momentum transfer as well as the stability of the system. For 

example, the performance and flow stability of a condenser for space application depend 

on the dynamics of the interface. Similarly, the rate of droplet entrainment from a liquid 

film, and therefore, the effectiveness of film cooling, depend on the stability of the vapor- 

liquid interface. 

It can be concluded from this discussion that in order to derive the field and 

closure relations appropriate to structured, multi-phase media it is necessary to describe 

the local characteristics of the flow from which the macroscopic properties should be 

obtained by means of an appropriate averaging procedure. It is evident also that the 
design, performance and very often the safe operation of a great number of important 

technological systems depend on the availability of realistic and accurate field and 

closure equations. In particular, the interfacial transfer terms in a two-phase flow 

formulation play the essential roll by describing the interfacial transport of mass, 

momentum and energy. However, it can be said that these interfacial transfer terms are 

the weakest link in a two-phase flow formulation, because of considerable difficulties in 
terms of experimentation as well as modeling, [ 5 ] .  The interfacial area concentration and 

flow-pattern transition criteria are the most important basis for driving reliable closure 

relations for two-phase flow. 
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1.2 Two-Phase Flow Field Formulations and Importance of Interfacial Area 

Measurements 

Two-Phase flow is characterized by the existence of the interfaces between phases 

and discontinuities of properties associated with them. The internal structures of two- 

phase flow are classified by two-phase flow patterns. Various transfer mechanisms 

between the mixture and wall as well as between phases strongly depend on these two- 

phase patterns. This leads to the use of flow-pattern dependent correlations and closure 

equations together with appropriate flow-pattern transition criteria. On the other hand the 

basic structure of flow can be characterized by two fundamental geometrical parameters. 

These are the void fraction and interfacial area concentration. The void fraction expresses 

the phase distribution whereas the interfacial area describes available area for the 

interfacial transfer of mass, momentum and energy. Therefore, an accurate knowledge of 

these parameters is necessary for any two-phase flow analysis. This fact can be further 

substantiated with respect to two-phase flow formulation. 

The rational approach to develop a macroscopic two-phase flow formulation is to 

use proper averaging of the local instant formulation, which is based on the single-phase 

flow balance equations and interfacial jump conditions at the interfaces. The averaging 

procedure is basically a filtering process, which eliminates or smooth out some unwanted 

high frequency random signals from local instant fluctuations of variables. However, 

various statistical properties of these fluctuations and collective contribution from the 

interfacial transfer are taken into account through the closure relations for the bulk fluids 

and interface. Many of the difficulties in developing the two-fluid model formulation are 
associated with this interfacial transfer modeling. 

Various averaging procedures which can be used for two-phase flow analysis are 

reviewed in detail [5J. There are three main groups based on the physical concepts used 

to formulate dynamical problems, namely, Eulerian, Lagrangian and Boltzman statistical 

averages. Among them, the Eulerian averaging is particularly important in most practical 

engineering problems. 

Besides these different averaging methods for developing a model, there are two 

fundamentally different formulations of the macroscopic balance equations for two-phase 

flow systems. These are the mixture models and two-fluid model. The mixture model 
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informulated by considering the motion of a two-phase mixture as a whole in terms of the 

mixture momentum equation. The relative motion between phases is taken into account 

by a closure equation for the relative velocity. The most important assumption associated 

with the mixture model is that a strong coupling exists between the motions of two 

phases. This implies that the mixture model is an accurate approximation to the two-fluid 

model whenever there is a sufficient interaction time or length for two phases. Certain 

two-phase flow problems involving a sudden acceleration of one phase, with respect to 

the other on a flow in a very short tube or vessel, may not be appropriately described by 

this model. In these cases inertia terms of each phase should be considered separately by 

use of a two-fluid model. 

Depending on the form of the closure equation for the relative velocity and on the 

treatment of the thermal non-equilibrium between phases, a number of different mixture 

models have been proposed, i.e., the homogeneous flow, slip flow, and drift-flux models. 

When the effect of gravity is important as in the flooding, flow reversal, and counter- 

current flow, only the drift-flux model, [6 -91 is satisfactory. The use of the slip flow 

model based on a slip ratio correlation or void-quality correlation is limited to a high- 

speed unidirectional flow. The effect of thermal non-equilibrium can be taken into 

account by a phenomenological model in which the vapor generation rate is specified, or 

by the mechanistic model in which energy equation for each phase is used and the energy 

transfers to the interfaces are specified by closure relations. 

The two-fluid model is formulated by considering each phase separately in terms 

of two sets of conservation equations which govern the balance of mass, momentum, and 

energy of each phase. These balance equations represent the macroscopic fields of each 

phase and are obtained from proper averaging methods. Since the macroscopic fields of 

each phase are not independent of the other phase, the interfacial interaction terms, which 

couple the transport of mass, momentum and energy of each phase appear in the field 

equations. It is expected that the two- fluid model can predict mechanical and thermal 

non-equilibrium between phases accurately. However, it is noted that the interfacial 

transfer terms should be modeled accurately for the two- fluid model to be useful. In the 

present state of the arts, the closure 

link in the two-fluid model. The 

relations for these interfacial terms are the weakest 

difficulties arise due to the complicated transfer 
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mechanisms at the interfaces coupled with the motion and geometry of the interface. 

Furthermore, the closure relations should be modeled by measurable macroscopic 

variables based on proper averaging. 

A three-dimensional two-fluid model has been obtained by using temporal or 

statistical averaging [5]. For most engineering applications, the model developed by Ishii 

can be simplified to the following forms [6,7]: 

Continuity Equation 

+ Hkrrk + q:iai + @ k  

Here rk , M I , ,  z,, q:l and a)k are the mass generation, due to phase change, generalized 

interfacial drag, interfacial shear stress, interfacial heat flux, and dissipation, respectively. 

The subscript k denotes the k-th phase and i stand for the values at the interface. a, which 

is defined as the interfacial area concentration denotes the interfacial area per unit 
mixture volume. 

The above field equations indicate that several interfacial transfer terms appear on 

the right- hand sides of the equations. Since these interfacial terms also should obey the 

balance laws at the interface, interfacial transfer conditions could be obtained from an 

average of the local interfacial conditions, [7]. They are given by: 

Hkirk + q;p, = 0 (4c) 

In the above set of time-averaged balance equations, the dependent variables are 

listed in Table 1 .  Since the number of variables is larger than the number of equations, 
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constitutive equations need to be added to close the formulation. Extensive discussions of 

the requirements for the closure laws were given by Ishii [5] and Boure [SI. In view of 

the above formulation, it is evident that, closure relations for the interfacial area 

concentration (a,), the interfacial transfer terms ( r k  , M I ,  and qi,a, ) and the Reynolds 

stress in two-phase flow ( r f )  are necessary for the interfacial transfer terms. The 

enthalpy interfacial transfer condition indicates that specifLing the heat flow at the 

interface for both phases is equivalent to the closure relation for r k  if the mechanical 

energy transfer terms can be neglected. This aspect greatly simplifies the development of 

the closure relations for the interfacial transfer terms. 

By introducing the mass flux, lj2: defined by 

r k  = aim: ( 5 )  

rk H k i  + aiq: i  = ai <m," H k i  + 4:i ) 

the interfacial energy transfer term appearing in Eqs. (1.3) and (1 .4~)  can be written as 

(6)  

The heat flux at the interface should be modeled using the driving force or the 

potential for an energy transfer. Thus, 

= hki (q - Tk (7) 

where Ti is the temperature at the interface and Tk is the k'th phase bulk mean 

temperature based on the average enthalpy, Hk, and hki is the interfacial heat transfer 

coefficient. A similar treatment of the interfacial momentum transfer term is also possible 

[91. 

Table 1 Balance Equations and Associated Variables 

Conservation Equations I Department Variables I Interfacial Transfer Terms 
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In view of the above, the importance of the interfacial area concentration is 

developing closure relations for the interfacial transfer is evident. Thus, in general, the 

interfacial transfer terms can be written as a product of the interfacial area concentration, 

ai, and the mean driving force: 

(Interfacial Transfer Term) = a, x (Driving Force) (8) 
As demonstrated by Ishii [5], and further detailed by Ishii and Kocamustafaogullari [lo] 

and Ishii et al. [ 1 11, interfacial area concentration defined as the available interfacial area 

per unit volume of the two-phase mixture, characterizes the first order geometrical 

effects; therefore, it must relate to the interfacial structure of the two-phase flow field. On 

the other hand, the driving forces for the interfacial transport characterize the local 

transport mechanisms such as the local turbulence and molecular transport properties and 

must be related to the respective potentials. It is essential to make a conceptual distinction 

between the effects of these two parameters; thus, closure relations should be developed 

separately for each of these effects. 

As the above formulation indicates, closure relations for the local interfacial are 

concentration and the driving forces are essential for a detailed analysis and prediction of 

the behavior of a two-phase flow system. In this study, efforts will be focused on the 

closure relations of the interfacial area concentration, the momentum driving force 

(momentum flux) and the Reynolds stress in two-phase flow, from both the theoretical 

and experimental point of views. Any attempt to formulate a two-phase flow system in 
terms of the two-fluid model would not be complete unless accurate models for these 

terms are also included. The general, interfacial area concentration relation can be used in 

the models of the interfacial mass and energy transfer as well. In order to highlight the 

research needs on the interfacial area concentration as well as the momentum flux and 

two-phase flow turbulence, the current state and problems in the modeling practice 

relevant to these closure relations are summarized below. 

1.3 Interfacial Area Concentration 

Most of the current two-phase flow formulations use the traditional flow-regime 

maps and flow-regime transition criteria and the flow-regime dependent interfacial area 

correlations in terms of basic flow parameters. As a result, the closure relations for the 
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interfacial area concentration are different from one regime to another with obvious 

discontinuities between them. Although this approach results in simple algebraic relations 

for the interfacial area concentration, it has the following shortcomings: 

(1) The flow regime transition criteria are algebraic relations obtained for steady- 

state, fully developed flows conditions. They do not fully reflect the true dynamic 

nature of changes in the interfacial structure. Hence, the effects of the entrance or 

boundary and developing flow cannot be taken into account correctly, nor the 

gradual transition between regimes. 

(2) The method based on the flow regime transition criteria is a two-step method that 

requires the flow regime dependent closure relations for the interfacial area in a 

form of bubble size or droplet size correlations. Therefore, the compound errors 

from this approach can be significant. 

(3) The existing flow regime dependent correlations and criteria are valid in limited 

parameter ranges for certain specific operational conditions. Most of them are 

obtained from simple air- water flow experiments and phenomenological models. 

Often the scale effects of geometry and fluid properties are not taken into account 

correctly. When applied to high pressure, steam-water transients, these models 

may cause significant discrepancies, artificial discontinuities and numerical 

instability. 

In reality, flow regime transition in two-phase flow is a gradual evolutional 

process, rather than sudden switching of flow characteristics, except for certain 

transitions such as CHF. For instance, as studied and observed by Radovicich and 

Moissis [12] and Griffith and Snyder [13], the transition from bubbly flow to slug flow 

occurs mainly due to agglomeration and coalescence of smaller bubbles into cap bubbles. 

Once a cap bubble is formed, further coalescence follows in the wake region of a cap 

bubble. These observations indicate that for good mechanistic modeling, it is necessary to 

study bubble coalescence and breakup criteria. The latter will give information on the 

maximum bubble size and bubble size distribution. These are important in the formation 

of a link between the flow-regime transition and the characteristics of the interfacial 
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structure, such as interfacial area concentration and void fraction distributions. In terms 

of heat transfer, the nucleation phenomena would be important. 

Since the flow-regime dependent models have the inherent shortcomings, for 

complicated two-phase flow thermal hydraulics analysis, it is necessary to use an 

appropriate model, which can characterize changes in the interfacial structure. Based on 

the current development in multi- phase studies, most researchers agree [14-161 that 

interfacial area transport equation is a rational choice for such a purpose. This transport 

equation is in the form of a conservation equation of interfacial area concentration with 

the right-hand-side representing the source and sinks due to the physical process for the 

creation and destruction of interfacial area. In this way, the two- phase flow evolution 

across flow regime transition boundaries is closely modeled, and thus any artificial 

discontinuities can be prevented. The elimination of artificial bifurcation in a 

mathematical formulation of the two-phase flow field is highly desirable in terms of 

computational efficiency and numerical stability. It is expected that the interfacial area 

transport equation can expand the current capability of the two-fluid model from both 

scientific and practical point of view. 

1.4 Objectives of the Research Program 

The overall objectives of the research program sponsored by the DOE/BES at the 

University of Wisconsin-Milwaukee were to develop instrumentation methods, an 
extensive database and analysis leading to predictive models for describing the interfacial 

structure and behaviors of two-phase flow in horizontal configurations. In terms of the 

flow structure, development of the interfacial area transport equation, distributions of the 

local void fraction, interfacial area, fluid particle size and their axial development from 

the entrance to the exit were the primary focal point of the research program. For the 

purpose of understanding the dynamic behaviors of the interfacial velocity, interfacial 

wave characteristics and coalescence and disintegration of fluid particles were studied. 

The special emphasis were placed on developing instrumentation techniques for 

measurements of the interfacial area concentration in the stratified smooth and stratified 

wavy, plug/slug flow, bubbly flow and annular flow patterns encountered for two-phase 

flows in horizontal configurations. 
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1.5 Highlight of Accomplishments ~ 

One of the long term goals of the DOEBES is to provide a technological base for 

the field related to energy engineering and science. The scope of the research program 

have addressed this goal in terms of the fundamental understanding of interfacial 

transfers in two-phase flow which is important to many energy systems. 

Under the research program sponsored by the DOEBES at the University of 

Wisconsin-Milwaukee (Principal Investigator Dr. Gunol Kojasoy), a number of important 

results have been obtained. They are briefly summarized in this report. The highlight of 

the major accomplishments in the instrumentation development, measurement and 

modeling is summarized below: 

We have established the following: 

1. The interfacial area transport equation can be derived from the statistical 

model of the fluid particle number transport equations. 

The mathematical theory relating the interfacial area concentration to the 

interfacial velocity is correct and it can be implemented in the 

measurement method. 

Measurement of the interfacial area concentration through the interfacial 

velocity can be applied to practical two-phase flow conditions by the use 

of multi-sensor resistivity probes. 

For bubbly flow pattern, it is sufficient to use a double-sensor resistivity 

probe. 

For large bubbles such as the plug/slug flow patterns, it is necessary to use 

a four-sensor resistivity probe. 

2. 

3. 

4. 

5 .  

6.  For the horizontal annular two-phase flow pattern, the circumferential 

interfacial characteristic can be measured by the use of an eight-point 

electrical resistivity probe. 

For the horizontal stratifiedsmooth and stratifiedwavy flow pattern, the 

parallel-wire double-sensor resistivity probe can be used to measure the 

interfacial characteristics of the horizontal stratified-smooth and stratified- 

wavy flow pattern. 

7. 
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We have demonstrated the following: 

1. For bubbly flow-pattern, the double-sensor probe method simultaneously 

give following parameters over a wide range of flow conditions: 

e 

e 

e 

e 

e Bubble passing frequency 

e 

Local void-fraction and void distribution, 

Local interfacial area concentration and distribution, 

Local Sauter-Mean Diameter of Bubbles, 

Local Interfacial Velocity, Le., bubble velocity, 

Probability density function of bubble chord length. 

2. The changes in the void-fraction and interfacial area concentration 

characterize and quantifl the development of interfacial flow structure and 

two-phase flow regimes. 

The four-sensor probes are very effective to characterize the detailed flow 

structure in bubbly and slug flows. For example, the contributions of large 

bubbles and small bubbles to void fraction and interfacial area 

concentration can be measured separately at once. 

The integration of these local measurements over the cross section gives 

excellent agreements with the well-established global measurements such 

as quick closing valves and flow meters. 

For bubbly and slug flow, the hot-film anemometry method can be used to 
e 

e 

e 

e 

3. 

4. 

5.  

Identifl liquid and gas phases, i.e., phase identification, 

Measure the local time-averaged void fraction, 

Construct the local time-averaged liquid velocity distribution, 

Measure the local liquid-phase turbulent velocity fluctuations and 

turbulent intensity. 

6. For slug flow, the hot-film anemometry method can differentiate the small 

spherical/distorted bubble and large slug bubble void fractions which is 

essential for the development of the two-group drag coefficient and 

turbulence models. 
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7. A simultaneous application of two hot-film probes can be used to 

investigate the intermittent and transient characteristics of the slug flow 

pattern. This method is very effective to investigate the local variations in 

the three distinctive regions of a horizontal slug flow: 

e Liquid ahead of large gas bubble nose, 

e Liquid in the wake region of large gas bubbles, 

e Liquid layer below the large bubbles, i.e., near the nose and wake. 

Combination of the hot-film anemometry and multi-sensor resistivity 

probe methods yields information on the local gas and liquid velocities 

and, hence, the local relative velocity in the horizontal bubbly and slug 

flow patterns. 

Double-sensor parallel wire resistivity probe technique can be used to 

measure 

e Average liquid height, 

e Average wave height, 

e Wave velocity, 

e 

e 

8. 

9. 

Wave frequency and wave length, and 

The cross-correlation technique for analyzing wave velocity and 

Fourier transform method for analyzing wave frequency spectrum 

and eventually determining the most dominant wave frequency. 
10. For horizontal annular flow pattern, eight-point electrical resistivity probe 

can be used to measure the interfacial wave structure and its variation 

through the circumferential position. 

This is the first time that such detailed local instrumentation methods for the 

measurement of local interfacial structure have been developed and their accuracy and 

reliability over wide ranges of parameters have been demonstrated. 
As indicated in the preceding section, the traditional approach to describe the 

interfacial structure in terms of flow regimes and flow regime transition criteria has a 

number of shortcomings for complicated transient thermal-hydraulic analysis. In view of 

this a new approach was initiated to develop an interfacial area transport equation for the 
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first order characterization of interfacial structures. The highlight of the major 
accomplishments in modeling the interfacial area transport equation and the fluid particle 

(bubbles and droplets) break-up and size distributions can be summarized as follows: 

1. The interfacial transport equation is developed from the statistical model 

of fluid particle number transport equation which includes the source and 

sink terms due to the particle interactions and interfacial phase change. 

The consistency of this approach is demonstrated in terms of the 

macroscopic continuity equation of a bubbly flow field. 

The general framework to develop the closure relations for the fluid 

particle interactions and phase change terms is presented. 

Based on bubble break-up mechanism, maximum and mean bubble size 

and interfacial area concentration are mechanistically modeled: 
0 

2. 

3. 

4. 

The mean bubble size in the case of horizontal flow is mainly 

controlled by the action of stresses from surface forces and liquid 

turbulent velocity fluctuations acting across a bubble diameter, 

However, in the vicinity of the pipe wall, the Taylor break-up 

mechanism becomes dominant factor in determining maximum 

bubble size and its distribution. 

0 Verification of the model is established by experimental data. 

Two Weber number criteria, one based on the classical Kolmogorov 

theory and other on Levich’s theory, are studied for describing droplet 

0 

5 .  

disintegration mechanism in annular flow: 
0 When pd < pc, the entrainment of fluid particles by turbulence may 

be complete, and that the Weber number criterion based on 

Kolmogorov’s theory mechanistically describes the fragmentation 

of drops and bubbles in a turbulent liquid flow, 

When pd < pc, the entrainment of droplets by turbulent eddies 

cannot be complete, and interfacial effects play a major role 

instead of turbulent eddies in the mechanism of droplet 

disintegration. 

0 
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

e A theoretical model developed to describe the break-up mechanism 

of entrained droplets in the gas core of an annular flow. 

6. A simple mechanistic model is developed on the combination of Kelvin- 

Helmholtz and Raleigh-Taylor instability theories to describe the break-up 

of drops and bubbles rising or falling freely in a stagnant media. 

A hydrodynamic model is developed to describe local variations in the 

liquid film thickness and local film velocity profiles with respect to radial 

and circumferential position within a horizontal annular flow: 
e 

e 

7. 

Wave induced turbulence is dominant for Re, < 1 1 5,000 

Wave induced turbulence and shear pumping are equally dominant 

for 1 15 I Re, I 205,000 and 

Shear pumping is dominant for Re, > 205,000. e 

A long-wave stability analysis is performed to investigate the significance 

of 

e Viscosity Ratio 

0 Density Ratio 

0 Fluid Depth Ratio . 

on interfacial stability of stratified flow. 

8. 
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L, 
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Greek Letters 

a Void Fraction 
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Subscripts 
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2. INTERFACIAL AREA MEASUREMENT METHODS 

Several methods are available at present to measure interfacial area concentrations 

in gas-liquid and liquid-liquid two-phase flows. These are photography, light attenuation, 

ultrasonic, probing and chemical methods. Detailed reviews of all these methods have 

been given by Veteau and Morel [l], Veteau and Charlot [2,3], Veteau [4] and Ishii and 

Mishima [ 5 ] .  In what follows, we shall briefly describe the principles of the measurement 

methods and discuss the advantages and limitations of each method. 

2.1 Chemical Method 
In this technique, integral values of interfacial areas are obtained by absorption 

experiments. This requires knowledge of gas solubility, dispersion characteristics of both 

phases, and either mass transfer coefficient in the case of physical absorption or 

difisivity and reaction rate constants in the case of chemical absorption. Many chemical 

systems have been proposed for determination of interfacial areas by the chemical 

method, including non-aqueous systems. A suitable reaction has to be chosen carefully, 

as the result may be specific to the system used, the properties of which can hardly be 

varied. The value of the interfacial area concentration obtained thus is usually referred to 

as "effective interfacial area" indicating that it may deviate from the geometrical 

interfacial area and depends strongly on the particular conditions employed. 

Several factors have to be considered when choosing a chemical reaction for 

measuring interfacial areas if the results are to be free of excessive error. The systems 
usehl for such measurements have been reviewed by Sharma and Danckwerts [6]. The 

topic has been dealt with in the literature [6-331 and will be discussed here only to the 

extent directly relevant to the measurement principles. 

For an irreversible reaction of a gas phase component A with a liquid phase 

reactant B, 

V A  A + B + Products (1) 
which is of order m, n in A and B, respectively. An approximate expression for the 

enhancement factor is given by Danckwerts [6]  as 

JM[(E i  - E)/ (Ei  - l)]"" E =  
tanh{JM[(E,  - E) / (E i  - 1)]"/'} 
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where 

and 

1 2 
k; m + l  

A4 E -[(-)k,DA(C;)'"-'C''] 

In these equations, VA is the stoichiometric factor, RA is the rate of absorption of gas A 

per unit volume of the gas-liquid two-phase mixture, kLA is the mass transfer coefficient 

of A in the liquid phase, k,, is the reaction rate constant, and DA and DB are the diffusion 

coefficients of A and B, respectively. C g  is the concentration of the component B in the 

bulk of the liquid phase, whereas C*A is the concentration of A at the gas-liquid interface 

which is assumed to be equal to the equilibrium concentration of A in the bulk liquid 

phase. A pseudo-m'th, n'th order reaction is approximated when dM<< Ei. In this case, 

Eq. (2) can be approximated by 

For purposes of measuring interfacial areas, only fast reactions, which are characterized 

by 

1 <<JM <<Ei (7) 

are relevant. In such cases, Eq. (6)  can, in turn, be approximated by 

Substituting E and M from Eqs. (3) and (3, respectively, the following equation is 

obtained for the rate of absorption of A in an irreversible, fast m'th, n'th, order reaction: 

E =  JM ( 8 )  

2 n 112 RA a;[(-)k,nDA(C;)m+'CB] 
m + l  (9) 

Equation (9) states that the absorption rate is independent of kLA that is of the 

hydrodynamic conditions. Instead, it is governed by the physiochemical parameters, 

reactant concentration and the area of contact surface. For the type of reaction so far 
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discussed, the means to influence the values of M and Ei, in order to justifjr the inequality 

expressed by Eq.(7) to be valid, are rather limited, 

In principle, selecting a suitable chemical reaction confirming Eq. (7) and 

measuring the absorption rate, RA, the local interfacial area concentration, a,, can be 

evaluated directly from Eq. (9) provided that the physiochemical parameters appearing in 

the right-hand side bracket are known. Thus, knowledge of reaction kinetics, solubility of 

gas-phase component A, the diffusion coefficient of A in the liquid-phase By and, finally, 

the experimental capability of measuring the local rate of absorption are required for 

determining a. from Eq. (9). While the chemical systems confirming Eq. (7) for such 

measurements have been reviewed by Sharma and Danckwerts [7], in principal it is 

extremely difficult, if not impossible, to measure the local rate of absorption. Therefore, 

instead of the local interfacial area measurements, in practice an averaged interfacial area 

concentration is obtained in terms of measurable quantities by incorporating Eq. (9) into a 

molar balance on the liquid phase over the total volume of the test section used in the 

experiment. Since the average of a product differs from the product of the averages, the 

interfacial area concentration obtained from the integral of Eq. (9) would be considered 

as an "effective interfacial area concentration'' instead of the actual volume-averaged 

interfacial area concentration. If the fast reaction condition expressed by Eq. (7) is not 

fulfilled and the absorption takes place at the transition from slow to fast reaction regime, 

absorption measurements at different reaction rates must be carried out. In this case, the 

interfacial area concentration is obtained from the so-called Danckwerts plot [7]. 

Based on the above principle, many chemical systems have been proposed for 

determination of effective interfacial areas by using the chemical method [6-331. The 

relevant literature has been recently reviewed by DeJesus and Kawaji [34]. It has been 

observed by Schumpe and Deckwer [20,2 11 that in the pseudo-homogeneous flow 

regimes, the values of the interfacial area determined by the photographic method were 

greater than those obtained by the chemical method by about 35%. However, in the 

heterogeneous flow regime the values obtained by the photographic method were twice 

as high as those obtained by the chemical method. They have also observed that two 

different chemical methods yielded largely different values, even under similar 

conditions. This may be due to the fact that the effective area is evaluated on the basis of 
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simplified reactor models, which do not account for the mixing phenomena of the gas 

phase. Bubble shrinkage due to absorption is also neglected. They have, however, also 

shown that this discrepancy can be reduced greatly by accounting for bubble shrinkage 

and hydrostatic head. Deviation between the effective interfacial area determined by 

chemical methods and the geometrical interfacial area is largely dependent on the 

properties of the reaction system such as rate constant, difisivity and solubility, the 

operating conditions, bubble size, and bubble size distribution. 

It can be seen that even though the chemical method is a common technique for 

determination of interfacial area, systematic investigation of the effects of the liquid 

phase properties on the interfacial area is extremely difficult. It is also difficult to 

measure the local rates of absorption. The method seems to be highly dependent on the 

reaction chosen and also the geometry of the reactor. Depending on the application, a 

suitable reaction has to be chosen with great care, and the experiments can be time 

consuming. The results are not suitable for obtaining information of a more general 

nature, as the results are specific to the property of the system. It seems, however, to be 

the only method, which does not require verification by any other kind of measurement, 

and yields an overall value of the interfacial area from a single measurement. 

2.2 Photographic Method 
The photographic method has been used innovatively in the two-phase flow 

measurements of various parameters. This method involves, first, the determination of the 

mean particle diameter of the dispersion, which could be either a droplet or a bubble. The 

specific interfacial area is then calculated from the relation: 

6a 
Qi =- . 

Dsnl 

there D,, is the Sauter mean diameter. 

The above relation gives good results for the case of spherical bubbles. However, 

for non-spherical bubbles, the projected area and the perimeter for each bubble under 

consideration is to be obtained. Hence, in this case two Sauter mean diameters are 

obtained, one based on the projected area and the other based on the perimeter. The shape 

factor is then calculated based on the ratio of the perimeter of the projected non-spherical 
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bubble to that of the spherical bubble having the same projected area. With this 

information the interfacial area in the case of non-spherical bubbles can be obtained. 

The photographic method seems to be a very expensive method. Rapid advances 

have been made in terms of the availability of equipment including sophistication 

combined with ease of use. These advances include the high-speed movie camera and the 

high-speed video camera. High-speed movie cameras offer the advantage of a better 

resolution at a considerably lower cost than a video camera. But it has a disadvantage in 

that it needs an additional digitizer or a projector for analysis. Instant analysis is also not 

possible due to the time involved in film processing. Speeds up to 60,000 frames per 

second are available in these types of cameras. The video cameras have an advantage in 

that there is no processing time and, hence, the results can be analyzed almost 

instantaneously. But the tremendous cost involved, which can be almost four times that 

of a movie camera, offsets this advantage on most occasions. The resolution also leaves 

much to be desired. 

It is, however, to be borne in mind that it becomes absolutely necessary to 

conduct experiments in transparent sections in order to enable us to use the photographic 

method. Photographs taken through a transparent wall are representative of the conditions 

at the focal point and may not be representative of those over the entire cross section. 

This section of the experimental setup must be carefully chosen to minimize the effects of 
refraction and reflection, as they could have disastrous effects on the end results. It also 

appears that selection of the lighting equipment is something of a trial and error process 

before yielding photographs of the right quality. Analysis of photographs can be very 

tedious, time consuming, and at times even subjective. It also seems unlikely that a large 

body of data can be generated by this method. 

Studies on the determination of the interfacial area by the photographic method 

have been conducted by various investigators [3,11,20,35-421. Burgess and Calderbank 

[38] have shown that the photographic method yields interfacial areas which are more 

than twice those obtained by other methods. Kawecki et al. [39], applied the photographic 

technique so that a continuous stream of the liquid and dispersed gas was withdrawn from 

the apparatus into a translucent rectangular chamber, and photographs were taken through 

the chamber wall. As pointed out by Reith [40], however, the procedure cannot be used 
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with higher gas void fractions because of coalescence of bubbles during transfer from the 

apparatus into the chamber. Instead of photographing through the wall, a special probe 

can be placed inside the vessel as suggested by Weiss and Ziegel [41]. Only small 

volumes can be sampled by such a device and, also, especially at higher gas void 

fractions, the alteration of the flow conditions by the, probe can lead to non-representative 

results. Landau et al. [l 13 used diffused side lighting for the photographs. Information 

regarding bubble size and shape was obtained from photographs with the aid of a 

digitizer. Bubble contours were traced with a stylus on an enlarged print placed on the 

digitizer. They obtained two Sauter mean diameters, one based on the perimeter and the 

other based on the projected area. In addition, Landau et ai. [ I l l  have shown that the 

photographic technique, when applicable, can be used in combination with a suitable 

means for photographic analysis to provide additional information on the dispersion, such 

as mean bubble diameter, bubble size distribution and shape factor. 

Gunn and Doori [42] have compared the photographic method and the electrical 

probe method to study bubbles in a fluidized bed. A 16 rnm cine-camera was used at a 

film speed of 24 frames per second. A digitizer was used by them, as by most other 

investigators, for analysis. They have studied the volumetric bubble flow rate, the mean 

equivalent diameter, the bubble velocity and the effects bubble orientation near a probe. 

They, in fact, compared the bubble measurements by the optical and electrical methods 

with very good results. 

2.3 Light Attenuation Method 

The method of light attenuation to measure the interfacial area was first used by 

Vermeulen et al. [43] and later by Calderbank [44]. The theory for the attenuation of a 

light beam passing through dispersion is well established [3,44-491. 

In this method, a narrow beam of light travels through the fluid containing 

bubbles or drops and the intensity, I, of the beam leaving the fluid is measured with a 

photoelectric detector such as a photodiode or photomultiplier. The access to the detector 

is carefully collimated to be in line with the original beam. When the beam passes 

through a droplet or bubble, it is scattered, and this leads to a reduction in the intensity 
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received, as compared to the intensity IO received in the absence of the bubbles or drops. I 

is related to IO through the classical photo-extinction law by 

where I is the distance the light beam travels through the fluid, and p i s  the attenuation 

coefficient. 

There are three basic assumptions in evaluating the attenuation coefficient p. They 

are as follows: 

1 .  There is no interaction between the scattering of bubbles or droplets. This 

condition can be met for dispersed two-phase flow of volumetric concentration 

less than ten percent composed of small fluid particles randomly spaced and 

separated by several fluid particle diameters. 

2.  The dispersed phase should be limited to spherical fluid particles. There are great 

differences in the scattering behavior of spherical and non-spherical fluid 

particles. Thus, the solution for scattering cross sections presently available for 

spherical fluid particles is a rather poor approximation of the total scattering cross 

section for large diameter non-spherical fluid particles. 

3. Finally, it is assumed that there are no effects of forward scattering. 

In view of the above assumptions, the attenuation coefficient is expressed as 
W 

p = ?!! jD2  f (D)SaPp(27cD/A)dD 
8 0  

where n is the fluid particle number density, D is the fluid particle diameter,f(D) is the 

particle size distribution, 2 is the wave length, and S,,, is the apparent scattering 

coefficient. 

Noting that the interfacial area concentration can be expressed by 
m 

a, = 3 3 ID’f (D)dD 

from Eqs. (1 2) and (1  3), n can be eliminated to obtain a relation between ,tl and a,. Thus, 
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In general, the apparent scattering coefficient depends on the real scattering 

coefficient, Sn(2nD/h), and the geometry of the actual experimental apparatus. To 

determine the scattering coefficient, the normalized extinction cross section which 

consists of scattering and absorption cross-sections are used. Neglecting the absorption 

cross section with respect to the scattering cross-section, Stravs and von Stockar [50] 

showed that 

Sapp(2nDlh)~ Sn(2nDlh) (15) 
The theoretical expression of Sn for an air bubble in water was derived by Marston et al. 

[51]. Stravs and von Stockar [50] showed that for a sufficiently large spherical gas 

bubble, the scattering coefficient rapidly approaches its final value of 2 with increasing 

values of (2nDlh). This means the bubble removes an amount of energy from the incident 

light beam as if it were a completely absorbing disc of twice its projection area. In reality, 

one-half of this energy is reflected backwards, whereas the other half is diffracted 

forward around the bubble. Furthermore, as shown by Stravs and von Stockar [SO] with 

light, where (2nDlh) > 700, the diffracted energy is confined in such a narrow angle that 

under normal measuring conditions, it will be measured together with non-disturbed 

parallel light. This reduces the, apparent scattering coefficient Sap, to 1. Thus, 

I 

Sapp = s, = 1 .o (16) 

p=a,/4 (1 7) 

With Eq. (1 6), Eq. (1 4) reduces to 

indicating that the attenuation coefficient p is equal to one-fourth of the interfacial area 

concentrations, which is four times larger than the projection area of the bubble size 

distribution. Furthermore, combining Eq. (1 7) with the photo-extinction law expressed by 

Eq. (1 1) leads to the following equation [44-461: 
I = 10 exp (- aill4) (1 8) 
In principle, measuring I, IO and I ,  Eq. (18) allows the line-averaged interfacial 

area concentration, ai. However, it is important to note here that in arriving at Eq. (1 8) a 
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series of assumptions have been made regarding the interaction between scattering of 

fluid particles, the particle shape, the effects of forward scattering, and the particle size D 

in relation to the wavelength h. These assumptions limit the applicability of the light 

attenuation technique to optically dilute, transparent, dispersed two-phase flow with a 

volumetric concentration of less than a few percent. The method becomes inaccurate as 

the bubble or droplet concentration increases. 

In fact, Eq. (1 8) has been extensively tested [52] and found to hold only up to 

In(-) = - < 5 
I 4  

Above this value multiple scattering becomes important. This severe limitation of 

the light attenuation technique has evidently prevented its widespread use in dispersed 

two-phase flow. For example, Ohba and Itoh [48] showed a thousand fold attenuation in 

intensity for bubbly two-phase flow at a void fraction of about 30%. This implies a 

considerable number of inaccuracies in the measurements of the interfacial area 

concentrations at a void fraction of this magnitude and higher, although the method can 

be effectively used at lower void fractions of less than 10%. Evidently, the method cannot 

be applicable for horizontal, bubbly, two-phase flow, where the local void fraction 

toward the top of the pipe may reach as high as 60 - 65% corresponding to the maximum 

packing condition. 

(19) Io 4 

2.4 Ultrasonic Attenuation Method 

For bubbly flows, the ultrasonic attenuation method as'described by Stravs and 

von Stockar [50], Jones et al. [53], Oelhaye [54] and Bensler et al. [55] looks promising 

because of its simplicity and versatility. It compares fairly well with the photographic 

method and the light attenuation method at relatively low void fractions. 

The interfacial area measurement by this method is based on the principle of 

energy attenuation as described in the preceding section. For the ultrasonic attenuation 

method measurements, a plane wave of ultrasound pulse is used instead of the visible 

light beam. As shown by Stravs and von Stockar[SO], Eqs. (1  1)  through (15) are valid in 

this technique, too. However, in the case of ultrasonic pulse attenuations, S varies with 

the bubble size, and the theoretical expression of S, for an air bubble in water has been 
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given by Nishi [56].  With a known value of S,, as a function of the dimensionless size 

parameter 27cD/h, the interfacial area concentration can be calculated from Eqs. (14) and 

(1 5 )  as follows: 

It is evident from Eq. (20) that one must know the bubble size distributionfill) in 

order to calculate ai from the measured value of p from Eq. (1 1). However, the bubble 

size distributions are generally difficult to obtain, whereas the Sauter mean diameter D,, 

may be found by a simultaneous measurement of the void fraction a and the interfacial 

area concentration a. through Eq. (1 0). Thus, 

(21) 
6 a  
a, 

D, E--- 

Stravs and von Stockar [50] used simulated size distribution f(D) over a frequency 

range from 1 to 5 MHz to show that the attenuation coefficient P calculated from Eq. (12) 

was in the worst case only 3% greater than a p value based on Dsm: 
W nn p' = (-)Sn (27CDsm / h )  p Y f ( D ) d D  = ( 3 ) S ,  (27Q, / h )  

8 0 4 

/3 is approximated by p*, Thus, 

a.  
4 

p = (+S, ( 2 d S ,  I h)  

which can be rearranged to solve for ai as 

- 4P a. = 4P - 
' S, (2xDS,,, I h) S,, (1 2xa I ai h) 

From Eqs. (24) and (21), it follows that by knowing the local Sauter mean 

diameter, D,, , or the local void fraction, a, one may determine the interfacial area 

concentration, a,., from the measured attenuation coefficient, /3, from Eq. (1 1). 

Stravs and von Stockar [50] reported experimental results showing that for gas- 

liquid dispersions the interfacial area concentrations determined with the ultrasonic pulse 

attenuation method differed from those determined with the light attenuation method by 
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approximately 5%. Bensler et al. [ 5 5 ]  indicated that the ultrasonic pulse attenuation 

method compared fairly well with the photographic technique in the determination of 

specific interfacial I areas in bubbly two-phase flows with a low void fraction. 

As in the case of the light attenuation method, the ultrasonic pulse attenuation 

method has a limited success at relatively low void fractions. At high void fractions, the 

scattering and refraction at multiple interfaces becomes a very serious problem. Since the 

measurements of interfacial areas by the ultrasonic attenuation method can be made for 

non-transparent fluids in an opaque flow channel where measurements by the light 

transmissions method I fails, this method appears to be a powerful new technique over 

the light attenuation technique for measuring the interfacial area in bubbly two-phase 

flow. 

2.5 Summary and Conclusion 
The chemical absorption method is the most widely used technique and is 

applicable to all two-phase flow patterns. The value of the interfacial area is obtained by 

sampling and chemical analysis of concentrations. It is a global measurement over a 

certain length of a flow channel. Therefore, it does not give detailed local information on 

the interfacial area concentration. It is limited to steady-state flow without phase change. 

The experimental setup is cumbersome and time consuming. Furthermore, the errors 

associated with this method may be large depending on the experimental conditions. 

The photographic method is applicable to relatively low concentration, dispersed 

two-phase flow. It involves the actual measurement of the fluid particle size from pictures 

of the flow. The combination of the fluid particle size and information on the void 

fraction yields the interfacial area. The method can be used for the case where the phase 

change occurs. However, it requires a transparent test section. Analysis of photographs 

may be very time consuming and highly expensive and even subjective in nature. The 

method seems to be useful when used in conjunction with other methods to provide 

additional information on the dispersion. 

As in the case of the photographic method, the light attenuation method requires a 

flow channel with transparent walls. Basically, the attenuation of a visible light beam 

crossing a two-phase mixture is measured; and, relating the attenuation to the 
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concentration of fluid particles, the interfacial area is calculated. In this method the fluid 

particle size should be larger than the incident wavelength, and multiple reflections 

reaching the detector should be negligible. These assumptions limit the light attenuation 

method to an optically dilute, transparent, dispersed, two-phase flow with a volumetric 

concentration of less than a few percent. The method becomes inaccurate as the bubble or 

droplet concentration increases. 

For bubbly flows the ultrasonic attenuation method is a relatively new technique 

for interfacial area measurements. It involves the measurement of pulse amplitude 

attenuation of an ultrasonic beam coupled with a sound scattering theory for calculating 

the interfacial area concentration. Although the photographic and the light attenuation 

methods cannot be used with opaque channel walls and are limited to transparent fluids, 

the ultrasonic technique is not restricted to such conditions. However, presently it can be 

used only for relatively low void fractions. 

In conclusion, the presently available methods summarized above for measuring 

the interfacial area concentration are effective for certain idealized cases. Only an 

average interfacial area can be measured by the chemical absorption method. The 

photographic and light attenuation methods cannot be used with opaque walls and are 

limited to transparent bubbly flows. The ultrasonic method is not restricted to such 

conditions, and thus expands the measurement of the interfacial area concentration 

beyond the presently available range of fluids and non-opaque systems. However, the 

ultrasonic attenuation method is limited to low void fraction bubbly systems. In view of 

the intention of the present investigation to measure local interfacial variables in a 

horizontal bubbly two-phase flow with local void fractions possibly ranging from zero to 

60 -65%, it is inevitable that a probe method must be used. An evaluation of potential 

probe methods resulted in the selection of the electrical resistivity probe because of the 

relatively simple instrumentation and the positive results for conducting liquids reported 

in the literature. 
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Nomenclature 

Area 

Interfacial Area Concentration 

Factor Defined in Eq. (36) 

Concentration in Liquid Phase 

Concentration of Component A at gas-liquid Interface 

Diffusion Coefficient of A in Liquid Phase 

Diffusion Coefficient of B in Liquid Phase 

Fluid Particle Diameter 

Sauter Mean Diameter 

Enhancement Factor 

Fluid Particle Size Distribution 

Gravitational Acceleration 

Specific Enthalpy 

Intensity of a Light Beam 

Superficial Volumetric Flux for Two-Phase Mixture 

Superficial Volumetric Flux for Gaseous Phase 

Superficial Volumetric Flux for Liquid Phase 

Mass Transfer Coefficient in Liquid Phase 

Reaction Rate Constant 
Distance a Light Beam Travels Through Fluid 

Pressure 

Volumetric Flow Rate of Gas 

Mean Conductive Heat Flux 

Turbulent Heat Flux 

Interfacial Heat Flux 

Rate of Absorption of Gas A per unit Volume of Mixture 

Radial Position 

Root Mean Square of Fluctuating Component of Sensor Passing Velocity 
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Apparent Scattering Coefficient 

Scattering Coefficient 

Voltage Drop Across a Sensor 

Threshold Voltage 

Sampling Time 

Time 

Interfacial Velocity Vector 

Void Fraction 

Volumetric Fraction of k ' ~  Phase 

Attenuation Coefficient 

Most Probable Time Delay determined by cross correlation method 

Time Limit Corresponding to Minimum Bubble Velocity 

Time Limit Corresponding to Maximum Bubble Velocity 

Delta Function 
Wave Length 
Stoichiometric Factor 
Mass Density 

Subscripts 
f 
g Gaseous Phase 
1 Value at Interface 
r Identifies Rear Sensor 

Liquid Phase, and also identifies front sensor 
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3. UNDERLYING THEORETICAL APPROACH FOR INTERFACIAL 
AREA TRANSPORT AND CLOSURE RELATIONS 

3.1 Introduction 

The interfacial transfer terms are strongly related to the interfacial area and to 
the local mechanisms, such as the degree of turbulence near the interfaces. Basically, 
the interfacial transport of mass, momentum and energy is proportional to the interfacial 
area concentration and to a driving force. This area concentration, defined as the 
interfacial area unit volume of the mixture, characterizes the kinematic effects; therefore, 
it must be related to the structure of the two-phase flow field. On the other hand, the 
driving forces for the inter-phase transport characterize the local transport mechanism, 
and they must be modeled separately. 

Basic macroscopic parameters related to the internal structure of two-phase 
flows, particularly of a dispersed (bubbly or droplet) flow, are the void fraction, particle 
number density, interfacial area concentration and the particle shape factor. From 
geometric considerations, it is demonstrated by the principal investigators [ 1,2] that the 
particle number density is a key parameter in determining the interfacial area 
concentration, but it has not been sufficiently investigated in the literature. 

Realizing the significance of the fluid particle number density as an important 
parameter for predicting the interfacial area concentration in a forced convective two- 
phase flow channel, the following are the objectives of this report: 

1) To formulate the fluid particle number density transport in terms of the 
differential balance equation which takes into account various parameters 
such as the fluid particle generation and disintegration rates through the 
source and/or sink terms, 

2) To develop the fluid particle interfacial area concentration transport equation, 
3) To discuss the physical significance and possible mechanisms for particle 

interaction terms that give rise to the rate of change of number density due to 
sources and sinks, 

4) To summarize preliminary modeling efforts for the interfacial source and 
sink terms, 
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5) To indicated a possible method to relate these source and sink terms to 
experimentally measured interfacial parameters, such that experiments can 
be used to establish a model for these terms. 

3.2 Fluid Particle Transport Equations 
3.2.1 Fluid Particle Number Density Transport Equation 

The fluid particle interfacial transport equations for the interfacial area 
concentration and void fraction can be developed from a fluid particle number density 
transport equation analogous to Boltzman’s transport equation. This approach recently 
was proposed by Reyes [3] to develop a set of fluid particle conservation equations for a 
distribution of chemically non-reacting, spherical fluid particles dispersed in a 
continuous medium. Here we shall follow a similar approach and extend the model for a 
general two-phase flow. 

A simple procedure accounting for the fluid particle entering and leaving a 
control volume through different mechanisms yields the fluid particle number density 
transport equation of particles having volume 9: 

In this equation, f(;, 9, t )  is the particle density distribution function, which is assumed 

to be continuous and specifies the probable number density of fluid particles at a given 

time t, in the spatial range d;about a position x ,  with particle volumes between 9 and 

9+d9. v p ( x , Q , f )  is the particle velocity of volumes between 9 and 9+d9 at time t. s p h  

is the fluid particle sink or source rate due to the phase change. For example, for one 
component bubbly flow s p h  represents the bulk liquid bubble nucleation rate due to the 
homogeneous and heterogeneous nucleation, and the collapse rate due to condensation 
for the subcooled boiling flow. The significance and methods evaluating Sph are 
discussed in great detail by Kocamustafaogullari and Ishii [2]. The wall nucleation rate, 
which is not included in Sph, must be specified as a boundary condition. 

-... 

The interaction term, c S J  , represents the net rate of change in the number 

density distribution function, f, due to the particle break-up and coalescence processes. 
1 
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In essence, it serves as source and/or sink terms for fluid particles for two-component 
dispersed two-phase flow. Therefore, this term may be written as a sum of four 
components as follows: 

A 

C S j  =s, +s, +s, +s, 
j=1 

The following describes each term appearing in the above equation: 

S 1 : represents the formation rate of particles of volume 9 per unit volume of 
mixture due to break-up 

S2: represents the loss rate of particles of volume 9 per unit volume of 

mixture due to break-up 
S3: represents the formation rate of particles of volume 9 per unit volume of 

mixture due to coalescence, 
S4: represents the loss rate of particles of volume 9 per unit volume of 

mixture due to coalescence. 

S 1 can be formulated in terms of the break-up frequency, the distribution density 
of daughter particles by break-up and the number of daughter particles produced from a 
parent particle. Designating g(9') as the break-up frequency of a particle having a 

volume of S', p(9',9) as the distribution of daughter particles produced upon break-up 
of a parent particle having volume 9', and n(9') as the number of daughter particles 

produced by break-up of a parent particle of volume 9', the formation rate of particles 

of volume 9 and be expressed by 
%ax 

s,(;,s,t) = 1/3(9',9)n(9')g(9')f(x,9',t)d9' 
9 

(3) 

where 9,, is the maximum attainable particle volume. 

S2, the loss rate of particles of volume 9 per unit volume of the mixture due to 

break-up, can be readily evaluated in terms of g(9) and the bubble number density 
distribution. Thus 
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- 
The formation due to a binary coalescence occurring at ( x , t )  between two 

particles of volumes 9' and (9-9') can be expressed in terms of collision frequency, 

h(9,9'), between particles of volumes 9 and 9'. The collision frequency multiplied by 

the product of the number density of the respective particles f ( x , 9 , t )  and 

f(; ,9-9' , t)  yields the collision rate density. Since every collision may not lead to 

coalescence, the total formation rate of particles of volume 9 by coalescence can be 

given by multiplying the collision rate density by the coalescence efficiency h(9-9',9') 

and integrating over all possible volumes as follows: 
S I 2  

S, (x, 9, t )  = jA(9 - 9', 9')h(9 - 9', 9') f (E, 9 - 9, t )  f (X, 9', t)d9' ( 5 )  
Srnm 

This equation describes how the coalescence between the two particles results in a new 
particle characterized by volume 9. A factor of (1/2) at the upper limit is included to 

prevent double counting of collision between particles of 9' and 9-9' for a given 

particle of 9'. 

S4, loss rate of particles of volumes 9 per unit volume of mixture due to 
coalescence, can be evaluated by 

srnm 

where &in is the minimum particle volume. 
The fluid particle number density transport equation of particles having volume 

of 9 described by Eq. (1) is much too detailed for most flow studies where the primary 
focus is on the average fluid particle behavior. Therefore, it would be advantageous to 
develop a particle number density transport equation that has been averaged over all 
particle sizes it can be achieved by integration of Eq. (1) from the minimum particle 
volume to the maximum possible particle volume. Thus, 

Applying the Leibnitz rule for integration and noting that 
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9m - 
I f ( x y 9 , t ) d 9  = N(; , t )  

9mm 

the number density transport equation can be expressed at follows: 
- 4 %h\ 9, 

/ = I  s,,, S"," 
(9) 

dN - -t- V . N v p ,  = 
at 

S J d 9  + jSphd9  

+ 

where N ( x , t )  is the total number of particles of all sizes per unit volume of mixture, 

and vpm (x, t )  is the average local particle velocity weighted by the particle number It is 
+ - .  

defined by 

9mm 

Equation (1) will serve as the basis for the development of the interfacial area 
concentration and void fraction transport equation. 

3.2.2 Fluid Particle Interfacial Area Concentration Transport Equation 

The interfacial are concentration transport equation of particles of volume 9 can 
be obtained by multiplying the particle number density transport equation of particles 

having volume 9 by the average interfacial area, A,(9), of particles of volume 9, which 
is independent of the spatial coordinate system. This yields the following equation: 

4 
(9) + v * (fA, (&) = c Ai (9)S/ + A, (9)SPh 

at / = 1  

As in the case of the fluid particle number density equation, the fluid particle 

interfacial area concentration transport equation of volume 9 given by Eq. (1  1 )  is much 
too detailed for practical purposes. It would be much more useful to develop an 
interfacial area transport equation averaged over all particle sizes. This can easily be 
done by integrating Eq. (1 1) from Qmin to 9maX. Thus, 
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Again applying the Leibnitz rule, the average interfacial area concentration 
transport equation can be expressed in a condensed form as follows: 

where aj(; , t)  is the average interfacial area concentration of all fluid particles of 

volumes between Qmin and &a,, and vj(x,t) is the interfacial velocity. These variables 

are defined as: 

- -  

and 

which are defined by 

represent the rate of change in the interfacial area concentration due to the particle 
break-up and coalescence processes. In line with definitions SI,  S2, S3 and S4 
expressed, respectively, by Eqs (3)-(6), the following describes each <D, : 
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From the above equations, it is evident that CDl and 0, , respectively, represent 

the rate of increase and decrease in the interfacial area concentration due to the fluid 

particle break-up process, whereas CD, and Q4 describe the rate of increase and 

decrease due to the coalescence process. 

Similarly, CDph, which is defined by 

represents the rate of change in interfacial area concentration due to evaporation of 
condensation. 

3.2.3 Fluid Particle Volume Fraction (Void Fraction) Transport Equation 

The void fraction transport equation of particles having volume 9 can be 
obtained by multiplying the particle number density transport equation of particles 

having volume 9 by the average volume of particles. This yields the following equation: 
4 

at i=l 
afs+v.(fg;p)=c9sj +w,, 

As in the case of obtaining the interfacial area concentration transport equation, 
Eq. (22) can be integrated to obtain the void fraction transport equation as follows: 

Noting that 
9, 

a(;, t )  j f ( x ,  9, t )  - 9d9 
9," 

and using Eq. (S), it can be shown that 

where ;(;, t )  is the average velocity of the center of volume of the dispersed phase. It is 

defined by 
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3m - - -  
Jf (x, 9, t)Qv, (x, 9, t)dS 

Jf (x, 9, t)SdS 

- -  
v(x,t) = 3mn (26) 

3m - 
9 m m  

Equation (25) is the fluid particle volume fraction transport equation, which 
represents the volume balance for particles of constant density. Both the interfacial area 
concentration and void fraction transport equations are the moments of the number 
density transport equation. Since the weighting functions on these equations are the 
interfacial are and volume, respectively, the resulting equations yield macroscopic 
transport of the respective quantities. 

The consistency of the above derivations can be justified by considering the 
gaseous phase continuity equation, which is given by 

..- 
Where I‘, is the amount of phase change pre unit volume of the mixture, and v g  (x,t) is 

the velocity of center of mass of gas phase. 
For an incompressible flow with no phase change, Eq. (27) reduces to 
d a  -. 
--+V.av, = o  
at - 

In this case, the velocity of center of mass, v g  ,reduces to the velocity of center of 
-. 

volume v as follows: 

3m,, 

Finally, comparing Eq. (28) with Eq. (25), it can be noted that 

Which indicates that the net volume change due to coalescence and break-up would be 
zero. This identify can be used for the purpose of measuring Sj’S for a two-phase flow. 
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3.3 Closure Relation Requirements 

The parameters involved in the break-up components of the S,’s and $J’s terms 
are the maximum fluid particle volume, the average daughter particle distribution 
function, the average number of daughter particles produced by break-up of a parent 
fluid particle, and the average break-up frequency. On the other hand, the parameters 
involved in the coalescence component are the minimum fluid particle volume, the 
average collision frequency, and the average coalescence efficiency. These parameters 
which are needed to evaluate the fluid particle number density and the interfacial area 
concentration distributions are summarized as follows: 

CLOSURE RELATIONS 4 

Break-up Components Coalescence Components 

v 
Maximum Daughter Number of Break-up Minimum Particle Particle 
Particle Particle Daughter Frequency Particle Collision Coalescence 

Volume Distrib. Particle Prod. g (9) Volume Frequency Eficiency 

Qmin 

In order to evaluate these terms which serve as source and sink terms in Eqs. (9) 

and (1 3), accurate interaction rate models for fluid particle break-up and coalescence 
must be incorporated. These models are typically functions of the physical and 
operating conditions of the system. The overall behavior of the particle number density 
and interfacial area concentration in a region of space can then be predicted by solving 
the proper transport equation which has the form of an integro-differential equation. 

3.4 Break-up and Coalescence Processes 
In any two-phase flow field, the initial bubble or drop size is determined in 

terms of the mechanism of fluid particle generation such as formation of bubbles at an 
orifice or bubble entrainment mechanisms and generation of droplets by shearing off of 
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roll waves in separated two-phase flow patterns such as annular and stratified-wavy 
flows. However, in forced convective pipe flow or mechanically agitated systems, the 
initial fluid particle size may be too large or too small to be stable. In these cases the 
fluid particle size is further determined by a break-up and/or coalescence mechanism. In 
boiling systems, in addition to the break-up and coalescence mechanisms, the growth 
rate should also be considered. 

When a fluid particle exceeds a critical value, the particle interface becomes 
unstable and break-up is likely to occur. Similarly, when fluid particles are smaller than 
some critical dimension, then the coalescence is likely to occur on a series of collision 
events. Therefore, the particle break-up can be related to the maximum attainable size of 
the particle; whereas particle coalescence can be related to the minimum size. The 
literature contains several models for determining the maximum and minimum sizes of 
fluid particles. These models have been developed from the first principle and have 
been used to develop break-up and coalescence criteria. These criteria, however, do not 
treat a distribution of fluid particles. Rather, they describe the particle size limits of 
break-up and coalescence. 

In what follows, we shall briefly describe the basic mechanisms that have been 
used to obtain the closure relations listed in Section 3.3. 

3.5 Break-up Parameters 

3.5.1 Maximum Fluid Particle Size: d,,, or Si,,,,,. The fluid particle break-up 
controls the maximum bubble or droplet size and can be greatly influenced by the 
continuous phase hydrodynamics and interfacial interactions. Therefore, a generalized 
break-up mechanism can be expressed as a balance between external stresses, z, that 

attempt to disrupt the bubble and the surface stress, o/d, that resists the particle 
deformation. These stresses influence both the size of fluid particles, which are torn 
away from their point of formation, and also the maximum particle size, which is stable 
in the flow field. At the point of break-up, these forces must balance. Thus, 

(3 
T E -  

d / 2  
This balance leads to the prediction of a critical Weber number, above which the 

fluid particle is no longer stable. It is defined by: 
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We, = 7dma I20 2 1 .O (32) 

where d,, is the maximum stable fluid particle, and z reflects the hydrodynamic 
conditions responsible for particle deformation and eventual break-up. The mechanism 
of particle break-up can thus be related to the external conditions as illustrated below: 

FLUID PARTICLE BREAK-UP 
I 

Turbulent Flow Laminar Flow Interfacial Instability 
(Local Turbulence) (Viscous Shear) (Rayleigh-Taylor & Kelvin- 

Helmholtz Instabilities) 

In the case of turbulent flow, particle break-up is caused by fluctuating eddies 
resulting in the pressure variation along the particle surface. In laminar flow, viscous 
shear in the continuous phase will elongate the particle and cause break-up. However, 
even in the absence of net flow of continuous phase such as rising bubbles in a liquid 
and rising and falling drops in a continuous gas or immiscible liquid, the fluid particle 
break-up is caused by interfacial instabilities due to the Raleigh-Taylor and Kelvin- 
Helmholtz instabilities. 

Aside from the break-up mechanism caused by interfacial instabilities, basically 
there are two external forces that are involved in the breaking up of fluid particles, 
namely viscous and turbulence induced inertial forces. In most applications, the 
Reynolds numbers that are characteristic of the flow field are so large that viscous 
effects are negligible. In other cases, however, inertial effects play a minor role and may 
be neglected. Existing experimental and theoretical information can, therefore, be 
classified into two categories, namely, in which surface tension and viscous forces 
interact, and another in which surface forces and turbulence induced dynamic pressure 
forces are dominant. 

The first hndamental experiments on the break-up of drops and bubbles under 
the action of external viscous stresses and surface stress were made by Taylor [4]. 

Taylor made numerous observations, many of which were subsequently explained by 
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Tomotika [ 5 ] .  The break-up criteria is expressed in terms of external viscous stress in 
Eq. (32). It is given by 

1 

We, p,(&/dr),,d,, / 2 0  (33) 

where b, is the absolute viscosity of the continuous phase, and (aVlat.),,, is the 
maximum velocity gradient in the external flow field. Equation (33) leads to capillary 
number criteria for break-up. 

The Taylor mechanism of bubble and drop deformation applies if both the 
undeformed and the elongated particles are small compared with the local regions of 
viscous flow. Several predictive equations for the maximum particle size were derived 
from Eq. (33) for agitated vessels [6,7]. 

The fluid particle fragmentation phenomenon in a highly turbulent flow is 
related to the fact that the velocity in a turbulent stream varies from one point to another. 
The velocity of the fluid particle at the surface of the particle varies from point to point. 
The velocity of the continuous phase at the surface of the particle also varies from point 
to point. Therefore, different dynamic pressures will be exerted at different points on the 
surface of the fluid particle. Under certain conditions, this will inevitably lead to 
deformation and break-up of the fluid particle. 

The force due to dynamic pressure may develop either through the local relative 
velocity around the particle, which appears because of inertial effects, or through the 
changes in eddy velocities over the length of the droplet. For both cases, however, the 
external stress appearing in Eq. (32) can be expressed in terms of the kinetic energy 

differences around the droplet. From Eq. (32), the former yields 

We,,, = p,v; ),, d,, / 2 0  2 I .O 

where the latter gives 
- 

' 2  We,,, = p, v, d,, / 20  2 1 .O 

The mean-square spatial fluctuating 

(34) 

(35) 
- 

velocity terri.1, v: describes the turbulent 

pressure forces of eddies of size d,, and is defined as the average of the square of the 
differences in velocity over a distance equal to the fluid particle diameter. vrlrnax is that 
limiting local relative velocity at which a fluid will flow around a particle suspended in 
it. The subscript c identifies the continuous phase. 
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Considering the simplest case of turbulence, namely, an isotropic homogeneous 

turbulence, the main contribution to the kinetic energy, vy , is made by the fluctuations 

in the region of wavelengths where the Kolmogoroff energy distribution is valid. In this 
region, the local turbulence pattern is solely determined by the energy dissipation per 

unit mass, E. The mean square velocity difference between two points of length dmax is 

given by Batchelor [SI as follows: 

- 

(3 6) '2 vc - 

Where Vr)max is given by Levich [9] as 

V,),, - [Ed,, ( P d  / Pc  )I2l3 @PI / P d  Y2 (37) 

where the subscript d identifies the dispersed phase. 
When Eqs. (36) and (37) are inserted into their respective places in Eqs. (34) and 

( 3 9 ,  and the resulting equations are solved for dma,, the following equations can be 
obtained for the maximum particle size: 

(38) 3 1 5  -215 
'maw = (owecr), " 2 ~ c )  E 

and 

(39) 3 1 5  -215 
'ma = (owecr), / k , ~ c )  E (P, 

where kl and k2 are proportionality coefficients. These numerical coefficients probably 
have no great significance. They are set forth here only in order to stress the absence of 
large numerical coefficients in these formulas. Both kl and k2 are the same order of 

magnitude of one. 
Equations (38) and (39) have been used in literature to determine the maximum 

stable particle size in liquid-liquid, liquid-gas and gas-liquid dispersions irrespective of 
their differences in terms of fluid properties. The differences can be explained by 
comparing the expressions for fluid velocity relative to the particle, Vr )ma ,  with the 
change in velocity of turbulence eddies over a distance equal to the dimension d,,, of 

the particle vy . 
- 

- 
A comparison of Eqs. (36) and (37) shows, that with pc 2 Pd, Vr)max << v: . In 

these cases, large-scale eddies of continuous phase completely entrain the fluid particle 
together with portions of fluid adhering to it, and transfer both as a single unit. The 
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entrainment of particles by turbulence eddies is complete. Therefore, the second Weber 

number criterion, WeCrp, which is based on v: , mechanistically describes the 

fragmentation of drops and bubbles in a turbulent liquid flow for pc 2 Pd.  However, the 
disintegration of a drop in a turbulent gas stream occurs in a somewhat different manner. 

- 

In this case, the entrainment of particles by turbulence eddies cannot be complete. The 
smaller-scale fluid motions are unable to entrain the particle, and in relation to them, the 
particle acts as a motionless solid body. The fluid participating in these small-scale 
motions flows over the surface of the particle. In this case, inertial effects used in 
derivation of Eq. (37) play an important role in the mechanism of the drop's motion. In 

the case of pc>> Pd, from Eqs. (36) and (37), it is evident that 

- 
'2 which indicates that >>v, . Therefore, the disruptive forces based on Vr)max. 

become much larger than the disruptive forces generated by changes in eddies. In view 
of this brief discussion, the first critical Weber number criterion, Wecr), , describes the 
disintegration of drops in a turbulent gas stream. 

Several fluid particle break-up mechanisms have been discussed and 
applicability of each mechanism has been clarified. However, as it is evident from Eqs. 
(38) and (39), the key parameter in determining local dm,,. is the turbulent energy 

dissipation rate, E.  Local turbulence and dissipation models for two-phase flow have not 
been established. Therefore, it is a challenge to develop a model for local correlation. 

First a one-dimensional model will be developed, and it is expected that in the turbulent 
core region this model can be used as a local correlation, since the turbulent 
characteristics may be approximated as uniform. However, in the wall shear layer, both 
turbulence and viscous effects become important. In this region, shear induced 
turbulence should be investigated. 
3.5.2 Break-up Frequency: g(9'). Several phenomenological models have been 
developed to predict the break-up frequency in liquid-liquid dispersions [7,10-121. 
These models are heavily influenced by flow conditions and can be classified according 
to the hydrodynamic flow regime as follows: 
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BREAK-UP FREQUENCY MODELS 

Turbulent Flow Models Laminar Flow Model [7] 

0 

0 

0 

0 

Molecular Decomposition Analogy Model [7] 
Dispersion Hydrodynamics Break-up Models [ 10- 121 

Critical Velocity Break-up Frequency Model [7] 
Drop Oscillation Break-up Frequency Model [ 1 1 3  

As indicated above, models should be chosen with regard to the flow conditions. 
As an example, for dispersions in turbulent flow, the kinetic energy transferred by the 
eddies plays a dominant role in the break-up process. The imbalance between the kinetic 
energy and the surface energy is used to define the break-up frequency. In laminar flow 
or transition regimes, the imbalance would be between the shear forces and the surface 
forces on the particle, and many expressions for the break-up frequency in such 
environments can be found in the literature. The following model for break-up 
frequency in turbulent flow based on dispersion hydrodynamics is given here as an 
example. It is dependent on the physical properties, particle size, and energy dissipation 
rate per unit mass as shown below: 

g(9’) = C , ( E / ~ ”  exp[-c,olp,(~~’~9’’’~ )I (41) 

where the constants CI and c2 are adjustable to be determined from experiments 
according to the flow environment. It is to be noted that this expression is very similar 
to the one that can be derived using the molecular decomposition model except in the 
latter, the continuous phase density was used instead of the dispersed phase density. 

In the above derivation, the break-up rate was taken to be a function of the 
dispersed phase density. However, in gas-liquid systems, break-up is primarily 
governed by the density of the continuous liquid phase. The lack of an independent 
measurement of the break-up rate, as well as the use of several adjustable constants 
appearing in Eq. (41), prevent a direct use of Eq. (41) in bubbly flow systems. For 
example, comparisons of experimental data, for bubble break-up frequency with Eq. 
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(41), which was originally derived for drop break-up frequency, resulted in poor 
agreement [ 141. 

In the course of future research, an effort will be placed on identifying those 
liquid-liquid dispersion models, which have features that would also be applicable to 
gas-liquid dispersions, and those models which are best suited for use in bubbly two- 
phase flow systems. In this development, the bubble break-up frequency will be 
determined by examining the interaction rate of bubbles with turbulent eddies. 

3.5.3 Number of Daughter Particle Production: n(3' ). This parameter determines 
the average number of daughter particles produced by break-up of a parent particle of 
volume 9'. Various experimental data indicate that 2 to 7 particles are produced in each 
break-up of liquid-liquid dispersions [I I]. 

In the area of bubble break-up process, the break-up process was considered to 
occur by break-up-of a bubble into two daughter bubbles in random size. However, 
recently Prince et al. [15] and others have noted that bubble break-up is often 
accompanied by the production of two primary bubbles and a number of smaller 
fragments. Incorporation of this effect instead of binary break-up is expected to 
significantly alter the number of smaller bubbles and the interfacial area concentration 
predicted by the proposed transport equations. 

3.5.4 Daughter Particle Distribution: p(3, 3'). This parameter is introduced due to 
the possible random production of non-equal daughter particles upon break-up. The 
simplest representation of daughter droplets volume density is to assume that two equal 
volume daughter particles are produced upon break-up. In relativity, a large number of 
non-equal daughter particles are produced upon break-up in a random fashion. It is 

reasonable to assume that these particles are distributed normally [ 101 and therefore 

~(91,~)  = (1/&6)exp[-(9-5)* /26*1 (42) 

This relation is based on the variance 6* which is chosen in such a manner that 99.6 % 

of the particles density lies within the volume range 0 to 9'. 9' is the volume of the 

breaking parent drop and 9 is the mean volume of the daughter droplets. 
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The distribution given by Eq. (42) is only one example of several distribution 

hnctions that are available. It is important to note that p(9',9) can be expressed in terms 
of any other suitable distribution function. 

3.6 Coalescence Parameters 
3.6.1 Description of Coalescence Processes. While the maximum particle size was 
used as a criterion for the break-up process (where the particle size is considered stable 
when its size is below the maximum value), the minimum particle size can be used as a 
criterion for the initiation of the coalescence process (which is enhanced by the presence 
of small particles). It is assumed that there is a minimum stable particle size below 
which a pair of particles will coalesce upon colliding, and the ultimate coalescence 
process can be described in three consecutive stages. First, particles collide, and upon 
the collision of two particles, the surfaces of the colliding particles flatten against each 
other; trapping a thin film between them under the action of the continuous phase. This 
film then drains over a period of time from an initial thickness of h to a critical 
thickness, hc, under the action of the film hydrodynamics. The hydrodynamics of the 
film depend on whether the film surface is mobile or immobile, and the mobility, in turn, 

depends on whether the continuous phase is pure or a solution. Finally, once the film 
reaches its critical thickness, it ruptures due to film instability resulting in coalescence. 

From the first step, it is seen that the coalescence rate is intimately connected to 
the particle collision frequency. In order to determine whether a given collision will 
result in coalescence, it is necessary to determine the collision efficiency. Two fluid 
particles will coalesce, provided they remain in contact for a period of time sufficient 
for the film between them to thin to the critical value necessary for rupture. 

Considering a bubbly two-phase flow, collision may occur due to a variety of 
mechanisms summarized below: 

COLLISION PROCESSES 

Turbulent Size Dependent Wake Entrainment Shear Layer 
Fluctuations Rise Velocity Induced Velocity 

Differences Differences 
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From the above, it is clear that collisions may result from the random motion of 
bubbles due to turbulence. In addition, bubbles of different sizes will have different rise 
velocities relative to continuous liquid phase, which may lead to collision. Flow field 
generated at the wake of large Taylor bubbles entrains small bubbles into the Taylor 
bubble, resulting in a collision of small bubbles with a large bubble. Finally, bubbles 
located in a region of relatively high liquid velocity may collide with bubbles in a 
slower section of the velocity field. The first mechanism is a random process, which 
largely depends on the fluctuating bubble motion and the inter-bubble distance. 
However, the latter three mechanisms highly depend on the particle size distribution and 
internal flow structure. 

The coalescence process described above indicates that a clear understanding of 
the coalescence process depends on accurate knowledge of the minimum particle size, 
collision frequency and coalescence efficiency. These parameters are briefly discussed 
below. 

3.6.2 Minimum Fluid Particle Size. As described in Section 3.1, it is assumed that 
there is a minimum stable particle size below, which a pair of particles will coalesce 
upon colliding. The equation that describes the minimum diameter for the absence of 
coalescence (Le., the diameter below which coalescence will occur) can be obtained in 
the same way as the break-up equation. The adhesion force acts to hold the colliding 
fluid particles together. The energy of adhesion of two particles of equal diameter is 
given by Shinnar and Church [16] and Shinnar [17] as: 

AE = C,d (43) 
where C1 is a parameter dependent upon the critical rupture thickness, h,. 

A coalescence criterion can be developed by determining the critical value of the 

kinetic energy, which is given by C2pc (Ed)2/ , to the adhesion energy. That is, 

KE 2 1 3  8 1 3  - = C , p , ( ~ d , ~ , ) ~ ’ ~  lC,d,, = C2pc& AE 
dmin IC, = const. (44) 
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Thomas [ 181 developed a coalescence criterion by performing a force balance 
similar to that presented above. However, the adhesion force was replaced by the 
surface tension force acting at the time of rupture. Thomas predicted the coalescence to 
occur if the drop diameter is less than the minimum diameter defined by 

d,, z 2.4[o2h; / p , p , ~ ] " ~  (46) 

Equations (45) and (46) have been employed extensively in correlations for the 
minimum and mean diameters of dispersed-phase drops in mechanically-agitated liquid- 
liquid systems [ 13; 19-2 I]. The development of phenomenological models for minimum 
bubble size in gas-liquid dispersions, however, has received comparatively little 
attention, even though such dispersed systems are of significant interest to bubbly two- 
phase flow hydrodynamics and heat transfer. This problem will be addressed for bubbly 
two-phase flow in pipes. 

3.6.3 Collision Frequency: h(9,S'). Based on the type of flow as described in the 
section of Coalescence Parameters, a variety of definitions for the collision frequency 
between two particles of diameters d and d' in liquid-liquid dispersions were proposed 
[22]. The suggested expression for the velocity averaged collision frequency in a 
uniform shear flow can be expressed as: 

h(d,d')  = 1.366(d + d ' ) 3 ( ~ / d r )  (47) 
where (&/h) is the velocity gradient perpendicular to the direction of liquid particle 
motion. 

For turbulent flow, the velocity gradient can be replaced by 

i?v/drz (E/v)'" (48) 

h(d,d') = 1.366(d + d ' ) 3 ( ~ / ~ ) 1 ' 2  (49) 

Therefore, the collision frequency becomes 

It should be noted that the drop size relative to the turbulent eddy size will affect 
the collision frequency. When the drops are small compared to the turbulent eddies, the 
drop velocity will be significantly affected by the eddies. When the drop density is 

equal to the density of the continuous phase, the drop velocity will be very close to the 
velocity of the continuous phase flow field. Under these conditions, the collision 
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frequency will be determined by local turbulent flow characteristics. In this case, the 
collision frequency is given by 

h(d,d’) = 0 . 6 1 8 ( d + d ’ ) ’ ( e / ~ ) ’ ’ ~  (50)  

The only difference between Eqs. (49) and (SO) is the constant coefficient. 
When the drops are large compared to the turbulent eddies, the drop will be 

exposed to the eddies’ stresses from all directions. This results in a random drop motion. 
This randomness in drop motion led researchers to consider the analogy between the 
collision of drops and the collision of molecules, as in the kinetic theory of gases. Based 
on this analogy, Rietema [23] proposed the collision frequency in terms of the average 
turbulent velocity fluctuations. 

In addition to the collision frequency’s dependence on particle size, the density 
of both dispersed and continuous phases play an important role in shaping the collision 
frequency. When the drop density is significantly different than the density of the 
continuous phase, the drops move with different velocities based on their sizes. 
Therefore, the relative velocity between drops will be the primary cause of collision. 
This is known as the acceleration mechanism or size dependent rise velocity difference 
mechanism for collisions. This mechanism plays an important role whenever there is a 

significant difference in dispersed and continuous phase densities as in the case of 
bubbly flow. 

Many correlations can be found in the literature for small and large sizes with 
equal or non-equal phase distributions. Recently, Prince and Blanch E141 in their 
predictive model for the coalescence rate in gas-liquid dispersions considered the 
cumulative contribution of three collision mechanisms due to turbulence, buoyancy and 
laminar shear. 

In hture research work, the major coalescence mechanisms will be examined. 
Contribution of each mechanism to the overall collision process will be evaluated to 
arrive at predicting the coalescence frequency. 

3.6.4 Coalescence Efficiency: h(9,W). In order to determine what fraction of fluid 
particle collision leads to coalescence events, it is necessary to define a coalescence or 

collision efficiency. The coalescence efficiency h(9,9’) may be defined as the fraction 
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of collisions between fluid particles of volumes 9 and 9' that result in coalescence. This 
efficiency will be a fimction of the average contact time between bubbles and the 
average time required for particles to coalesce (the average coalescence time). The 
average coalescence time is the time required for the continuous fluid film trapped 
between the two colliding particles to thin to a critical value so that rupture, and 
consequently coalescence, can occur. 

An expression for the efficiency is given by Coulaloglu and Tavlarrides [IO]: 

V d ,  d' )  = exp(-t,,, (d, 0 It, (4 0) (51) 

where tcoa(d, d') is the average coalescence time of particles of diameters d and d', while 

kon(d, d') is the contact time for the particles. 
Different models have been used to determine the coalescence efficiency in 

turbulent and laminar flow regimes for liquid-liquid dispersions. These models are 
based on the biomolecular gas reaction analogy, sufficiency of the time of contact, 
impact of colliding particles as well as combined approaches for collision efficiency 
[22]. An expression for the coalescence efficiency in gas-liquid dispersions was 
proposed by Prince and Blanch [ 141. 

In fiiture research, these models will be evaluated. A model that combines the 
deformable particle approach, which considers the existence of an attracting force 
between two particles, and the impact of the colliding particle approach will be 
developed for bubbly flow coalescence efficiency. 

3.7 Summary of Modeling Efforts Related to Fluid Particle Interactions 
A series of phenomenological analytical studies have been undertaken to 

mechanistically model: 

1. 

2. 
3. 

The droplet break-up and its distribution in an annular flow core [24,25], 
The bubble break-up in a high speed horizontal bubbly flow [26], 
The fluid particle break-up in a stagnant fluid media, i.e., break-up of freely 
rising bubbles in a liquid and freely rising or falling droplets in a gas or liquid 

[2 7Y2 81, 
4. The non-linear wave growth leading to break-up of large bubbles [29]. 
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In what follows, we shall briefly summarize significant achievements of each study. 

3.7.1 Droplet Size Modeling in Annular Flow [E] 
Two Weber number criteria, one based on the classical Kolmogorov theory and 

the other on the dynamics thrust, which appears because of inertial effects along a fluid 
particle, were discussed and compared to each other. It was concluded that when Pd I pa 

the entrainment of fluid particles by turbulence may be complete, and that Weber 
number criterion based on the Kolmogoroffs theory mechanistically describes the 
fragmentation of drops and bubbles in a turbulent liquid flow. However, in the case of 

droplets in a gas stream with Pd>> pc, the entrainment of droplets by turbulent eddies 
cannot be complete, and inertial effects play a major role instead of eddies in the 
mechanism of disintegration. 

Based on the competing stresses between stabilizing surface forces and 
disruptive dynamic thrust, a theoretical model was developed to describe the break-up 
of entrained droplets in the gas core of an annular flow. The experimental data of the 
maximum droplet size were correlated in terms of Re,, Ref, We,,,, and the physical 

property groups of (pf /p,),(pf /p,)and Npas follows: 

dim = 2 .61C~”5~e~315(Re~ /Ref )L1’5 [ (pg  /pf)(p, /pf)I4’l5 = 2.61K (52) 

The dimensionless groups appearing in the above equation are defined as follows: 

Dimensionless maximum drop size: d i m  = d,,d,, 0 

0 

0 

0 

0 Viscosity number: Np = pr / [ p fo (o  / gAp) ] 

Gas Reynolds number: Re, = p, < j ,  > d, /p, 

Liquid Reynolds number: Ref = pf < j ,  > dh /pr 

Modified Weber number: We,,, = pgdh < j ,  >’ /o 
112 112 

and 

0 Cw = 1135.34 Np4I5 for Np 51 /15  

0 C,” =0.25 for Np>1/15 

62 



Effects of each group in determining the maximum stable droplet size were 
discussed in the context of available experimental data. It was concluded that the 
functional dependence of d,, on these groups could be experimentally verified. Figures 
1 through 3 show comparisons between experimental and predicted maximum stable 
droplet size. A good agreement between experimental data and Eq. (52) reveals that the 
maximum stable droplet size in annular flow is controlled by the action .of forces 
resulting from pressure fluctuations of the turbulent flow of the gas around the droplet. 

Having obtained a relation between dA,and We,, Re,, Ref and fluid property 

groups (pLr /pg) and (pf /pg)  as shown in Eq. (52), it was evident that the droplet size 

distribution could be correlated in terms of the similar dimensionless groups. The upper 
limit log-normal distribution function was applied to the data as shown in Fig. 4. The 
distribution function for all data was found to be given by 

where Qd is the volume fraction of droplets having diameter less than the droplet 

diameter, d, q is the size distribution parameter, and 5 is the dimensionless function of d 
defined by 

Available experimental data indicated that a = 193 and q=0.75. Based on these 

parameters, predictive equations were developed for the most representative mean 
droplet sizes, the volume median diameter and Sauter mean diameter. As illustrated in 
Figs. 5 and 6, the mean sizes were found to agree reasonably well with those measured 
mean sizes. This indicates that the principal mechanisms involved in the droplet break- 
up process in a turbulent gas stream were properly accounted for in the development of 
the theoretical model. 

The mechanistic model summarized in this work was based on the break-up of 
droplets to determine the maximum particle size by turbulent fluctuations. However, in 
a very high speed gas flow it is possible that the entrained droplet is exposed to velocity 
gas core flow and goes through subsequent disintegration. In a fluid particulate flow, 
break-up and coalescence occur simultaneously. Therefore, it is necessary to have both 
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break-up and coalescence criteria for a meaningful size distribution. In this research 
program, these two criteria will be utilized for a complete size distribution. 

3.7.2 Bubble Size and Interfacial Area Modeling in Horizontal Bubbly Flow [26] 
A generalized break-up mechanism was expressed as a balance between external 

stresses caused by the shear in continuous liquid phase, the dynamic pressure forces and 
the turbulent fluctuations of the velocity and pressure and the stabilizing surface stresses 
by surface tension. It was concluded that the maximum stable size in a high-speed 
horizontal flow is mainly controlled by the action of stresses resulting from pressure 
fluctuations acting across a bubble diameter. A detailed model of the maximum bubble 
size and the Sauter mean diameter was developed based on the balance between the 
surface stresses and the dynamic pressure variations induced by the turbulent 
fluctuations in the liquid phase. The Sauter mean diameter of bubbles was found to be 
given by 

r -1113 
< d,, >= 1.06[$] [a(l- a)d,] 2 219 /[< j > ( - ~ ’ p / d z ) ] ~ ’ ~  ( 5 5 )  

where <ds,> is the area-averaged Sauter mean diameter, and (dP/dz) is the axial 
pressure gradient. <ds,> predictions from Eq. (55) are compared in Fig. 7 with the 
measured values of Sauter mean diameters. From these figures, a good agreement 
between the predicted and experimental values can be observed. Irrespective of good 
comparisons, however, limitations of the experimental work and theoretical modeling 
have to be taken into account when applying Eq. (55): 

a) The pipe diameter dependence of the mean bubble size seems relatively large. 
Presently an investigation has been underway to carry out experimentation in a 25.4 mm 
ID pipe with the same bubble generation mechanism. Based on very few data, the 
bubble size is somewhat smaller in the present set-up. However, the number of data 
does not warrant a conclusion yet. 

b) Only one bubble size generation mechanism was used during the course of 
experimentation. Therefore, effects of initial bubble size were not systematically 
investigated. However, fundamental studies regarding the initial bubble size effects 
were undertaken in horizontal bubbly two-phase flow configurations by Sevik and Park 
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[30] and Sleicher [31]. Both indicated that irrespective of initial bubble size the 
maximum fluid particle size was uniquely defined as long as the pipe was long enough. 
The residence time of a bubble was in all cases very much longer than the following 
characteristic times: natural period of bubble vibration, mean time of diffusion of 
bubble from core toward the top of tube wall and Lagrangian time scale. Then intuition 
based on the above reasoning suggested that a pipe length of 13 meters was sufficient 
for bubble interactions resulting in a relatively uniform bubble size distribution due to 
coalescence and break-up processes. Recently, a series of photographic studies was 
undertaken. It was observed that the majority of bubble break-up was complete in about 
65 - 75 cm downstream of the bubble generation. The importance of the effects of initial 
bubble size on flow modeling has been emphasized by Zun [32], Serizawa and Kataoka 
[33], Lahey [34] and Liu [35]. However, all these investigations were concerned with 
vertical flow configurations, where the bubbly flow-pattern is limited to relatively much 
lower velocities than those experienced in horizontal flow situations. 

c) The simplest case, namely, an isotropic homogenous turbulence was 
considered in developing the bubble break-up model. For this case, Kolmogoroff s 
Universal Equilibrium theory implies that energy transfer through the spectrum is 
independent of viscosity resulting in the mean fluctuating velocity as follows: 

- 
v: = 2(&d,,)2’3 (56) 

This case can be justified if the Reynolds number of the flow is sufficiently high. 
However, derivation leading to bubble size cannot be applicable for highly viscous 
liquids. In this case, the break-up should be based on Taylor’s break-up mechanism. 

Assuming that the bubbles are spherical, the area-averaged void fraction and 
Sauter mean diameter have been used to calculate the interfacial area concentration as 
follows: 

<ai> = 6 <a>/<d,,> (57) 
Equations (55) to (57) were used to calculate <ai>. Thus, 

6 < a > [(< j ,  > + < j ,  >)(-dpld~)]*’~ 
1 . 0 6 ( c ~ / p ~ ~ ) ” ~ [ <  a > (1- < a  >)df ]  

<ai> = 

Predictions for the average interfacial area concentration are compared with the 
present experimental data in Fig. 8 for each value of the superficial liquid velocity. 
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From this figure it is evident that the newly developed interfacial area concentration 
expression predicts the experimentally measured values within a small mean deviation. 
Surprisingly, good estimates of bubble sizes based on competing surface forces and 
dynamic pressure fluctuations are a good indication of the mean bubble size and 
interfacial area occurring in practice. 

A preliminary study has been initiated to mechanistically model the local 
interfacial area concentration. As it is indicated above, the model for the averaged 
interfacial area was based upon a balance between the dynamic stresses induced by 
turbulent fluctuations in the continuous phase and the surface stress. Furthermore, in 
this model, the dynamic stresses were evaluated through the turbulent energy 
dissipation, which, in turn, was approximately estimated from the two-phase flow 
kinetic energy equation. 

In order to use the same model for modeling the local interfacial area 
concentration, a,, information on the local turbulence structure in the liquid phase is 

needed. Unfortunately, this information has not been readily available at this time. 
However, Eq. (58 )  has been used with locally measured void fraction, a, and superficial 
velocities, j, and jg, rather than average values as follows: 

a. = 6a[(jf + j,)(-dp/d~)]*/~ 
' 1.06(0 / pY3)[a( l  - a)d,  2 ] 219 

( 5  9) 

Local interfacial area concentration as predicted by Eq. (59) is presented 
together with experimentally measured values in Fig. 9. It is evident from this 
comparison that the local interfacial area concentration follows very closely in the core 
of the pipe. However, discrepancies occur in the vicinity of the pipe wall. A uniform 
bubble size distribution that was observed in the core except near the wall, indicates that 
the bubble size is primarily determined by the local turbulence in the bulk fluid. 
However, in the vicinity of the pipe wall where a steep velocity gradient exits, it is 
expected that break-up must be governed by the Taylor break-up mechanism, which, as 
shown by Levich [9], usually yields smaller bubbles. 

From the above description, it can be concluded that the core break-up which is 
a dominant break-up mechanism will determine the interfacial area concentration in the 
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core. However, Taylor break-up mechanism becomes dominant around the pipe 
perimeter. 

A theoretical work along the above lines has been underway at the University of 
Wisconsin-Milwaukee. However, the theoretical work should be checked against the 
experimental local turbulent structure measurements, which have not been available. 
The present research program will enable us to measure local turbulent structure in the 
continuous phase. Hopefully, the experimentally measured local turbulence properties 
will lead to the local mechanistic modeling of bubble interactions and eventually to a 
better understanding of these phenomena and predictive methods. 

3.7.3 Fluid Particle Break-up Modeling [27] 
A simple mechanistic model was developed based on the combination of 

Kelvin-Helmholtz and Raleigh-Taylor instability theories to describe the break-up of 
drops and bubbles rising or falling freely in a stagnant media. Referring to a rising cap 
bubble illustrated in Fig. 10, the break-up was modeled to occur if the growth rate of 
interfacial waves on the leading front is faster than the rate at which waves propagate 
around the interface to the side of the particle. The generalized break-up criterion was 
expressed as 

Where d:, We, p* and Nk, are the dimensionless particle equivalent diameter, Weber 

number, density ratio, and continuous phase viscosity number, respectively. They are 
defined as 

L _I 
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where v, is the relative velocity of the continuous phase with respect to the dispersed 
phase, and k,,,, is the minimum unstable wave number. 

Equation (60) was used to predict the maximum fluid particle diameter at break- 
up. The break-up diameter suggested by this equation is general in the sense that it is 
applicable for gas-liquid bubbly systems as well as liquid-liquid and liquid-gas droplet 
systems for low viscosity fluids. The results were extended to predict the maximum 
droplet size in a high-velocity gas field. 

Predicted values of the maximum particle size were compared with experimental 
data in Fig. 1 1. An average deviation off 13.94 % between predicted and experimental 
values can be observed from the figure. Considering the various simplifications and 
idealizations made in the analysis leading to Eq. (60), the agreement is favorably good, 
and much better than that obtained from the Rayleigh-Taylor instability analysis. 

From practical applications, the general break-up criterion was simplified for 
four separate cases as follows: 

fieely falling drops in a gas, 
droplets in a high-velocity gas stream, 
freely rising bubbles, 
freely falling or rising drops in liquids. 

Simple correlations were developed for each case. With the proper form of the terminal 
velocity it was demonstrated that the dimensionless break-up diameter could be 

expressed in terms of p*, N b ,  and ( p d  /pc) 

The theoretical model developed in this study was approximate in nature, 
including such simplifications as the treatment of growth of three-dimensional 
disturbances on curved interfaces by means of two-dimensional, small-amplitude waves 
on a flat interface. Despite these approximations, the agreement with experimental 
results indicate that the principal physical mechanisms involved were properly 
accounted for by the model. 
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3.7.4 Nonlinear Wave Growth and Break-up Process of Large Cap Bubbles [29] 
The major objective of this study is to develop a better understanding of the 

interfacial wave phenomenon and how it contributes to particle break-up. Both the wave 
growth and the wave propagation were studied in detail for air bubbles rising in an 
extended, stagnant liquid column. The detailed observation on the break-up process (Fig. 
12) and the wave growth of breaking waves (Fig. 13) were measured. AI1 air bubbles 
analyzed exceeded the critical Weber number for bubbles in water, and most exceeded 
the maximum bubble diameter measured in previous studies. In addition, other 
characteristic effects resulting from the wave behavior were investigated. 

Examination of the interfacial wave height growth for all bubbles analyzed 
resulted in a relatively constant initial exponential growth rate of 

kc, = 25.5Isec (62) 
The good exponential fit to the data indicates that the initial stage of growth is 
dominated by the Kelvin-Helmholtz instability model. This result is comparable to that 
previously measured by Henriksen and Ostergaard (1 974). 

A very well defined exponential growth rate of 13.71sec. for the larger wave 
heights (q>hT/2) was determined. From this result, the linear theory describes the 
growth rate well beyond the range of heights allowed for linear theory. It can be 
presumed that the nonlinearities in wave growth do not significantly alter the growth 
rate dependence for air-water systems. 

As it is seen in Fig. 13, a transitional wave height measured to be 9.12 mm, or 
0.53 AT, was encountered when a plot to measure the linear acceleration was produced. 

(63) 
6* 

fur q > 9.12mm = 0.53hT, 2 = 2.51m/s2 = 0.26g 
6t2 

The second state of growth had an acceleration of 0.26 g which agrees with the results 
obtained by Emmons et al. (1959) for the Rayleigh-Taylor instability. Additionally, 
after a wave height of 15 mm was reached, corresponding to half of the most dangerous 
wavelength, a spherical bulb of liquid is produced that matches that observed by 
Emmons, and strongly suggests that the second growth state is dominated by the 
Rayleigh-Taylor instability. The existence of the bulb was always linked to bubble 
splitting. 
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Calculations of the wavelength from a linearized perturbation of the potential 
flow theory equations produced wavelengths comparable to the Taylor wavelength, but 
smaller than those measured. Measured wavelengths matched the most dangerous 
wavelength, A, produced by maximizing the growth rate with respect to the wave 
number. The wavelength produced by two adjacent waves also agreed with this result. 
The relative velocities of the fluids were found to be minor contributors to the 
wavelength calculation, which does not justify the need to incorporate them as in the 
Kelvin-Helmholtz instability theory. The Rayleigh-Taylor theory is sufficient for the 
system analyzed to adequately predict the phenomenon. 

Interfacial wave propagation followed potential flow theory very well. The 
growth rate agreed well with the direct calculation of the average rise velocity and the 
average radius of curvature. 

0 00 (10 .2 /S ) I  tan- = tan-e 
2 2 

An angular acceleration of 21.0 rad/s2 was also correlated, but has no theoretical basis. 
The location of the initial disturbance, important in determining the propagation time 
for a wave, suggests that the bubble nose is an antinode for wave development. 

0, = 8.7" z A,,2r (65)  

This contradicts the suggestion that the bubble nose is a node. The maximum initial 

location measured with wave propagation of 5.3 mm, 0.18 A,,, more closely follows this 
suggestion, but results in a propagation time 25 % larger than that calculated using the 
average initial wave location. 

Other behavior observed during wave development is the existence of a 

spherical bulb of liquid at the base of the wave once the wave height reached 1/2 A,,, 
This bulb, observed in the Rayleigh-Taylor instability model, averaged 1.48 cm, 
equating well with the diameter determined by the critical Weber number criterion, 

dbtllb = 1.48 cm = d,, We (66) 

and, more importantly, 1/2k, to validate the notion that particles of diameter A,, will 
cause break-up of the larger particle. 

Broadening of the bubble diameter during wave growth suggests that wave 
development for slug bubbles will be restricted due to the physical confines of the walls. 
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The most significant results from this analysis include the following: 
0 potential flow theory is valid for interfacial wave propagation, 

linear potential flow theory describes the initial wave height growth, but 

later wave growth (rp 1121~) closely follows Rayleigh-Taylor instability 

an initial wave height growth rate of 25.51s was consistent for all bubble 

measured wavelengths agree well with the most dangerous wavelength, 

112 Acn 

the bubble nose should be considered an antinode for better accuracy, 
particles of minimum diameter 1/21,,, are suficient to cause bubble 

initial wave heights were below 0.7 mm and could not be measured 

0 

it is uncertain which instability mechanism is more adequate, 
0 

theory despite being outside of the linear theory range, 

sizes, 
0 

0 

0 

splitting, 
0 

accurately. 

3.8 
3.8.1 

Formulation of Interfacial Area Transport Equation 
General Functional Dependence of Various Source and Sink Terms 
As derived from the statistical distribution transport equation, the local 

interfacial area transport equation is given by Eq. (1 3). For the purpose of completeness, 
it is duplicated here as follows: 

For simplicity, it is also possible to combine two terms related to the break-up 
process. Thus the break-up source term is defined as 

QdU =Q* + 9 2  2 0  (67) 

OCO = -(Q3 + Q 4 )  2 0 (68) 

whereas the coalescence sink term is defined by 

Hence, the interfacial area transport equation becomes 
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The various local mechanisms affecting the break-up and coalescence terms 
have been discussed in Section 3. Here we study the general functional dependence of 
these two terms. The fluid particle disintegration occurs mainly due to the turbulent 
fluctuation and interfacial stability. Therefore, locally it should depend on the particle 

size, rd, turbulent intensity, v: , and local relative velocity, vr. Hence 
- 

where the Weber number is given by 

2P E rd v: 
0 

We = 

which scales the interfacial instability. 
The coalescence process depends on the random collisions and the systematic 

wake entrainment. The collision is a strong function of the inter-particle distance and 
the amplitude of the fluctuating particle velocity. The latter depends on the continuous 
phase turbulent fluctuations. The wake flow structure depends on the particle Reynolds 
number, Red, and the particle size. The coalescence probability after a collision depends 
on the particle sizes and fluctuating velocity components. Thus 

The turbulence intensity in dispersed flow may be related to the continuous phase 
Reynolds number, Rec, and a distance from a wall. 

3.8.2 One-Dimensional Formulation and Relation to Experimental 
Measurements 
The simplest form of the interfacial area transport equation can be obtained by 

applying the cross-sectional area averaging and reducing it to a one-dimensional form. 
This form of the interfacial area transport equation may have the most useful and 
practical applications in the existing one-dimensional two-fluid model. It can replace the 
traditional flow regime maps and regime transition criteria. The changes in the two- 
phase flow structure are predicted mechanistically by introducing the interfacial area 
transport equation. The effects of the boundary conditions and flow development are 
efficiently modeled by this transport equation. Such a capability does not exist in the 
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state-of-the arts. Thus a successful development of the interfacial area transport 
equation can make a quantum improvement in the two-fluid model formulation. 
By applying the cross-sectional area averaging, the one-dimensional area transport 
equation becomes 

where <ai> denotes the area averaged interfacial area concentration. The term < Ow > 

stands for the wall nucleation source which can be important in boiling and 
condensation processes. 

The constitutive relation for this wall source term is discussed in Section 5.3. 
The average interfacial velocity is defined by 

By using the local interfacial area measurement method developed under the 
program, the following parameters are measured simultaneously. 

ai = ai (r,z) (75) 

viz = viz(r,z) (76) 
Under the adiabatic and steady conditions, there are no effects of phase changes, thus 

which shows the way to measure the right hand side source and sink terms. First, two 
limiting cases are studied to isolate the break-up source term and the coalescence sink 

term. It is considered that there is a critical Reynolds number, Re:, for a break-up 

process. Below this value, the break-up of fluid particle becomes insignificant. Hence, 

for Re, << Re: 

Typically, this happens in low velocity bubbly flow. The gradual coalescence leads to 
the formation of Taylor cap bubbles. This is followed by the wake entrainment and 
development into slug flow. Hence, by measuring the left hand side terms at two 
different axial locations, one obtains 
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This data represents the global changes in the interfacial area concentration. 
For bubbly to slug flow transition, both the random coalescence and wake 

entrainment by Taylor bubbles can be significant. In order to measure the process of the 
wake entrainment, it is necessary to measure the characteristics of the large Taylor 
bubbles and small wake bubbles separately. The rate of coalescence due to the wake 
entrainment can be obtained from the separate measurements of interfacial velocities, 
interfacial area and void fractions of these two groups of bubbles using the five sensor 
probe method. 

From a geometrical consideration, the interfacial area concentration of a slug or 
churn-turbulent flow [36] is given by 

4.5 < a > -ags 3a, 1- < a > 
' D 1-a, r,, 1 - a g s  

a .  =-- +- 

where < cl>, ags, D and r,, are the average overall void fraction, average void fraction 

in the liquid slug section, hydraulic diameter and the Sauter mean radius of the small 
bubbles in the liquid slug section, respectively. The five sensor probe gives all the 
parameters in the above equation. The first and second terms on the right hand side give 
the separate contributions from the large Taylor bubbles and small bubbles in liquid 
slug. Thus, the total coalescence effect on the interfacial area can be measured. 
Furthermore, by measuring the velocity of Taylor bubbles, vigs, and that of small 
bubbles, Vib, by the five sensor probe, the influx of the small bubbles into the large slug 
bubble can be directly measured. This will give the sink term due to the entrainment 
alone. Without the use of the five sensor probe, such a detailed measurement of various 
contributions is nearly impossible. 

For a break-up dominated section at high Reynolds number, Re, > Re*, the 
coalescence process may be neglected when the particle sizes are relatively large. Then 

or 
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The boundary conditions for <a,> can be changed by using different bubble injectors. 
For this group of experiments, relatively large bubbles, which are unstable, are injected 
at the inlet. 

One extreme limit of this type of experiment has been already performed [29]. 

The detailed observation on the break-up process such as the wave growth of breaking 
bubbles are measured, see Fig. 13. 

When two-phase flow is filly established, the break-up process and coalescence 
process should reach an equilibrium, thus 

< ($ms > - < ac0 >= 0 (83) 

which is a good check of the constitutive relations for break-up and coalescence 
processes. 

The above three types of experimental data, namely 
1) coalescence sink term data, 
2) break-up source term data, and 
3) fully developed equilibrium data 

will be analyzed based on the general functional dependence of the constitutive relations 

for < $dis > and < (bc0 > . These phenomenological models should form the basis for the 
more mechanistic models discussed in Sections 2 , 3  and 4. 

3.8.3 Wall Nucleation Source Term < +* > 
For boiling flow, the wall nucleation source <$w> is the most important term. In 

view of this, an effort has been made to develop a reliable constitutive relation for <$w> 
[2,36].  It can be expressed by the following form 

(84) < $, >= - 5 h  NafdnDj 
A 

Here 5h ,  Na, fd and Dd are the heated perimeter, flow area, nucleation site density, 
bubble departure frequency and bubble departure diameter, respectively. For boiling 
system, the nucleation site density [2] is given approximately by 
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where f(p*) is a known function of a density ratio. The bubble departure diameter is 
given by 

Here, 8 is the contact angle. The bubble departure frequency is expressed by 
0.25 

Combining the above expressions, the nucleation site density can be calculated. 

(87) 

3.9 Conclusions 

The interfacial area transport equation has been derived from the statistical 
model of the fluid particle number transport equations. The basic mechanisms affecting 
the source and sink terms in the interfacial transport equation have been discussed in 
detail. The underlying physics and modeling approach to develop the closure relations 
for these terms are presented. The hydrodynamic effect can be divided into the break-up 
and coalescence of fluid particles. There are a number of different potential mechanisms 
which can lead to the break-up of fluid particles. For example, the local turbulence, high 
shear flow and interfacial instability can lead to substantial particle break-up. The 
coalescence process is caused by fluid particle collisions and subsequent break-up of the 
particle interface. The collision can be produced by turbulent fluctuations, size 
dependent rise velocity, wake entrainment and shear layer induced velocity difference. 
These phenomena affecting the break-up and coalescence of fluid particles are reviewed 
and preliminary modeling approach is indicated. Some of the important results obtained 
under the present programs are summarized. 

The development of the one-dimensional interfacial area transport equation and 
the necessary experimental data to support the modeling effort are discussed. The use of 
the presently developed two, four and five sensor resistivity probes is essential to 
generating the experimental data required to develop the closure relations for the source 
and sink terms in the interfacial area transport equation. The changes in the flow regime 
can be predicted mechanistically by the introduction of the interfacial area transport 
equation. The effects of the initial and boundary conditions on the flow structure 
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development are effectively modeled by the present approach. Such capability does not 
exist in the present state-of-the-arts. Therefore, a successful development of this 
interfacial area transport equation can make a substantial improvement in the two-fluid 
model formulation. 
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Nomenclature 

Ai 
ai 

d 

d S M  

f 

g 
h 
1 

j 

k 

N 
n 
Re 
S 

SPh 
T 
t 
-P 

V 

Interfacial Area 
Interfacial Area Concentration 
Diameter 
Sauter Mean Diameter 
Particle Density Distribution Function 
Breakup Frequency 
Collision Frequency 
Specific Enthalpy 
Superficial Velocity 
Wave Number 
Total Number of Particles of All Sizes per Unit Volume of Mixture 
Number of Daughter Particle Production 
Reynolds Number 
Fluid Particle Number Density Rate due to Breakup and/or Coalescence 
Fluid Particle Sink or Source Rate due to Phase Change 
Temperature 
Time 

Velocity Vector 
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+ 

v, Particle Velocity 
_f 

v,, Average Local Particle Velocity Weighted by Particle Number 
- 
X Position Vector 
We Weber Number 

Greek Letters 

a 

P 
E 

V 

CL 

9 

@ 

Void Fraction 

Distribution of Daughter Particles 

Energy Dissipation per Unit Volume 

Coalescence Efficiency 

Dynamic Viscosity 

Particle Volume 

Rate of Change in Interfacial Area Concentration due to Particle Breakup 
and/or Coalescence Processes 
Rate of Change in Interfacial Area Concentration due to Evaporation and/or 
condensation 

Density 

Surface Tension 

External Stress 

Contact Angle 

Subscripts 
C Continuous Phase 
c, Coalescence Process 
cr Critical Value 
d Dispersed Phase 
f Liquid Phase 
1 Value at Interface 
g Gaseous Phase 
max Maximum 
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min Minimum 
P Particle 
ph Phase Change 
sat Saturation 
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Figure 10 Schematic Illustration of Flow Around a Rising Cap Bubble 

Figure 1 1 Comparison of Predicted Break-up Diameters with Experimental Data 
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4. DESING AND DESCRIPTION OF AIR-WATER TWO-PHASE FLOW LOOP 

AND INSTRUMENTATION 

4.1 Design and Description of Flow Loop 

A horizontal flow loop was designed and built for investigating the interfacial 

structure of horizontal two-phase flow. The overall flow loop schematic is illustrated in 

Figure 1. The loop basically consists of various flanged lengths of 50.3 mm ID circular 

Pyrex glass tubings with pressure taps installed between them. However, smaller or larger 

diameter .I test sections can be easily fitted to the loop. The over-all test section is about 

15.4 m in length. 

The entire test section is transparent, so that flow visualization, high-speed 

photography, and high speed cinematography are possible. It is designed such that 

various local instrumentations for two-phase flow measurements and different mixing 

chambers can be easily accommodated. In designing the loop, a special emphasis is 

placed on investigating geometric scaling and phenomenological modeling for a 

developing horizontal two-phase flow and the effects of entrance mixing geometry. 

Because of the large number of flanged joints in the test section, considerable care 

is taken in the alignment and matching of the joints. This would minimize the flow 

disturbances caused by a joint. All flanged joints are sealed by the use of O-rings to 

ensure an even and leak proof joint. In order to support and level the entire test section, 

an elaborate unistrut support structure is constructed. The support structure consists of 
one main rail, oriented parallel to and below the test section. This main rail is supported 

by many support arms, located at 1.2 m intervals. Each of the support arms heights is 

adjustable for leveling purposes. The glass test section is supported on the unistrut main 

rail by specially constructed maple wood blocks. The wood blocks have a semicircle 

machined out of the top side, with a diameter the same as that of the outside diameter of 

the glass test section. This allows the glass test section to rest on the top of the wood 

block and be securely clamped in place, and so no movement is possible. The wood 

blocks are evenly distributed along the glass test section length as required for sufficient 

support. 
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Air and water are used as coupling fluids. The air enters the mixing chamber from 

a 900 vertical leg and is injected into the water flow through a cylindrical porous media 

to achieve a uniform mixing and a quick development of a bubbly two-phase flow 

pattern. The porous media is made of pregraded, sintered powder to obtain the desired 

porosity. Three different sizes of porous media are used. The experimental results 

presented in this report are based on 100 micron porosity. The cylindrical porous media is 

centered in the glass test section, and directs the air flow from 90' to an axially aligned 

downstream direction. The water enters the mixing chamber from upstream, with the 

same central axis as the downstream glass test section. All flow paths for the air and 

water are designed to be as smooth as possible in order to minimize single-phase flow 

disturbances in the areas immediately before mixing. A schematic of the mixing 

chambers are presented in Figure 2 and 3. 

After exiting the test section, the two-phase mixture enters an air-water separator. 

The separator is constructed from 0.4m3 circular tank. Aluminum baffles are fastened 

inside the separator tank to assist the separation process and to prevent the possibility of 

vortex formation. Once separated, the air is vented to the atmosphere, and the water is 

returned to the water storage tank. The water storage tank is kept sealed at all times in 

order to prevent any contamination of the water with foreign debris. 

The water flow was supplied by a stainless steel centrifugal pump. The pump has 

a 20 hp motor and delivers 750 gpm at 1800 rpm. A Toshiba Transistor Inverter model 

VFP-2220P1 motor control is used to control the pump speed. The inverter allows the 
pump's output capacity to be regulated from 0 to 100 percent of its rated capacity. The 

pump delivers water from a 500-gallon circular water storage tank to a system of flow 

regulating valves. All water supply piping is made up of schedule 40 and schedule 80 
polyvinyl chloride piping. After the regulating valves, the water passes through a system 

of three water flow meters. These flow meters are of the paddle wheel type and are 

assembled in a parallel configuration and have a range of 0 to 750 gpm. They are 

electrically connected to a digital flow analyzer. The water then passes through a 

pneumatically controlled butterfly valve and then into the two-phase flow mixing 

chamber. The butterfly valve is used to shut off the' water flow to the mixing chamber 

and test section during the period of average void fraction measurements. 
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The air flow is supplied by a centrally located university air compressor. The 

central air compressor has a 450 CFM capacity. An additional 100 hp air compressor 

with 450 CFM capacity is also available if necessary. The central compressor supplies air 

to the laboratory through a 6 inch diameter steel pipe at 115 psi. Before the air enters the 

0.9 m3 circular air storage tank, it passes through a 0.5 micron Arrow model F4 air filter 

and then through a Norgren model R18 regulator. The air regulator is used to reduce air 

flow fluctuations emanating from the air compressor or air supply piping. The air flow 

regulator is set so that the air pressure in the air storage tank is about 100 psig, or about 

10 psig less than the air supply piping. From the air storage tank the air then passes 

through a second Arrow air filter with a 0.3 micron filter element. The air then goes 

through a second Norgren air pressure regulator, where the air pressure is reduced to the 

flow loop operating pressure. This pressure depends on the two-phase flow conditions 

desired. 

The air flow rate is measured by two turbine flow meters. One of the flow meters 

has a l/Z-inch inside diameter and the other had a 2-inch inside diameter. The larger flow 

meter has the capacity to measure up to 300 CFM. The two flow meters were connected 

in a parallel configuration and the appropriate flow meter is used, depending on the 

desired air flow rate. The output signal of the flow meters is connected to a Masstrol 

digital flow analyzer. After the flow meters, the air flow passes through a pneumatically 

controlled ball valve and then enters the two-phase mixing chamber. The pneumatically 

controlled ball valve is used to shut off the air flow during the period of average void 
fraction measurements. 

The last 1.5 m of the test section incorporates two Quick-closing valves, which 

are used for average void fraction measurements. These valves, which are pneumatically 

operated and electrically controlled, have a very high response time in the order of 

milliseconds and are synchronized through a common electrical switch to ensure 

simultaneous operation. The distance between the valves is long enough to minimize any 

experimental error. During experimental runs operation of the Quick-closing valves and 

measurement of the mass of water entrapped yields the average void fraction. 

To protect the system against pressure surges the following features are 

incorporated: 
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0 Two more Quick-closing valves are added, one in the water line and one in 

the air line to cut off supply of water and air, respectively. A fifth Quick- 
closing valve is installed to bypass flow of water from the pump to the tank. 

All of these valves are also pneumatically operated and electrically 

controlled. The five valves are connected to a common electrical connection 

to ensure complete synchronization. 

Two relief valves are installed in the single-phase liquid line after' quick- 

closing valve to relieve excess pressure. 

Two air pressure relief valves of the pop-up type relieve excess pressure in 

the air-line after quick-closing valve. 

0 

0 

4.2 Pressure Transducers 

Pressure transducers of the diaphragm type are utilized for both absolute and 

differential pressure measurements. The pressure drop in the test section is measured at 

six intervals with high frequency transducers located at 1.55 m apart from each other. The 

absolute pressure transducers are located at two locations in the test section, 6.70 m and 

8.22 m downstream of the mixing chamber, respectively. 

Four pressure measuring parts were located at 0, 90, 180 and 270 degrees around 

the circumference of each flange. A schematic of the flanges and their orientation is 

presented in Figures 4 and 5. For each flange, the four pressure measuring ports were 

connected with an elaborate system of swagelok valves and fittings. This system pressure 
measuring part connection allowed the used of any combination, of the four pressure 

parts, an' each of the flanges, during a pressure drop measurement period. Depending on 

the internal flow structure, either all or only the pressure part at the bottom (180 degrees) 

was used for pressure measurements. 

In order to measure the pressure drop along the test section, differential pressure 

transducers were used. The pressure transducers used were amplified transducers, with a 

range of 0-5 psid, accuracy of f 0.15 psid and a frequency response of 300kHz.atotal of 

six pressure transducers were installed. Each transducers was connected to, two of the 

pressure measuring flanges, by using % inch plastic tubing. To ensure that no air bubbles 

developed or accumulated in the connection tubing, an elaborate system of purge valves 
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were used for each pressure transducer. A schematic of the purge valve system is 
presented in Figure 6. For purging, pressurized water from the outlet of the pump is 
passed through all of the transducer connection tubing until it is observed that no bubbles 

remained in the tubing. This is done before each pressure drop measuring period. 

Calibration of the pressure transducers is performed by adjusting two screws on 

each pressure transducer. One screw adjusted the zero setting of the pressure transducer. 

When a zero differential pressure is applied to the pressure transducer the zero screw was 

adjusted until the voltage output signal of the pressure transducer is zero. The second 

screw adjusted the span of the pressure transducer. When electrical output terminals E 
and F of the pressure transducer are connected to each other an 80 % full scale output 

voltage signal was obtained from the pressure transducer. The open screw is adjusted 

until the output voltage signal match the value given by the manufacturer. Pressure 

transducer calibration graphs are constructed. The pressure transducers output signal was 

connected and recorded by the Metrabyte data acquisition system. 

4.3. Instrumentation 
Summary of instrumentation capabilities developed over the years at the Two- 

Phase Flow Laboratory is given on Table 1. Details of these instrumentation will be given 

later. 
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A - Interchangeable Air-Water mixing K - Pneumatlc operated ball 

B - Water flow meters of appropriate L - Motor control 

C - Water flow meter control valves 
D - Air flow meters of approprlate 

E - Air flow meter control valves 
F - Air flow regulating valves 
G- Air pressure regulator 
H - Air filter 
I - Water pressure relief valves 
J - Water flow regulating valves 

chambers valves 

size M - computer and data 
acquisition system 

N - 250 gal. Air tank 
P - 500 gal. Water tank 
Q - Air-Water separator, with 

R -Water shut-off valve 
S - 20 hp. 750 gpm Water 

T - Glass pipe couplings with 

size 

Internal baffles 

pump 

pressure taps 

B 

- 5.61 

All dimensions in meters 

Figure 1 Schematic Diagram of Horizontal Two-Phase flow Experimental Loop 

Figure 2. 

I I 

1 PLEX ICLASS BLOCK 
MACHINE0 It4 TU0 HALVES 

Jet Mixing Chamber for Annular Flow Experiments 
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I l f ' r  I 

Figure 3. Porous Media Mixing Chamber for Bubbly and Slug Flow Experiments 

Figure 4. A typical Pressure Port Flange 
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PRESSURE PORT F L A N G E  

Figure 5. Pressure Port Flange Orientation 

T O  D R R I N  

T 

1 / Y  INCH SURGELOK 

DIFFERENTIAL 

TRANSDUCER 

T O  OUTLET OF 
Ul3TER PUflP 

Figure 6. Pressure Transducer Control System 
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Table 1. Summary of Instrumentation Capabilities in Two-Phase Flow Laboratory at UWM 

NAME MANUFACTURER 
Two-Sensor Conductivity UWh4 
Probe fgr Bubbly Flow 

Four-Sensor Conductivity U W M  
Probe for Plug/Slug Flow 

Double Parallel Wire U W  
Resistivity 
Probe for Stratified Flow 

Single and Double Parallel UWM 
Wire Resistivity Probe for 
Annular Flow 

Hot-Film Anemometer TSI 

High-speed Film Camera NAC E-10 
High-speed Still Cameral Nikon-8080 

APPLICATIONS 
Interfacial Area Concentration 
Void Fraction 
Interfacial Velocity 
Bubble Frequency Spectrum 
Interfacial Area Concentration 
Void Fraction 
Interfacial Velocity 
Bubble Frequency Spectrum 
Mean Liquid Thickness 
Interfacial Wave Parameters 
= Amplitude . Propagation velocity 
' Frequency Spectrum 

Wavelength 
Circumferential Mean Liquid 
Film Thickness 
Circumferential Wave 
Parameters . Amplitude 
' Frequency Spectrum . Wavelength . Propagation velocity 
Mean Liquid Velocity 
Turbulence 
Void Fraction 
Bubble Frequency Spectrum 
Flow Visualization 
Flow Visualization 
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5. DEVELOPMENT OF DOUBLE-SENSOR PROBE METHOD 

FOR BUBBLY FLOW MEASUREMENTS 

G. Kojasoy and Z. Wang 

Department of Mechanical Engineering 

University of Wisconsin-Milwaukee, P.O. Box 784, Milwaukee, WI 53201, U.S.A. 

Abstract 

The internal phase distribution of cocurrent, air-water bubbly flow in a 50.3 mm 

diameter transparent pipeline has been experimentally investigated by using a double- 

sensor resistivity probe. Liquid and gas volumetric superficial velocities ranged from 

3.74 to 5.71 and 0.25 to 1.37 m/s.  respectively, and average void fractions ranged from 

4.30 to 22.5%. The local values of void fractions, interfacial area concentration, mean 

bubble diameter and bubble interface velocity, chord-length and frequency distributions 

were measured. 

The experimental results indicate that the void fraction, interfacial area 

concentration and bubble frequency have local maxima near the upper pipe wall, and the 

profiles tend to flatten with increasing void fraction. The observed peak void fraction can 

reach 0.65, the peak interfacial area can go to 900-1000 m2/ m3, and the bubble frequency 

can reach a value of 2200/s. These ranges of values have never been reported for vertical 

bubbly flows. It is found that either decreasing the liquid flow rate or increasing the gas 

flow would increase the local void fraction, the interfacial area concentration and the 
bubble frequency. 

The axial bubble interface velocity and the Sauter mean diameter profiles show a 

relatively uniform distribution except near the upper pipe wall, where a sharp reduction in 

the velocity and mean diameter occurs. The local bubble velocity and the mean diameter 

generally increase with the gas flow rate. 

5.1 Introduction 
Advances in the study of the two-phase flow increasingly require detailed internal 

flow structure information upon which theoretical models can be formulated. The void 

fraction and interfacial area are two fundamental geometrical parameters characterizing 
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the internal structure of two-phase flow. The void fraction represents the phase 

distributions and is a required parameter for hydrodynamic and thermal calculations in 

various industrial processes. On the other hand, the interfacial area describes the available 

interfacial area for the interfacial transport of mass, momentum and energy in steady and 

transient two-phase flows and is a required parameter for two-fluid model formulation. 

However, little information is currently available on these parameters, and it is limited to 

vertical two-phase flow configurations. Particularly, there exists very little knowledge on 

the local interfacial area concentration in spite of its importance in multidimen- sional 

two-fluid model analysis (Boure 1978; Ishii & Kocamustafaogullari 1982). 

Several methods are available at present to measure interfacial area concentration 

in gas-liquid and liquid-liquid two-phase flows. These are photographic. light attenuation, 

ultrasonic attenuation, double-sensor probe and chemical absorption methods. Detailed 

reviews of these methods have been given by Veteau & Morel (1 982), Veteau (1 98 1) and 

Ishii & Mishima (1981). However, these methods for measuring the interfacial area 

concentration are effective only for certain idealized cases, e.g. only an average 

interfacial area can be measured by the chemical absorption method (Danckwerts 1970; 

Sharma & Danckwerts 1970; Schumpe & Deckwer 1980, 1982). The photographic and 

light attenuation methods cannot be used with opaque walls and are limited to transparent 

dispersed two-phase flows with volumetric concentrations of less than a few percent 

(Akita & Yoshida 1974; Yanz et al. 1986; Calderbank 1958; McLaughlin & Rushton 

1973; Ohba & Itoh 1978a, b; Ohba et al. 1978). The ultrasonic method is not restricted to 
such conditions, and thus expands the measurement of the interfacial area concentration 

beyond the presently available range of fluids and non-opaque systems (Straus et al. 

1986; Jones et al. 1986; Bender et al. 1987). However, the ultrasonic attenuation method 

is limited to low void fraction bubbly systems and yields a chord-averaged value of the 

interfacial area concentration. 

In view of the intention to measure local interfacial variables in a horizontal 

bubbly two-phase flow with local void fractions possibly ranging from 0 to 60-65%, it is 

inevitable that a probe method must be used. An evaluation of potential probe methods 

resulted in the selection of the electrical resistivity probe because of the relatively simple 

instrumentation and the positive results for conducting liquids presented in the literature. 
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In the present work, the local interfacial parameters in a horizontal bubbly two-phase 

flow have been studied experimentally by using the double-sensor electrical resistivity 

probe method, Local void fractions, interfacial area concentration, interfacial velocity, 

local bubble chord-length, size and frequency distributions have been measured, and the 

results are documented here. Furthermore, the dependence of the local parameters on 

other flow variables are also presented. 

5.2 Double-Sensor Resistivity Probe Method 

5.2.1 Measurement principle 

The electrical resistivity probe method was first proposed by Neal & Bankoff 

(1 963) for the determination of bubble size and velocity in vertical bubbly flows. Since 

then the double-sensor resistivity probe has been used by Park et al. (1969) and Rigby et 

al. (1970) for the determination of bubble parameters in three-phase fluidized beds, by 

Hoffer & Resnick (1 975) for steady- and unsteady-state measurements in liquid-liquid 

dispersions. by Burgess & Calder bank (1975) for measurements of bubble parameters in 

single-bubbly flow. by Serizawa et al. (1975), Herringe & Davis (1976) and Liu (1989) 

for the study of structural parameters as well as of the structural development uf gas- 

liquid bubbly flows, and by Veteau (1981) for the measurement of local interfacial area 

concentrations. 

In principle, the electrical resistivity probe method consists of the instantaneous 

measurement of local electrical resistivity in the two-phase mixture by means of a sensor 
electrode. In an air-water flow the air can be considered as electrically insulating, 

whereas water is electrically conducting. When the sensor is in contact with the liquid, 

the circuit is closed. On the other hand, when it is in contact with a bubble, the circuit 

will open. Since.. the circuit is open or closed depending on whether the sensor is in 

contact with gas or liquid, the voltage drop across a sensor fluctuates between a V,,, and 

a Vma. In the case of a double-sensor probe method, each sensor and the return electrodes 

are connected to their own measuring circuits and, therefore, each sensor is used 

independently as a phase identifLing device. Furthermore, from the timing of the shift in 

the voltage between V,,, and Vmm, the time when the gas-liquid interface passes the 

sensor can be recorded. Therefore, two pieces of parallel and independent information 
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related to the phase identification and the transit time of the gas-liquid interface are 

obtained. A schematic diagram indicating a typical time history record of signals from a 

double-sensor electrical resistivity probe in bubbly flow is illustrated in figure 1 (a, b). 

As seen from the figure, the signals deviate from the ideal two-state square-wave 

signals. This deviation is largely due to the finite size of the sensor causing flow 

disruption and the possible deformation of the interface before the sensor enters from one 

phase to the other. The trailing edges are generally steeper than the leading edges. This 

difference is probably due to the wetting of the sensor by the residual liquid when the 

sensor is in the gas phase. A proper threshold voltage has to be used as a phase 

identification criterion. The value of the threshold voltage is determined by processing 

the data for void fraction and comparing it with the average void fraction measured by 

the quick-closing valve technique. 

5.2.2 Double-Sensor Resistivity Probe Design and Signal Processing 

A typical double-sensor resistivity probe is shown in figure 2. It consists of two 

identical stainless-steel wire sensors of 0.25 mm diameter. Their tips are 2.5 mm apart. 

They are completely insulated from the environment except at their tips. The tips are 

sharpened to a fine needle point to minimize deformation of bubbles on impact with the 

sensors. The two sensors are placed next to each other but insulated from each other. The 

body which holds the sensor acts as the return electrode. These two sensors are welded 

onto gold-plated wires of 0.8 mm diameter. The complete assembly fits into a probe 
holder from which coaxial wires run to the electronic circuit. The electronic circuit uses a 

4.5 V d.c. power supply. Variable resistors are used to enable adjustment of the 

maximum and minimum voltage signals. 

It was found that the proper distance, L, between two sensors was critical for 

analyzing the experimental data. Preliminary experiments were conducted to determine a 

proper distance between two probe tips. The distance was dictated by possible bubble 

size and bubble velocity. It was decided that 2.5 mm was the appropriate separation 

distance for the horizontal flow. It is to be noted that a very small distance results in 

inaccuracies in time duration measurements, since it requires very high sampling 

frequencies or very small bubble velocities. During the present experiments a sampling 
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rate of 20 kHz was used. On the other hand, if the distance is too large, then there is a 

strong possibility of misinterpretation of signals since multi bubble contact may occur 

between two signals originating from the same bubble. Even though most investigators in 

the past have used a distance of 5 mm in their vertical bubbly flow experiments, it was 

found that 5 mm was too large for the horizontal two-phase flow experiments, since 

maximum packing of bubbles almost always occurs toward the top of the pipe, which 

requires a smaller separation distance. 

As illustrated in figure l(a, b), the experimental data was obtained in the form of a 

voltage signal I as a function of time from the front and rear sensors of a probe. The 

correct interpretation of data involves the identification of gas and liquid phases. The first 

step is to set a threshold voltage at which the signal representing the beginning of the gas 

phase for an isolated bubble can be identified. However, it was observed that the 

threshold voltage level may drift during the experiments due to the probe contamination. 

This difficulty was overcome by dividing the data into several blocks within the total 

sampling time domain. As an isolated bubble contacts the previously wetted probe, 

output signals increase from the value of a near V,,, to near a Vma, and decrease abruptly 

to the value of V,,, as the bubble moves away. Identification of such a bubble is 

straightforward. However, for closely compacted bubbles that are observed in a 

horizontal bubbly flow, the time duration of the liquid phase contacting a probe sensor is 

very short. Hence, before the sensor tip becomes totally wet, it could be in contact with 

another bubble. In this case the voltage signal varies between a local minimum above the 
threshold voltage and the gas level. To identify such a bubble the threshold voltage and 

the slope of the signal was used in combination for distinguishing phases. A linear 

programming method was developed to reach a desired convergence. 

After distinguishing the phases, the next step is the identification of signals 

originating from the same bubble. In this case, the right selection of two closely 

corresponding signals from each sensor is important, since the two signals detected by the 

front and rear sensors do not always correspond to the same bubble, and the residence 

time intervals of the gas and or liquid phases at the sensors are not exactly the same. The 

signal validation was made by judging whether the following series of conditions are 

satisfied: 
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1. For a forward motion of the bubbles, the front sensor signal rises or falls before 

the rear sensor does. Therefore, referring to figure 1, the following condition 

should be satisfied: 

+(.?J-1) t f (2j)  and tr (2J-I)  t r (2 j )  ; j=l  ... , N (1) 
wherefand r, respectively, denote the front and rear sensors; t(2J-1) is the time the 

front and rear sensor tips enter into the bubble and t ~ , )  is the time the sensor tips 

enter into the liquid phase. N is the number of bubbles passing through a given 

sensor in the total sampling time T. 
2. The residence time of a bubble, i.e. the width of the signals, the amplitude and the 

height above the threshold voltage of the signals for the front and rear sensors 

should be comparable to ensure that both sensors detect the same bubble. Hence, 

the following conditions should be also satisfied: 

t f (2j)  - t f (2j-I)  ~ t r ( 2 j ) -  t r  ( 2 j - I )  ; 

VLk(2j))-  v L + ( q - ~ ) )  Vr ( t r ( . ) ) -  Vr(tr(2j-I)) ; j=l,. .., N 

j=l, ..., N 

and 

V/+(2j-1)) - VF Vr(tr(2j-I)) - Vrfi* j = I,.. ., N (2) 
3. The time difference between the front and rear sensor should be limited by the 

following condition: The time difference between the front and rear sensor should 

be limited by the following condition: 

Atmin  -Ct,(2j)-tfi+Atmax 

Atmin  9 r ~ j - 1 ) - t f c 2 i - 1 $ A t m a x  (3) 

where Atmjn  and A t m a  are the time limits corresponding to the maximum and 

minimum bubble velocities, respectively. Therefore, A t m i ,  and A t m a  should be 

determined by the combination of the distance between two sensor tips, L, and the 

flow conditions such as superficial velocities. In our experiments L is fixed to be 

2.5 mm, and the flow conditions are limited by 0.25 I <j, > 5 1.59 m / s .  In view 

of this physical-reasoning, At,,, is equated to the smallest data acquisition time 
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interval, i.e. 5 x s, whereas At,, is taken as 40 time intervals, which becomes 

2 x s for a sampling frequency of 20 Wz. For our experimental conditions 

and probe distance, these values are believed to be appropriate to cover a 
relatively wide range of possible bubble velocities. 

5.2.3 Local Void Fraction 

The local void fiaction E at any location r can be obtained by either front or rear 

probe sensor tips. It is defined as a time average of the concentration qr,  t )  by 

where Sas  a function of space coordinate r and time t, equals one if the probe tip is in gas 

and zero if the tip is in liquid phase. As the signal is given in discrete form, Eq. (4) can be 

written from Figure 1 either for the front or rear probe as follows: 

5.2.4 Local Bubble Interface Velocity and Velocity Spectrum 

The local bubble interface velocity is determined from the signals of two sensors. 

A bubble interface which contacts the first sensor will in general subsequently contact 

with the second sensor. The time delay between the two contact signals is a measure of 

the bubble interface velocity. The bubble interface velocity component in the axial 

direction at any location r can be expressed as 

L 
U b  =- 

At 

where At is the time delay and L is the distance between two sensor tips. 

The multichannel method and cross-correlation techniques are used in the 

determination of the time delay. In the multichannel method, the bubble transport time 

signals are processed through a computer program to identifl signals from the same 

bubble. This process thus eliminates miscounting of bubbles. The interface velocity for a 

specified bubble is then given by 
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where the indexj refers to aj'th bubble. Then using the multichannel method, the bubble 

velocity signals are proportionally transferred into equally spaced channels. The local 

bubble velocity component in the flow direction, ub(r), and the standard deviation of the 

bubble velocity spectrum, s(r) are given by 
Nk 

nkUbk ( r )  

2 nk 

ub ( r )  = k=' 

k=I 

S ( r )  = (9) 

where Ubk is the instantaneously measured local axial bubble velocity in the k'th channel, 

nk is the total count for the k'th channel, and Nk is the number of channels. 

The cross-correlation function, which gives the most probable time delay, is also 

computed. If ul(t) and ur(t) are two signals fiom the front and the rear sensors 

respectively, then the cross-correlation function Fupr(dt,J is given by 

u t Atm )u, (t)dt (10) 
1 '  

T o  
F,,,, (At,) = - J f ( - 

The maximum value of FUpr(Atm) yield the most probable time delay At,,,, fiom which 

the bubble velocity is determined through the use of Eq.(6). 

5.2.5 Local Interfacial Area Concentration 

The local interfacial area concentration at any spatial location r is given by 

Ishii[3] as 

where T, Vi and ni are the sampling time, interfacial velocity and unit normal vector of the 

interface. Ni is the total number of interfaces passing within the sampling time, T. 
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Physically this local interfacial area concentration represents the probability of the 

interface occurring at that point. 

The form of Eq.( 1 1) indicates a possible measurement technique for determining 

the local interfacial area concentration. Basically it requires the measurement of the 

interfacial velocity and the surface direction at the point. A simplified double-sensor 

resistivity probe suggested by Herringe & Davis (1976), Veteau (1981) and Veteau & 

Charlot (1 98 1) assumes a unidirectional flow of spherical particles. However, considering 

the velocity fluctuations due to turbulences or fluid particle motions, Kataoka et al. 

(1985) suggested an improved statistical model. In this model it was assumed that the 

direction of the interface velocity fluctuates within a maximum angle of 00 from the axial 

direction with equal probability. Then this angle 00 was related to the root-mean-square 

(r.m.s.) of fluctuating components of the velocity which can be measured by the same 

double-sensor probe simultaneously with the measurement of the sensor passing velocity 

&I,. Then the local interfacial area concentrations are given by 

where 
. -1 

- 

The angle a, is given approximately by 

where S is the root mean square of the fluctuating component of the sensor passing 

velocity, which is conveniently expressed by Eq. (9). 

Knowing the value of m, the time-averaged local interfacial area concentration 

can be calculated from the measured values of ub(r) at any location r. The measured value 

of ub(r) is given by Eq. (8), whereas the value of a0 can be estimated from measured 

values of statistical parameters of interfacial velocity as given by Eq. (14). It is to be 

noted that the root mean square of fluctuations of the axial component of interfacial 

velocity is assumed to be the root mean square of two other velocity component 
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fluctuations, Le., unidirectional assumption. Studies carried out by Hilgert and Hofmann 

[78] on bubble columns in a vertical pipe using an ultrasonic Doppler technique have 

shown that the magnitude of axial component root mean square bubble velocity 

fluctuation is nearly equal to the radial component of root mean square of fluctuation of 

bubble velocity. In the present study Eq. (12) was used to determine the local interfacial 

area concentration for the horizontal bubbly flow experiments. 

5.3 Experimental Setup and Procedure 

5.3.1 Description of the Flow Loop 

A horizontal flow loop was designed and built for the purpose of investigating the 

interfacial structure of horizontal two-phase flow. The overall loop schematic is 

illustrated in figure 3. The loop basically consists of various flanged lengths of 50.3 mm 
i.d. circular Pyrex glass tubings with pressure tabs installed between them. However, 

smaller or larger diameter test sections can be easily fitted to the loop. The entire test 

section is about 15.4 m in length, and it is all transparent, so that flow visualization, high- 

speed photography and high-speed cinematography are possible. It is designed such that 

various local instrumentations for two-phase flow measurements and different mixing 

chambers can be easily accommodated. 

The air and water are used as coupling fluids. The air to the test section is 

supplied from the University of Wisconsin-Milwaukee central air system. It is, however, 

regulated through a 0.95 m3 capacity high-pressure storage tank, and metered by a series 
of turbine flow meters. The water is recirculated. It is pumped from a 1.9 m3-capacity 

storage tank by a stainless-steel centrifugal pump and regulated from 0 to 100% of the 

pump capacity by a transistor inverter. The water flow rate is measured by a series of 

paddlewheel flow meters assembled in a parallel configuration. As shown in figure 4 the 

air enters the mixing chamber from a 90" vertical leg and is injected into the water flow 

through a cylindrical porous media of 100 pm porosity to achieve a uniform mixing and 

the quick development of a bubbly two-phase flow pattern. The two-phase mixture from 

the test section is directed to an air-water separator. The air is vented to the atmosphere, 

and the water is returned to the water storage tank. 
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The last 1.5 m of the test section incorporates two quick-closing valves which are 

used for average void fraction measurements. These valves, which are pneumatically 

operated and electronically controlled, have a very rapid response time (in the order of 

milliseconds) and are synchronized through a common electrical switch to ensure 

simultaneous operation. The distance between the valves is long enough to minimize any 

experimental error. The system is protected against pressure surges. 

Pressure transducers of the diaphragm type are utilized for both absolute pressure 

and differential pressure measurements. The test-section differential pressure is measured 

at six intervals with high-frequency transducers located 1.55 m apart. The absolute 

pressure transducers are located at two locations in the test section, 6.70 and 8.22 m 

downstream of the mixing chamber, respectively. 

5.3.2 Experimental Procedure 

The experiments were carried out under fully developed bubbly flow conditions 

by variations in the liquid flow rate, gas flow rate and the radial position of the probe. 

The superficial liquid velocities ranged from 3.74 to 5.71 d s ,  and the superficial gas 

velocities covered a range from 0.25 to 1.37 d s .  Details of the experimental conditions 

are summarized in table 1. At each fixed liquid superficial velocity, the gas superficial 

velocity was increased as long as the flow pattern was bubbly. Evidence of slug flow was 

indicated in the output signals and discarded from evaluation. Liquid superficial 

velocities higher than indicated above could not be reached due to pressure limitations of 
the Pyrex glass test loop. During the operation of the quick-closing valves, the pressure 

reached sizable proportions of the loop pressure limitations. The temperature of the water 

was maintained at room temperature by adding tap water to the storage tank. 

The mounting and traversing mechanism for the resistivity probe is shown in 

figure 5.  The probe was inserted through a probe support located at the bottom of a 

rectangular Plexiglas test section. The test section was 15 cm in length, 15 cm in height 

and 7.5cm in width. A Vernier, with graduations to an accuracy of 0.0254 mm, was used 

to traverse the probe in a direction perpendicular to the axis of the tube; 23 locations were 

selected through the pipe diameter of 50.3 mm. The increments were smaller as the probe 

traversed toward the wall at the upper half of the tube. 
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For each preset experimental condition the data, including 23 probe locations, 

pressure drops at 6 intervals and the absolute system pressure at 2 locations, were 

recorded. At the end of each experimental run the quick-closing valves were operated to 

measure average void fraction. Experiments were interfaced with a data acquisition 

system utilizing a Zenith PC/AT computer with a Metrabyte DASH-16F 16-channel 

multifunction high-speed analoddigital I/O expansion board, and LabtechNotebo.ok 

software. 

Due to the large volume of data generated, the sampling rate was kept at 20 kHz 

for each sensor, and the sampling time was 1 s. It was found that this combination 

provided a sufficiently large volume of data for any statistical analysis. It is to be noted 

that the total sampling time may seem very short when compared to earlier investigations 

carried out on vertical bubbly two-phase flows. However, it is also to be noted that in a 

horizontal bubbly two-phase flow the velocities are very high and thus it becomes 

essential to have a sampling rate as high as possible to record all the bubbles. This 

simultaneously leads to a shorter sampling time due to overall limitations on the data 

acquisition system. 

5.4 Experimental Results and Discussion 

5.4.1 Local Void Fraction Distribution 

The local void fractions were obtained independently with both front and rear 

sensors of the probe using the average void fraction as a convergence criterion to decide 
the threshold voltage. Then Eq.(5) was used to calculate the local void fractions. A 

sample of local void fraction distributions obtained from both sensors is shown in figure 

6, and figures 7a, 7b, 8a and 8b illustrate local void fraction profiles for several flow 

parameter values of <j? and <jp. In figures 7a, 7b, 8a and 8b only the front sensor 

measurements are used. The following observations can be made from these figures: 

(a) The void fraction distributions obtained by front and rear probes are surprisingly 

close to each other, indicating the consistency in the signal processing 

methodology. Although signal validation was made to identify the interfaces by a 

series of conditions expressed by Eqs.( 1)-(3), it might still be possible that some 

bubbles contact only the front sensor and escape from the rear sensor. As a result, 
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the front sensor tends to give a slightly higher void fraction than the rear sensor, 

as barely observed in figure 6. 

(b) It is evident from these figures that the bubbles tend to migrate toward the upper 

wall under the dominating influence of buoyancy force. Thus, the void fraction 

under all test conditions generally showed a distinct peak near the top wall at 

about r / R NN 0.8 to 0.9. This range corresponds to that at a 2.5-5 mm distance 

from the wall. When these values are compared with the observed Sauter mean 

bubble diameter of 2-5 mm, as documented in section 4.1, the geometry seems to 

explain the steep decrease in the void fraction. Besides the geometric effects, the 

possibility of probe interference toward the wall and the increased hydraulic 

resistance of the liquid path between the bubble and wall may also contribute to 

the sharp decline in the void fraction. This phenomenon is identical to the one that 

has been observed in vertical bubbly two-phase flows by Veteau (1 98 l),  Serizawa 

et a/. (1 979,  Wang (1 985) and Wang et al. (1 987). 

(c) Although the void fraction distributions tend to flatten as the average void fraction 

increases, the distinct peak always occurs in relatively the same location. The fact 

that the peak void fraction in all cases never exceeds 0.60-0.65 indicates that the 

maximum packing exists in the channel. Above the maximum packing limit, 

coalescence of bubbles occurs resulting in larger slug bubbles. 

(d) The effect of increasing the gas flow rate is to increase the average void fraction 

and to flatten the void fraction distribution toward the bottom channel wall. 
Again, there was no noticeable change at the peaking positions. 

(e) The effect of increasing the liquid flow rate is to decrease the average void 

fraction: However, there were no noticeable differences in the peaking positions, 

but there was a significant decrease in the value of the maximum void fraction. 

5.4.2 Local Interfacial Area and Bubble Size Distributions 

Figures 9a, 9b, 10a and 10b show the local interfacial area concentration profiles 

based on Eq.(2). It is interesting to note that the interfacial area concentration 

distributions have similar characteristics to those of the void fraction distributions. The 

interfacial area reaches a maximum at about the same location as the void fraction peak. 
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Increasing the gas flow or decreasing the liquid flow would increase the local and overall 

interfacial area concentration and tend to flatten the interfacial area concentration profile. 

It is important to note that the local interfacial area concentration in horizontal 

bubbly two-phase flow may become as high as 1000 m /m toward the top of the channel. 

This range of the interfacial area concentration has never been reported for vertical 

2 3  

bubbly flow. The higher values suggest that in this type of bubbly flow the interfacial 

transport of mass, momentum and heat transfer is much higher near the top portion of the 

tube wall. 

The interfacial area concentration is strongly affected by bubble sizes, since the 

surface-to- volume ratio of a small bubble is larger than that of a larger bubble. 

Furthermore, when the bubbles are not spherical, the volume-to-surface area ratios 

depend on the shape of the bubble at the same void fraction. 

The profiles of the interfacial area concentration and the void fraction can be used to 

determine the Sauter mean bubble diameter variations along the cross section. The 

definition of the Sauter mean bubble diameter assumes spherical bubbles and is given by 

k=l 

where nk is the number of bubbles of size Dk and N, is the total bubble size classes. 

On the other hand, the void fraction and the interfacial area concentration can be 
expressed. respectively, as 

and 

where V ,  is the volume of a typical bubble of size D, in a given class k, A ,  is the surface 

area of a typical bubble in the same class size, and VT is the total mixture volume. 

From Eqs.( 1 9 ,  (1 6) and (1 7) it can be shown that 
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Based on Eq.(8), typical Sauter mean diameter distributions are illustrated in 

figure 1 l(a, b) at various gas as well as various liquid fluxes. From this figure it may be 

observed that the Sauter mean diameters are in the range of 2-5 mm, depending on the 

location and flow conditions. The profiles show relatively small variations over most of 

the flow channel cross section except near the wall region. The bubble size tends to 

reduce close to the wall region. Generally there is no double size peaking found, as 

reported for vertical bubbly flow by Michiyoshi & Serizawa (1986), Matsui ( 1984) and 

Liu ( 1989). The bubble diameter generally shows an increase with the gas flow rate, 

although the influence is not significant. By comparing two figures it may be observed 

that increasing liquid flow rate results in a more homogeneous distribution of the bubbles. 

Figure 12 illustrates the variation in the average interfacial area concentration as a 

fhction of the averaged void fraction. Figure 12 is not intended to be a correlation 

between <a,> and <E >. It is obvious from Eq.( 18) that besides the void fraction, the 

bubble size also has a very important effect in determining the interfacial area 

concentration. However, considering small variations in the mean diameter, the behavior 

observed in figure 12 is not surprising. 

5.4.3 Local Bubble Interface Velocity 

The local bubble interface velocity in the axial direction was determined from the 
signal of two resistivity probe tips using Eqs.(6) and (8). Samples of the mean velocity 

distributions calculated from the bubble velocity spectrum and also from the cross- 

correlation method are shown in figure 13(a, b). The bubble velocity spectrum at every 

local position covered a range of bubble velocities approximately following a Poisson 

distribution. A typical velocity spectrum is also illustrated in figure 14(a, b). The 

following observations can be made from these figures. 

There was no evidence to suggest a proportionate correspondence between local 

void fraction and bubble velocity distributions, as suggested by Van der Welle (1 985) and 

Beattie (1972) for vertical flow. There were no peaks in bubble velocity profiles 

corresponding to those observed toward the top wall peaking void and interfacial area 
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concentration profiles. On the contrary, the velocity profiles show a fairly uniform 

distribution over a large portion of the flow area, except for the wall region. 

It can be observed that an increase in either the liquid flow rate or gas flow rate 

increases the bubble velocity. The mean bubble velocity near the upper wall decreases, 

indicating the same tendency as that found in vertical bubbly flows. 

Verification of the measured velocities was undertaken by comparing the 

averaged values ub and UG based on the probe measurements and the measured gas 

volumetric flow rates QG, respectively. ub and UG are defined as follows: 

where the brackets, < >, denote area averaged values from integration, and QG is the 

volumetric flow rate of the air. 

The corresponding values of the velocity from Eq.(19) were determined by 

numerical integration, and the values are listed in Table 1. Furthermore, the deviations of 

Ub with respect to iiG and of 9.2 with respect to <jc> which are, respectively, defined 

as 

u6 - uG x 100 % A r b  = - 
U G  

, 

and 

are also listed in Table 1. The mean deviation between the values obtained from 

integration of the local flow parameters and those obtained from flow rate measurements 

is 15.7%. The integrated values are generally lower. This may be explained partially by 

the fact that we expect the measured values of velocity to be slightly low, both because of 

the possible deflection of the bubbles when they hit the probe tips and because of missing 

the smallest size bubbles. In all cases, the difference is < 12% of the value calculated 
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from the overall gas flow rate. The comparison justifies the reliability of the double- 

sensor resistivity probe technique for measuring local void fractions and axial velocity 

components. 

Based on the bubble velocity and void fraction measurements, a drift-flux 

presentation is illustrated in figure 15. As suggested by Ishii (1 977) and Wallis (1 969), it 

is given by 

(23) 
- 
uG =iiq +C, < j >  

where iiGJ is the weighted mean drift velocity of the gas phase and Co is the distribution 

parameter. Figure 15 indicates a linear relationship between iiGJ and <I>, which is used to 

determine iiq and Co. Regression analysis on the data yields Co= 1.05 and iiGJ =O. 1 3 d s .  

It is to be noted that such a representation was obtained from our air-water bubbly flow 

data which is far from the origin. Therefore, it has the limitations of our data range. It 

should be checked further for a wider data range. 

5.4.4 Bubble Chord-Length and Frequency Distributions 

The local bubble chord-length was determined from the bubble residency time 

measured from the front probe, T, and from the bubble velocity, Ub,  as follows: 

I,, = U b T  (24) 

A typical bubble chord-length distribution is illustrated in figure 16(a, b). For 

each experiment, this type of figure has been produced to verify the order of Sauter mean 
diameter values obtained from Eq.( 18). 

The local bubble impaction rate or bubble frequency, which is the number of 

bubbles detected by the front probe in unit time at a specific location, can also be 

obtained from the experimental data. A typical bubble impaction rate distribution is 

shown in figure 17(a, b). It is important to note from these figures that the bubble 

impaction rate distribution has the same behavior as that of the local void fraction 

distribution. Due to the buoyancy effect, the uniformly generated and distributed bubbles 

move into the upper sections and crowd together near the top wall of the horizontal flow 

channel. A distinct peak of bubble impaction rates close to the top wall can be observed 

in all flow conditions, even though the bubble impaction rate profile tends to flatten as 
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the average void fraction is increased. A very high bubble frequency on the order of 

2200/s may be observed toward the top of the tube. This might explain the high void 

fractions and interfacial areas observed in the present horizontal bubbly flow 

experiments. 

5.5 Summary and Conclusions 

The internal phase distribution of cocurrent, air-water bubbly flow in a 50.3 mm 
dia transparent pipeline has been experimentally investigated by using a double-sensor 

resistivity probe technique. Liquid and gas volumetric superficial velocities ranged from 

3.74 to 5.71 and 0.25 to 1.37 m/s,  respectively, and average void fractions ranged from 

4.30 to 22.5%. The local values of void fraction, interfacial area concentration, mean 

bubble diameter and bubble interfacial velocity, chord-length and frequency distributions 

were measured. 

The experimental results indicated that the void fraction, interfacial area 

concentration and bubble frequency have local maxima near the upper pipe wall, and that 

the profiles tended to flatten with increasing void fraction. For the horizontal bubbly 

flow, the observed peak void fraction can reach 0.65, and the peak interfacial area 

concentration can go up to 1000 m2jm3, whereas the bubble frequency may reach a value 

of 2200/s. It was found that either decreasing the liquid flow at constant gas flow or 

increasing the gas flow at a fixed liquid flow would increase the local void fraction, 

interfacial area concentration 'and the bubble frequency. 
The axial bubble interface velocity showed a relatively uniform distribution 

except near the upper pipe wall, where a sharp reduction in velocity was found. The local 

bubble interface velocity and the bubble velocity turbulent fluctuations increase with the 

gas flow. 

Using the relation between the local interfacial area concentration, void fraction 

and the Sauter mean diameter of bubbles, the mean bubble diameter distributions were 

calculated. It was observed that the mean bubble diameters ranged from 2 to 5 mm, 

depending on the location and flow conditions. The bubble diameter generally increases 

with the gas flow rate at a given liquid flow rate, although the effect was not found to be 

significant. 
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. . . . . . . . . . . .... .. . . 

Finally, it is to be noted that the lateral phase distribution for horizontal flow and 

bubble size distribution are strongly affected by inlet conditions and boundaries. In the 

present studies, the mixing chamber that is described in section 3.1 was fixed throughout 

the experiments, and probe tracing was done along the vertical axis of the pipe. 

Therefore, it is recommended that future work include a series of experimental studies to 

understand how inlet conditions and wall affect the lateral phase distribution for 

horizontal flow. 
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Nomenclature 

A Area 

a, Interfacial area concentration 

D Bubble diameter 

Dsm Sauter mean bubble diameter 

F Cross correlation function 

j Superficial velocity 

L 
N 
n Unit normal vector 

Distance between two sensor tips 

Number of bubbles passing through a given sensor in a sampling time T 

QG Volumetric flow rate of gas 

r Radial position 

S 
T Sampling time 

t Time 

u Axial velocity 

V Voltage 

Ct Interfacial velocity vector 

Standard deviation of bubble velocity spectrum 

d tmjn  Time limit corresponding to the minimum bubble velocity 
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At,,,, Time limit corresponding to the maximum bubble velocity 

Greek Symbols: 

E Void fraction 

Subscripts: 
b Bubble 

f Front 

G Gas 

k Identifies the k'th channel 

r Rear 
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FRONT SENSOR SIGNALS t 

vr t *'(=-I 14 hi) 
REAR SENSOR SIGNALS 

Figure 1. Schematic of the output signals: (a) front sensor; (b) rear sensor. 

.47mmOD(1 19mmlD) 
TAMLESS STEEL TUBE 

Figure 2. Double-sensor electrical resistivity probe design 
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HORIZONTAL TWO-FHASE FLOW LOOP 
A - Interchangeable Air-Water mixing K - Pneumatic operated ball 

B - Water ftow meters of appropriate L - Motor control 
M - computer and data 

C - Water flow meter control valves acquisition system 
0 - Air flow meters of appropriate N - 250 gal. Air tank 

P - 500 gal. Water tank 
E - Air flow meter control valves Q - Air-Water separator, with 
F - Air flow regulating valves 
G- Air pressure regulator R - Water shut-off valve 
H - Air filter S - 20 hp. 750 gpm Water 

J ~ Water flow regulating valves T - Glass pipe couplings with 

chambers valves 

size 

size 

internal baffles 

I - Water pressure relief valves pump 

pressure taps 

E c 1 

- 5.w 
18.44 

All dimensions in meters 

Figure 3. Schematic of the experimental flow loop 
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Figure 4. Schematic of air-water mixing chamber 
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Figure 5.  Mounting and traversing mechanism 
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Figure 6. Local void fraction distributions 
obtained from front sensor and rear sensor 

Figure 7(a). Influence of gas flow on the 
Local void fraction distribution at low liquid 
flow. (b) Influence of gas flow on the Local 
void fraction distribution at high liquid flow. 
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Figure 8(a). Influence of liquid flow on the 
local void fraction distribution at low gas 
flow. (b) Influence of liquid flow on the Local 
void fraction distribution at high gas flow. 

Figure 9(a). Effect of gas flow on the local 
interfacial area concentration profile at low 
liquid flow. (b) Effect of gas flow on the local 
interfacial area concentration profile at high 
liquid flow. 
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Figure lO(a). Effect of liquid flow on the 
local interfacial area concentration profile at 
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local interfacial area concentration profile at 
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Figure 11. Sauter mean diameter profiles: 
(a) effect of liquid flow; 
(b) effect of gas flow. 
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Figure 12. Average interfacial area concentration 
as a function of void fraction. 
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Figure 14. Typical bubble interfacial velocity spectra: (a) <jp=3.83 m/s, <j~>=0.72 m/s, 
<0=0.152; (b) <jf>=4.96 rnls, .34 m/s, <&>=0.204. 
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Figure 16. Typical bubble chord-length spectra: <jf>=4.96 m/s, <j~>=l.34 mls, 
<.~=0.204 at (a) r/R=0.963; (b) r/R=0.3. 
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Figure 17. Bubble frequency profiles: (a) effect of liquid flow; (b) effect of gas flow. 
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