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All of the research goals initially outlined in this proposal were met or exceeded. This final report 
summarizes our accomplishments and findings and includes recent publications occurring in the 
final period of this award. 

Research Accomplishments 
Overview. One of our research goals was to develop algorithms and services for remote data 
analysis and distributed data mining which scaled from the commodity internet to high 
performance networks. When we began the project there was no effective mechanisms to achieve 
high end to end performance for data intensive applications over wide area, high bandwidth 
networks. For this reason, we developed algorithms and services for Layers 2,3, and 4 in the 
simple data web application stack below. We describe our research accomplishments for each of 
these layers in turn. 

A Simple Application Stack for Data Webs 
Layer Description 
4 Data Web Applications 
3 Data Web Services 
2 Network Protocol Services 
1 IP 

Network Protocols for Data Intensive Applications. 
It is currently an open research problem to develop protocols which enable high end to end 
performance for data intensive applications operating over wide area high performance networks. 
For example, a standard data mining application operating between Chicago and Amsterdam can 
process data at about 5 Mb/s due to the time required to acknowledge TCP packets. 
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1. We developed a software library called PSockets which stripes data across several network 
sockets so that applications can use effectively the bandwidth available on high performance 
networks [Grossman 2002al. We also integrated PSockets with local parallel i/o libraries, such as 
MPIO, as well as local RAID devices. PSockets is an application level library which does not 
require tuning the TCP window, an alterative approach which can be relatively labor intensive. 
PSockets is a layer 2 service in the data web application stack. 

2. We performed a variety of experimental studies using PSockets as the Layer 2 service for remote 
data analysis and distributed data mining applications deployed over OC-3 (1 55 Mb/s) and OC- 12 
(622 Mb/s) wide area networks [Grossman 2002bl. In particular, we found that a neural network 
could be used to predict accurately the near optimal number of parallel sockets required for a 
particular application on a particular network at a particular time. 

3. We found that PSocket's performance began to level out after 10-30 sockets, even on OC-12 and 
higher bandwidth links. For this reason, we developed an alternative protocol called SABUL. The 
idea behind SABUL is simple. SABUL combines the UDP protocol in order to send data at a high 
rate with the TCP protocol in order to do this in a reliable fashion. UDP has no flow control, rate 
control, or reliable transmission mechanisms. SABUL implements these control functions in a 
separate TCP control channel. SABUL is also an application library like PSockets, and, hence does 
not require tuning the network. This approach is in contrast to the approach of other high 
performance protocols such as NETBLT [Clark] which combine the data and control channels. 
SABUL is a layer 2 service in the data web application stack. 

Data Webs and Data Web Services. Data webs which are web based infrastructures for data 
[Grossman 2002~1. Unlike grid middleware which is built over authentication, authorization and 
access (AAA) control mechanisms for rationing and scheduling presumably scarce high 
performance computing resources [Foster] data webs are built using W3C standards and emerging 
standards for web services and packaging (SOAP and XML). Data webs in contrast to data grids 
are designed to encourage the open sharing of data resources without AAA controls, in the same 
way that the web today encourages the sharing of document resources without AAA controls 
[Semantic Web]. 

The table above from [Grossman 2002d1, lists several technologies for exploring remote and 
distributed numerical data: data webs [Grossman 2002~1, data grids [Datagrid], and semantic webs 
[Semantic Web] can all provide web based access to numerical data. Data webs provide direct 
access to distributed rows and columns of data. Data grids enable large 
scale resource sharing of computational and data resources. Semantic webs provide knowledge 
based access to data using ontologies, RDF and agent based architectures. 
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1. We developed a protocol for moving data between data web servers and data web clients called 
the Data Web Transfer Protocol or DWTP. An earlier name for DWTP was the Dataspace 
Transfer Protocol or DSTP. DWTP includes functions for retrieving data, metadata, and keys, for 
selecting rows and columns of data, and for sampling [Grossman 2002el. DWTP is a layer 3 
service in the data web application stack. 

2. We designed and implemented a DWTP Server [Grossman 2002el for the remote analysis and 
distributed mining of data over the commodity internet. This DWTP Server uses TCP as the layer 
2 service and is designed for a single server. 

3. We designed and implemented a DWTP Server [Grossman 20001for the remote analysis and 
distributed mining of data over wide area, high performance networks. This DWTP Server uses 
SABUL as the layer 2 service and can be deployed over clusters of workstations. 

4. We designed and created a reference implementation of a second version of DWTP. Version 2.0 
of DWTP supports vector valued keys and missing data, two enhancements which turned out to be 
critical for some of the applications described below [Grossman 2002fl. 

Data Web Applications. 
We have developed data web applications for astronomical, earth sciences, bioinformatics, and 
social science data. 

1. We developed a data web application showing how data webs can be used to create virtual 
observatories. For this application we showed how a DWTP client could overlay distributed 
data, with one data source a DWTP server containing 2MASS data and another data source a 
DWTP server containing DPOSS data [Grossman 20011. 

2. We developed a data web application containing simulation data from the Community Climate 
Model 3 maintained by NCAR, as well as related earth science data, such as El Nino anomaly data. 
Using this application, scientists from other domains can easily overlay CCM3 data with data from 
their own applications [Grossman 2002el and [Grossman 2002gl. As another example, this DWTP 
server can be used by someone with cholera data to look for correlations between El Nino and 
Cholera, a relationship reported by some investigators. 

3. We developed several data web applications for sequence, proteonomic, and chemical compound 
data. In particular, we show how a chemical compound from one DWTP server could be docked 
with a protein from another DWTP server [Grossman 2002hl. 

Infrastructure. Data webs became truly useful as more and more data is added to them and as 
more and more software interoperates with them. For this reason, part of our effort has been 
focused on infrastructure issues, including developing standards, writing open source software, and 
operating testbeds. 



1. We have put a variety of data sets on DWTP servers for public consumption, including some 
NCAR CCM 3 data, data from the Protein Data Bank (PDB), chemical compound data from the 
National Cancer Institute (NCI), and some data from the US Census. This data is maintained at the 
site www.dataspaceweb.net. 

2. We help develop standards for data mining. In particular, we are active members of the Data 
Mining Group, which is a collaboration of over 12 vendors developing an XML standard 
called the Predictive Model Markup Language (PMML) for data mining [Grossman 2002~1. In 
particular, our group developed reference implementations of PMML Versions 0.8,0.9 and 1 .O. 
PMML is the interchange language used by data web applications to exchange data mining models. 
The home for PMML is the site www.dmg.org which we maintain. 

3. As mentioned above, we developed a protocol called the Data Web Transfer Protocol enabling 
data web clients to communicate efficiently with data web servers. We are currently preparing an 
IETF draft for this emerging standard. 

4. We have operated two data mining testbeds for high performance and distributed data mining: 
one called the Terabyte Challenge Testbed [Grossman 2002iland one called the 
Terra Wide Data Mining Testbed [Grossman 2002Jl. Over the past several years, we have set a 
number of records using these testbeds. For example, in November, 2002, a cluster of three DWTP 
servers using SABUL as the Layer 2 service set a record for moving data across the 
Atlantic at 2.7 Gb/s. This outperformed a number of other protocols tested at the same event (iGrid 
2002), including GridFTP. For comparison, data mining applications using TCP move data at 
about 5 Mb/s. 

5. We maintain open source reference implementations of two DWTP servers using Source Forge. 
One is targeted at data webs built over the commodity internet and one at data webs built over high 
performance networks. DWTP is our Layer 3 service. 

6. We maintain an open source reference implementation of SABUL on Source Forge. SABUL is 
one of our Layer 2 services. 
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