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Abstract

For many scientific calculations, Monte Carlo is the only practical method
available. Unfortunately, standard Monte Carlo methods converge slowly as
the square root of the computer time. We have shown, both numerically and
theoretically, that the convergence rate can be increased dramatically if the
Monte Carlo algorithm is allowed to adapt based on what it has learned from
previous samples. As the learning continues, computational efficiency
increases, often geometrically fast. The particle transport work achieved
geometric convergence for a two-region problem as well as for problems with
rapidly changing nuclear data. The statistics work provided theoretical proof of
geometic convergence for continuous transport problems and promising initial
results for airborne migration of particles. The statistical physics work applied
adaptive methods to a variety of physical problems including the three-
dimensional Ising glass, quantum scattering, and eigenvalue problems.

Background and Research Objectives

As the inventor of the Monte Carlo method, the Laboratory has a long-standing and

major investment in its use and development. Particle transport simulations, for example, have

been critical components in accelerator design, reactor development, and radiation and

criticality safety. Monte Carlo has been used by Los Alamos for basic research in areas

including physics, biology, chemistry, and materials science. The Monte Carlo work of the

Los Alamos research community is internationally recognized, and this project represented a

cross-disciplinary effort at an important time in the history of the Laboratory, as its roles and

missions are being reshaped and its ability to impact science and technology is being tested.
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Three years ago, the statistical theory for adaptive Monte Carlo lagged well beh

state of implementation. For example, there was considerable empirical simulation evidence

for exponential convergence to zero-variance solutions in continuous state problems, but no

supporting theory to explain the phenomenon. This lack of statistical theory left open the

possibility of “false learning” with no theoretical guidance on how to prevent it. We have

derived exponential rate-of- convergence proofs for both discretel and continuous simulations

and established the conditions required to preclude false Ieaming. These proofs, which

assumed a known functional form for zero variance, have provided guidance for adaptive

Monte Carlo research. Theoretical extensions to our work are required to continue the quest for

exponential convergence to real, complex problems in transport and statistical analyses of data.

Importance to LANL’s Science and Technology Base and National R & D

Needs

Los Alamos has a huge investment in Monte Carlo methods, Monte Carlo computer

codes, and experienced Monte Carlo practitioners. The Monte Carlo physics community here

is internationally recognized. Los Alamos also has the largest particle transport effort in the

world, as well as being responsible for the world’s most widely used particle transport code

(MCNP). For the last few years, the statistics community at Los Alamos has participated in the

particle transport Monte Carlo effort. As a result, our Monte Carlo methods and statistical

analysis are ahead of those of the rest of the world. Los Alamos’ combined strength in these

fields is unmatched. Largely because of this combined strength and the interest in Monte Carlo

solutions, the pioneering work on adaptive Monte Carlo algorithms has either been done at Los

Akunos or supported by Los Alamos. This project continued Los Alamos dominance in

scientific Monte Carlo methods, helped solve much more complex versions of existing

problems, and promoted entry into new areas of science in the national interest.

Our research has provided the foundation to achieve an enormous scientific impact. Not

only are there many problems that cannot be solved efficiently without new methods, there are

also problems that are so difficult that they are not even attempted. In addition, complex

experiments are becoming progressively more difficult and costly. Although there must always

be a place for these experiments, their cost and complexity will generally remove them from the

day-to-day design process. Theoretical projects such as this one become even more important

to fill the experimental gap in a cost-effective manner.

Most of. Los Alamos’ large multidisciplinary programs already rely on Monte Carlo

methods for some part of the program.
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The nuclear weapons program, nuclear safety programs, system simulation and war games,

materials research, and other physics, chemistry, and biology problems require Monte Carlo

solutions. If the project’s successes can be extended, then present problems using adaptive

Monte Carlo methods could be done in a fraction of the current computer time allowing more

detailed and complex computations to be done.

The objectives of this adaptive Monte Carlo methods project were to: (1) examine

several recent significant developments in the methods; (2) extend and apply them to key

bottleneck problem areas; and (3) develop new methods that would achieve significant

improvement in the efficiency of applications of the method.

Scientific Approach and Accomplishments

Note that this project was terminated after one year in response to reductions

Program funding. These are the accomplishments for the year in particle transport,

and statistical physics.

in LDRD

statistics,

The particle transport work concentrated on achieving geometric convergence. The

reduced source method achieved geometric convergence on a two-region problem by iteratively

using the interface leakage from one region as a source into the other region.3>4 We also

achieved geometric convergence for energy-independent transport in a rectangular box,

although a (removable) approximation limited the geometric convergence to the first few

iterations.5’b Adaptive importance sampling achieved geometfic convergence on energy-

dependent problems with rapidly varying cross section and importance functions by allowing

the Monte Carlo algorithm to adaptively learn better basis functions.’

The statistical work provided the seminal theoretical proof of geometric convergence for

continuous state space problems,2 in the process supplying sufficient conditions for avoidance

of false learning. Related simulation results on adaptive learning algorithms for airborne

migration of ptiicles in homogeneous turbulence showed acceleration in CPU time by factors

of tens to hundreds; such results have potential application to pollution modeling and

chemicalhiological warfare. We also completed a theoretical proof of variance reduction

regarding the use of transition dynamics8’9 relative to the standard Metropolis analysis for

statistical physics problems.

The statistical physics work focused on applying extensions of recently developed

algorithms to a vafiety of physical problems .’” We applied a bivariate version of the

multicanonical method to the three-dimensional Ising glass. *1’12 At low temperatures, we

found its ground state to be consistent with the droplet picture. At higher temperatures, but still
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At higher temperatures, but still below the glass transition temperature, we found the ground

state to be consistent with the ultrametric picture.

We improved algorithms for quantum scattering and eigenvalue problems and applied them to

parity violation in low-energy scattering in nuclear physic s.13’14~ We also developed a new

adaptive approach to the construction of trial wave functions for diffusion Monte Carlo

methods and applied it to the problem of DqO+in an aqueous solution.ls An improved estimate

of the excited state energy resulted.
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