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ABSTRACT: The selection of statistical methods to evaluate data depends on
study questions and characteristics of available data. In climate science, some
methods are more popularly used than others; however, the use of applicable
alternative methods does not invalidate study findings. Regardless of limitations,
some methods like Pearson ordinary correlation are widely used in all sciences
including climate and by scientists at government agencies like NOAA and the
USGS. In addition, the use of the robust Student’s t test is valid for near-Gaussian
distributions with high sample numbers, since it is resistant to data distribution
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inconsistencies.Wewish to put in context the citation about our article and clarify
the methods and justification for using them and to educate readers about the use
of some conventional statistical tools and tests.

KEYWORDS: Statistical techniques; Statistics; Variational analysis;
Climate variability; Interannual variability; Seasonal variability

1. Discussion
Our article Torres-Valcárcel et al. (2015)was cited in Van Beusekom et al. (2015,

p. 18) as making improper use of statistical tools and tests. See below:

A larger p value cutoff of a 5 0.10 was chosen for this entire study over the more traditional 0.01 or 0.05
because many of the climate trend studies covering PR. . . have used a t test and fit a least squares trend line,
which exaggerates the significance of the trend, reporting a reduced p value, for non-Gaussian datasets.

The above citation is flawed, inaccurate, and misleading. The main focus of
Torres-Valcárcel et al. (2015) was evaluating urban versus nonurban average
temperature values, not about inferring about temperature trends. Hypothesis tests
were done to detect and assess the magnitude of temperature signals for the entire
period of study 1900 to 2007 from urban areas based on physical extension of in-
tensively constructed area compared to rural areas (not intensively constructed areas).
No hypothesis test regarding trends was done since this was not the main question or
argument nor the main finding of our work, which would have required compliance
with distribution assumptions. Consequently, inferential analysis of trends through a
hypothesis test was not done, and so the use of Pearson ordinary correlation, also
known as least squares linear correlation R2, was for descriptive analysis of tem-
perature trends based on their magnitude; this was explicitly noted and explained in
Torres-Valcárcel et al. (2015, section 3.3.2). In other words, the use of linear corre-
lation in our work was to compare actual R2 values at different locations without
making any inferences, just stating higher than or lower than, although no statistical
tests were performed, as was transparently explained in the temperature analysis
results and discussion section (Torres-Valcárcel et al. 2015, section 3.3.2).

Regardless of the known limitations of R2, it is widely used in atmospheric
sciences (Muhlbauer et al. 2009), including climatology such as in Nnamchi et al.
(2015), Hartnett et al. (2014), Qi and Wang (2012), Fall et al. (2011), Anderson
et al. (2010), and Angeles et al. (2007), to name several. In addition, the method is
also applied by scientists at NOAA (Climate Prediction Center 2010) and the USGS,
and so its use does not invalidate study findings in Torres-Valcárcel et al. (2015) or
any other study. In any case, the use of R2 may be uncertain when inferring future
projections; in our study R2 was only used as a descriptive way to compare the value
of urban versus nonurban locations applying the same method to all. We did no test
for any significance of temperature trends and so the above citation is inaccurate.

In our study, we made two separate analyses: one using the average value of
maximum, minimum, and average temperature from surface stations, which
were also analyzed independently from one another. The other analysis was
done on inferred temperature data from interpolation methods for maximum,
minimum, and average values for the period of study 1900 to 2007. In both,
analysis data distribution parameters were measured and tested accordingly.
Station data distribution met Gaussian distribution parameters and so analysis
of variance (ANOVA) was done accordingly. Conversely, inferred interpolated
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data did not meet Gaussian parameters to proceed with ANOVA, but data
characteristics did meet conditions for valid Student’s t test application. Inferred
data was nearly Gaussian, and the sample size was extraordinarily high to
proceed with the Student’s t test defined in Wilks (2006) as robust and therefore
by definition resistant to data distribution inconsistencies. Our qualified and pro-
fessionally certified statistician coauthor Cesar Gonzalez-Avilés, and professional
engineer, appropriately recommended the valid use of Student’s t test in substitution
to ANOVA. Proceedings were clearly explained in the data and methods section
(section 2) in Torres-Valcárcel et al. (2015), and a list of six references were provided
(Student 1908; Hogg and Tanis 1996; Daniel 1999; Wigley 2006; Montgomery and
Runger 2010; Laerd Statistics 2013) supporting the valid use of the Student’s t test.
Therefore, we found the above citation to be misleading.

In addition, the citation above is completely flawed, suggesting that the selected
sigma a somehow affects the processing computation of the p value. Sigma a in
hypothesis testing is just the criteria level for acceptance or rejection of the null
hypothesis and is not used in p value computations in any way; this value does not
change in response to the selected level of a, so it will be the same regardless of the
selected sigma level. In our study, we selected the traditional conservative 0.05
cutoff value which represent the halfway point of the sigma a selection level
interval between 0.01 to 0.1, reducing the risks of making the known type I error
(reject a true null hypothesis) and type II error (fail to reject or accept a false null
hypothesis). In our case, we got p values so low (p 5 0.00) that they would have
been found significant even at the most restrictive sigma selection level of a 5
0.01. These basic statistical concepts are widely discussed and explained in any
basic statistical textbook that covers hypothesis testing methods. It is therefore
unfortunate that Van Beusekom et al. (2015) did not make proper citation of
Torres-Valcárcel et al. (2015). A list of web links are here provided with detailed
explanation of hypothesis testing proceedings (accessed 2 October2016: http://
support.minitab.com/en-us/minitab/17/topic-library/basic-statistics-and-graphs/
hypothesis-tests/basics/type-i-and-type-ii-error/; http://statistics.about.com/od/
Inferential-Statistics/a/Type-I-And-Type-II-Errors.htm; https://www.ma.utexas.
edu/users/mks/statmistakes/errortypes.html; http://onlinestatbook.com/2/logic_
of_hypothesis_testing/errors.html; http://www.stat.berkeley.edu/;hhuang/STAT141/
Lecture-FDR.pdf).

Acknowledgments. I want to thank Earth Interactions’s editor Dr. Rezaul Mahmood
and everyone who works on the journal for taking the time and effort to proceed with this
comment. Also, thanks to the American Meteorological Society for allowing us to clarify
this issue and continue to contribute to science.
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